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Forewords

Tony Hoare
Cambridge, United Kingdom, February 2009

Algebra is the simplest of all branches of mathematics. After the study of
numerical calculation and arithmetic, algebra is the first school subject which
gives the student an introduction to the generality and power of mathematical
abstraction, and a taste of mathematical proof by symbolic reasoning. Only the
simplest reasoning principle is required: the substitution of equals for equals.
(Even computers are now quite good at it.) Nevertheless, the search for al-
gebraic proof still presents a fascinating puzzle for the human mathematician,
and yields results of surprising brevity and pleasing elegance.

A more systematic study of algebra provides a family tree that unifies the
study of many of the other branches of mathematics. It identifies the basic
mathematical axioms that are common to a whole sub-family of branches. The
basic theorems that are proved from these axioms will be true in every branch
of mathematics which shares them. At each branching point in the tree, the
differences between the branches are succinctly highlighted by their choice
between a pair of mutually contradictory axioms. In this way, algebra is both
cumulative in its progress along the branches, and modular at its branching
points.

It is a surprise to many computer programmers that computer programs, with
all their astronomical complexity of structure and behavior, are as amenable to
the axioms of algebra as simple numbers were at school. Indeed, algebra scales
well from the small to the large. It applies to the large-scale behavior of sys-
tems evolving concurrently in parallel; and it underlies the manipulation of the
minute detail of the individual instructions of code. At the highest level, alge-
braic reasoning provides the essential basis for program transformations that
match the structure of a complete system to that of the available hardware con-
figuration; and at the lowest level, it provides the justification for optimization
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of the code of a program so as to achieve the full potential of the processor
instruction set.

This book exploits the power of algebra to explore the properties of con-
current programs, particularly those that control the behavior of distributed
systems, communicating with neighbors on identified channels. It starts with
the simplest theories at the base of the tree, and gradually extends them in
a modular way by additional axioms to deal with sequential programming as
well as concurrent, and with communication as well as assignment. In the later
chapters, it exploits the modularity of algebra to describe priorities, probabili-
ties, and mobility.

The technical approach of the book is grounded in Computer Science. It
emphasizes term models based on the syntax of the operators used in the al-
gebra, and it justifies the axioms by appeal to the execution of the terms as
programs. Its crowning achievement is to exploit the unifying power of alge-
bra to cover a range of historic theories, developed for various purposes up to
20 years ago. Earlier these theories were thought to be irreconcilable rivals;
but as a result of research by the authors of this book and others, the rivals are
now seen to be close family members, each superbly adapted to the particular
range of problems that it was designed to tackle.

Robin Milner
Cambridge, United Kingdom, February 2009

Nowadays, much of what is still called ‘computing’ involves the behavior of
composite systems whose members interact continually with their environ-
ment. A better word is ‘informatics’, because we are concerned not just with
calculation, but rather with autonomous agents that interact with — or inform —
one another. This interactivity bursts the bounds of the sequential calculation
that still dominates many programming languages. Does it enjoy a theory as
firm and complete as the theory of sequential computation? Not yet, but we
are getting there.

What is an informatic process? The answer must involve phenomena for-
eign to sequential calculation. For example can an informatic system, with
many interacting components, achieve deterministic behavior? If it can, that
is a special case; non-determinism is the norm, not the exception. Does a
probability distribution, perhaps based upon the uncertainty of timing, replace
determinism? Again, how exactly do these components interact; do they send
each other messages, like email, to be picked up when convenient? — or is each
interaction a kind of synchronized handshake?

Over the last few decades many models for interactive behavior have been
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proposed. This book is the fruit of 25 years of experience with an algebraic
approach, in which the constructors by which an informatic system is as-
sembled are characterized by their algebraic properties. The characteristics
are temporal, in the same way that sequential processes are temporal; they are
also spatial, describing how agents are interconnected. And their marriage is
complex.

The authors have teased out primitive elements of this structure. In doing
so they have applied strict mathematical criteria. For example, to what extent
can the dynamic characteristics of a set of process constructors be reflected,
soundly or completely, by a collection of algebraic axioms? And to what ex-
tent can the authors’ calculus ACP (Algebra of Communicating Processes)
be harmonized with other leading calculi, especially Hoare’s CSP (Communi-
cating Sequential Processes) and Milner’s CCS (Calculus of Communicating
Systems)? Consideration of these questions gives the book a firm and appre-
ciable structure. In particular, it shows up a shortcoming of what (for some 50
years) has been called automata theory: that theory never seriously attempted
to model the ways in which two automata might interact.

So it may seem that the book is mainly an account of the frontiers of research
into process theory. It is much more, and I hope that syllabus designers will
take note: the presentation is lucid and careful, enriched with exercises, to
the extent that many parts of it can be used as a basis for university courses,
both undergraduate and postgraduate. If in such courses we expose students to
theories that are still advancing, then they share the excitement of that progress.

Jan Bergstra
Amsterdam, the Netherlands, February 2009

This book about process algebra improves on its predecessor, written by Jos
Baeten and Peter Weijland almost 20 years ago, by being more comprehensive
and by providing far more mathematical detail. In addition the syntax of ACP
has been extended by a constant 1 for termination. This modification not only
makes the syntax more expressive, it also facilitates a uniform reconstruction
of key aspects of CCS, CSP as well as ACP, within a single framework.

After renaming the empty process (€) into 1 and the inactive process (§)
into 0, the axiom system ACP is redesigned as BCP. This change is both prag-
matically justified and conceptually convincing. By using a different acronym
instead of ACP, the latter can still be used as a reference to its original meaning,
which is both useful and consistent.

Curiously these notational changes may be considered marginal and signif-
icant at the same time. In terms of theorems and proofs, or in terms of case
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studies, protocol formalizations and the design of verification tools, the spe-
cific details of notation make no real difference at all. But by providing a
fairly definitive and uncompromising typescript a major impact is obtained on
what might be called ‘nonfunctional qualities’ of the notational framework.
I have no doubt that these nonfunctional qualities are positive and merit being
exploited in full detail as has been done by Baeten and his co-authors. Un-
avoidably, the notational evolution produces a change of perspective. While,
for instance, the empty process is merely an add on feature for ACP, it consti-
tutes a conceptual cornerstone for BCP.

Group theory provides different notational conventions (additive and multi-
plicative) for the same underlying structure, and in a similar fashion, the format
of this book might be viewed as a comprehensive and consistent notational
convention for a theory of process algebra. But the same theory might instead
be captured, when used in another context, with a different preferred notation.

Process algebra as presented here is equational logic of processes viewed
as a family of first order theories. Each theory is provided with its Tarski
semantics, making use of many-sorted algebras with total operations and non-
empty sorts. Although this may sound already quite technical and may be even
prohibitive for a dedicated computer scientist, these are the most stable and
clear-cut semantic principles that mathematical logic has developed thus far.
When developing axioms for process algebras the authors do not deviate from
that path for ad hoc reasons of any kind. Thus there is a very clear separation
between the logical metatheory, consisting of first order equational logic and
its model-theory on the one hand and the many design decisions concerning the
subject matter that is process theory on the other hand. A prominent method-
ological principle underlying the work is that the significant ramification of
design decisions concerning various process formalisms can be made system-
atic in a way comparable to the development of say ring theory in mathematics.

In addition to making use of first order logic, the equational form of most ax-
ioms allows a systematic exploitation of technical results from term rewriting.
This is not a matter of process theory per se but it is proving helpful throughout
the book.

One may ask why process algebra should be considered a topic in computer
science and not just in applied mathematics. While some parts of process
theory are now moving in the direction of systems biology, the process algebras
covered in this book may sooner or later show up in physics. Quantum process
algebras have not been covered here but various forms already exist and that
kind of development is likely to continue for many more years.

Just like its predecessor has been for many years, this book will definitely
be useful as a reference work for research in process theory.
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What is this book about?

This book sets the standard for process algebra. It assembles the relevant re-
sults of most process algebras currently in use, and presents them in a unified
framework and notation. It addresses important extensions of the basic the-
ories, like timing, data parameters, probabilities, priorities, and mobility. It
systematically presents a hierarchy of algebras that are increasingly expres-
sive, proving the major properties each time.

For researchers and graduate students in computer science, the book will
serve as a reference, offering a complete overview of what is known to date,
and referring to further literature where appropriate.

Someone familiar with CCS, the Calculus of Communicating Systems, will
recognize the minimal process theory MPT as basic CCS, to which a constant
expressing successful termination is added, enabling sequential composition
as a basic operator, and will then find a more general parallel-composition
operator. Someone familiar with ACP, the Algebra of Communicating Pro-
cesses, will see that termination is made explicit, leading to a replacement of
action constants by action prefixing, but will recognize many other things. The
approaches to recursion of CCS and ACP are both explained and integrated.
Someone familiar with CSP, Communicating Sequential Processes, will have
to cope with more changes, but will see the familiar operators of internal and
external choice and parallel composition explained in the present setting.

The book is a complete revision of another (Baeten & Weijland, 1990).
Moreover, as the unification theme has become more important, it can also
be seen as a successor to (Milner, 1989) and (Hoare, 1985).

Process algebra has become a widely accepted and used technique in the
specification and verification of parallel and distributed software systems. A
system can be specified in the syntax provided, and the axioms can be used

Xxiii
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to verify that a composed system has the required external behavior. As ex-
amples, a couple of protocols are completely specified and verified in the text:
the Alternating-Bit communication Protocol, and Fischer’s protocol of mutual
exclusion. The book explains how such a task can be undertaken for any given
parallel or distributed system. As the system gets bigger though, tool support in
this endeavor, using for example the mCRL2 tool set, will become necessary.

Despite the breadth of the book, some aspects of process algebra are not
covered. Foremost, relationships with logic, important when discussing satis-
faction of requirements, are not addressed (except briefly in Chapter 10). This
was left out as it does not pertain directly to the algebraic treatment and would
make the book too voluminous. Readers interested in this subject may refer to
(Bradfield & Stirling, 2001). Some of the extensions (probabilities, priorities,
and mobility) are only briefly touched upon; references are given to literature
that provides a more in-depth treatment.

How to use this book?

The book can be used in teaching a course to students at advanced under-
graduate or graduate level in computer science or a related field. It contains
numerous exercises varying in difficulty. Such a course should cover at least
Chapters 1 through 8, together comprising a complete theory usable in appli-
cations. From the remaining chapters, different choices can be made, since the
chapters can be read independently. The text is also suitable for self-study.

Chapter 1 presents an introduction that delineates more precisely the field
of process algebra. It also gives a historic overview of the development of the
field. In Chapter 2, some notions are explained that are used in the remain-
der of the book. The material concerns equational theories, algebras, and term
rewriting systems. Chapter 3 covers the semantic domain of transition sys-
tems. The notion of bisimilarity is explained, and the concept of a structural
operational semantics, a standard way to assign transition systems to terms
in a language, is introduced. Some relevant theorems about structural opera-
tional semantics are presented and are used in the remainder of the book when
providing semantics to equational theories.

Chapter 4 starts with process algebra. A minimal process theory is pre-
sented, that illustrates the basic steps involved in establishing a set of laws and
a model for an equational theory. Then, two basic extensions are considered:
first, the extension with the successful-termination constant 1, and second, the
extension with projection operators. Differences between the two types of ex-
tensions are explained. As a prequel to the succeeding chapter, the extension
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with the iteration operator is considered. By means of this operator, some
infinite processes can be defined.

Chapter 5 is devoted to recursion, which is the main means of specifying
non-terminating processes. It is shown how to define such processes, and how
to reason with them. The unbounded stack is considered as a first example.

Chapter 6 adds sequential composition. Furthermore, it looks at renaming
operators, and operators that can block or skip part of a process. Chapter 7
adds parallel composition and communication. Buffers and bags are consid-
ered as examples. As a larger example, the specification of the Alternating-Bit
Protocol is presented.

Chapter 8 considers abstraction, which enables one to hide some of the be-
havior of a system in order to focus on the rest. It is the central ingredient for
verification. As an example, a verification is presented of the Alternating-Bit
Protocol. The notions of divergence and fairness are explained and treated.

Chapter 9 gives a short introduction to the extension with explicit timing.
Fischer’s protocol is presented as an example. Chapter 10 considers the in-
terplay between data and processes, and at the same time takes a closer look
at the notion of a state, and what can be observed from it. Chapter 11 briefly
covers some extensions to and variants of the basic theories, namely priorities,
probabilities, mobility, and different forms of parallel composition. The book
concludes with Chapter 12, which considers other semantics, besides bisimu-
lation semantics, and their interrelations.

The book is supported through the website www.processalgebra.org. This
website contains supplementary material, such as solutions to selected ex-
ercises, slides presenting the book content, additional exercises and exam
problems, a tool to support algebraic reasoning, an up-to-date process algebra
bibliography, and much more. Lecturers, students, and researchers are invited
to have a look at the website, to get the most out of using the book.
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1

Process algebra

1.1 Definition

This book is about process algebra. The term ‘process algebra’ refers to a
loosely defined field of study, but it also has a more precise, technical meaning.
The latter is considered first, as a basis to delineate the field of process algebra.

Consider the word ‘process’. It refers to behavior of a system. A system is
anything showing behavior, in particular the execution of a software system,
the actions of a machine, or even the actions of a human being. Behavior is the
total of events or actions that a system can perform, the order in which they
can be executed and maybe other aspects of this execution such as timing or
probabilities. Always, the focus is on certain aspects of behavior, disregarding
other aspects, so an abstraction or idealization of the ‘real’ behavior is con-
sidered. Rather, it can be said that there is an observation of behavior, and an
action is the chosen unit of observation. Usually, the actions are thought to be
discrete: occurrence is at some moment in time, and different actions can be
distinguished in time. This is why a process is sometimes also called a discrete
event system.

The term ‘algebra’ refers to the fact that the approach taken to reason about
behavior is algebraic and axiomatic. That is, operations on processes are de-
fined, and their equational laws are investigated. In other words, methods
and techniques of universal algebra are used (see e.g., (MacLane & Birkhoff,
1967)). To allow for a comparison, consider the definition of a group in uni-
versal algebra.

Definition 1.1.1 (Group) A group is a structure (G, %, u), with G the uni-
verse of elements, binary operator s on G, unary operator ~!, and constant
u € G. For any a, b, ¢ € G, the following laws, or axioms, hold:

e ax(b*xc)=(ax*b)x*c;
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e Uuxa=a=axl,
1 -1

e akxa =a  xa=u.

So, a group is any mathematical structure consisting of a single universe of
elements, with operators on this universe of elements that satisfy the group
axioms. Stated differently, a group is any model of the equational theory of
groups. Likewise, it is possible to define operations on the universe of pro-
cesses. A process algebra is then any mathematical structure satisfying the
axioms given for the defined operators, and a process is then an element of
the universe of this process algebra. The axioms allow calculations with pro-
cesses, often referred to as equational reasoning.

Process algebra thus has its roots in universal algebra. The field of study
nowadays referred to as process algebra, however, often, goes beyond the strict
bounds of universal algebra. Sometimes the restriction to a single universe of
elements is relaxed and different types of elements, different sorts, are used,
and sometimes binding operators are considered. Also this book goes some-
times beyond the bounds of universal algebra.

The simplest model of system behavior is to see behavior as an input/output
function. A value or input is given at the beginning of a process, and at some
moment there is a(nother) value as outcome or output. This behavioral model
was used to advantage as the simplest model of the behavior of a computer
program in computer science, from the start of the subject in the middle of the
twentieth century. It was instrumental in the development of (finite-state) au-
tomata theory. In automata theory, a process is modeled as an automaton. An
automaton has a number of states and a number of transitions, going from state
to state. A transition denotes the execution of an (elementary) action, the basic
unit of behavior. Besides, an automaton has an initial state (sometimes, more
than one) and a number of final states. A behavior is a run, i.e., an execution
path of actions that lead from the initial state to a final state. Given this basic
behavioral abstraction, an important aspect is when to consider two automata
equal, expressed by a notion of equivalence, the semantic equivalence. On
automata, the basic notion of semantic equivalence is language equivalence:
an automaton is characterized by the set of runs, and two automata are equal
when they have the same set of runs. An algebra that allows equational rea-
soning about automata is the algebra of regular expressions (see e.g., (Linz,
2001)).

Later on, the automata model was found to be lacking in certain situations.
Basically, what is missing is the notion of interaction: during the execution
from initial state to final state, a system may interact with another system.
This is needed in order to describe parallel or distributed systems, or so-called
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reactive systems. When dealing with models of and reasoning about interact-
ing systems, the phrase concurrency theory is used. Concurrency theory is the
theory of interacting, parallel and/or distributed systems. Process algebra is
usually considered to be an approach to concurrency theory, so a process al-
gebra will usually (but not necessarily) have parallel composition as a basic
operator. In this context, automata are mostly called transition systems. The
notion of equivalence studied is usually not language equivalence. Prominent
among the equivalences studied is the notion of bisimilarity, which considers
two transition systems equal if and only if they can mimic each other’s behav-
ior in any state they may reach.

Thus, a usable definition of the field of process algebra is the field that stud-
ies the behavior of parallel or distributed systems by algebraic means. It of-
fers means to describe or specify such systems, and thus it has means to talk
about parallel composition. Besides this, it can usually also talk about alter-
native composition (choice between alternatives) and sequential composition
(sequencing). Moreover, it is possible to reason about such systems using al-
gebra, i.e., equational reasoning. By means of this equational reasoning, veri-
fication becomes possible, i.e., it can be established that a system satisfies a
certain property. Often, the study of transition systems, ways to define them,
and equivalences on them are also considered part of process algebra, even
when no equational theory is present.

1.2 Calculation

Systems with distributed or parallel, interacting components abound in modern
life: mobile phones, personal computers interacting across networks (like the
web), and machines with embedded software interacting with the environment
or users are but a few examples. In our mind, or with the use of natural lan-
guage, it is very difficult to describe these systems exactly, and to keep track
of all possible executions. A formalism to describe such systems precisely,
allowing reasoning about such systems, is very useful. Process algebra is such
a formalism.

It is already very useful to have a formalism to describe, to specify inter-
acting systems, e.g., to have a compact term specifying a communication pro-
tocol. It is even more useful to be able to reason about interacting systems,
to verify properties of such systems. Such verification is possible on transition
systems: there are automated methods, called model checking (see e.g., (Clarke
et al., 2000)), that traverse all states of a transition system and check that a cer-
tain property is true in each state. The drawback is that transition systems grow
very large very quickly, often even becoming infinite. For instance, a system



4 Process algebra

having 10 interacting components, each of which has 10 states, has a total
number of 10 000 000 000 states. It is said that model-checking techniques
suffer from the state-explosion problem. At the other end, reasoning can take
place in logic, using a form of deduction. Also here, progress is made, and
many theorem-proving tools exist (see e.g., (Bundy, 1999)). The drawback
here is that finding a proof needs user assistance, as the general problem is
undecidable, and this necessitates a lot of knowledge about the system.

Equational reasoning on the basis of an algebraic theory takes the middle
ground, in an attempt to combine the strengths of both model checking and the-
orem proving. Usually, the next step in the procedure is clear. In that sense, it
is more rewriting than equational reasoning. Consequently, automation, which
is the main strength of model checking, can be done straightforwardly. On the
other hand, representations are compact and allow the presence of parameters,
so that an infinite set of instances can be verified at the same time, which are
strong points of theorem proving.

As an example, Chapter 8 presents a complete verification of a simple com-
munication protocol: it is verified that the external behavior of the protocol
coincides with the behavior of a one-place buffer. This is the desired result,
because it proves that every message sent arrives at the receiving end.

1.3 History

Process algebra started in the 1970s. At that point, the only part of concurrency
theory that existed was the theory of Petri nets, conceived by Petri starting from
his thesis in 1962 (Petri, 1962). In 1970, three main styles of formal reasoning
about computer programs could be distinguished, focusing on giving semantics
(meaning) to programming languages.

(1) Operational semantics: A computer program is modeled as an execu-
tion of an abstract machine. A state of such a machine is a valuation
of variables; a transition between states is an elementary program in-
struction. The pioneer of this field is McCarthy (McCarthy, 1963).

(ii) Denotational semantics: In a denotational semantics, which is typi-
cally more abstract than an operational semantics, computer programs
are usually modeled by a function transforming input into output. The
most well-known pioneers are Scott and Strachey (Scott & Strachey,
1971).

(iii)) Axiomatic semantics: An axiomatic semantics emphasizes proof
methods proving programs correct. Central notions are program as-
sertions, proof triples consisting of precondition, program statement,
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and postcondition, and invariants. Pioneers are Floyd (Floyd, 1967)
and Hoare (Hoare, 1969).

Then, the question was raised how to give semantics to programs containing
a parallel-composition operator. It was found that this is difficult using the
methods of denotational, operational, or axiomatic semantics as they existed
at that time, although several attempts were made. (Later on, it became clear
how to extend the different types of semantics to parallel programming, see
e.g., (Owicki & Gries, 1976) or (Plotkin, 1976).) Process algebra developed as
an answer to this question.

There are two paradigm shifts that need to be made before a theory of par-
allel programs in terms of a process algebra can be developed. First of all,
the idea of a behavior as an input/output function needs to be abandoned. The
relation between input and output is more complicated and may involve non-
determinism. This is because the interactions a process has between input and
output may influence the outcome, disrupting functional behavior. A program
can still be modeled as an automaton, but the notion of language equivalence
is no longer appropriate. Secondly, the notion of global variables needs to be
overcome. Using global variables, a state of a modeling automaton is given as
a valuation of the program variables, that is, a state is determined by the val-
ues of the variables. The independent execution of parallel processes makes it
difficult or impossible to determine the values of global variables at any given
moment. It turns out to be simpler to let each process have its own local vari-
ables, and to denote exchange of information explicitly via message passing.

Beki¢

One of the first people studying the semantics of parallel programs was Hans
Beki¢. He was born in 1936, and died due to a mountain accident in 1982.
In the early seventies, he worked at the IBM lab in Vienna, Austria. The lab
was well-known in the sixties and seventies for its work on the definition and
semantics of programming languages, and Bekic played a part in this, working
on the denotational semantics of ALGOL and PL/I. Growing out of his work
on PL/I, the problem arose how to give a denotational semantics for parallel
composition. Bekic tackled this problem in (Beki¢, 1971). This internal report,
and indeed all the work of Bekic, is made accessible through the book edited
by CIliff Jones (Bekic¢, 1984). The following remarks are based on this book.

In (Bekic, 1971), Beki¢ addresses the semantics of what he calls ‘quasi-
parallel execution of processes’. From the introduction:
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Our plan to develop an algebra of processes may be viewed as a high-level
approach: we are interested in how to compose complex processes from sim-
pler (still arbitrarily complex) ones.

Bekic uses global variables, so a state is a valuation of variables, and a
program determines an action, which gives in a state (non-deterministically)
either null if and only if it is an end-state, or an elementary step, giving a new
state and rest-action. Further, BekiC has operators for alternative composition,
sequential composition, and (quasi-)parallel composition. He gives a law for
quasi-parallel composition, called the ‘unspecified merging’ of the elementary
steps of two processes. That law is definitely a precursor of what later would be
called the expansion law of process algebra. It also makes explicit that Bekic
has made the first paradigm shift: the next step in a merge is not determined,
so the idea of a program as a function has been abandoned.

Concluding, Beki¢ contributed a number of basic ingredients to the emer-
gence of process algebra, but he does not yet provide a coherent comprehensive
theory.

cCs

The central person in the history of process algebra without a doubt is Robin
Milner. A.J.R.G. Milner, born in 1934, developed his process theory CCS, the
Calculus of Communicating Systems, over the years 1973 to 1980, culminating
in the publication of the book (Milner, 1980) in 1980.

Milner’s oldest publications concerning the semantics of parallel composi-
tion are (Milner, 1973; Milner, 1975), formulated within the framework of de-
notational semantics, using so-called transducers. He considers the problems
caused by non-terminating programs, with side effects, and non-determinism.
He uses operators for sequential composition, for alternative composition, and
for parallel composition. He refers to (Bekic, 1971) as related work.

Next, in terms of the development of CCS, are the articles (Milner, 1979)
and (Milne & Milner, 1979). In that work, Milner introduces flow graphs, with
ports, where a named port synchronizes with the port with its co-name. Oper-
ators are parallel composition, restriction (to prevent certain specified actions),
and relabeling (for renaming ports). Some laws are stated for these operators.

The two papers that put in place most of CCS as it is known to date, (Milner,
1978a) and (Milner, 1978b), conceptually built upon this work, but appeared
in 1978. The operators prefixing and alternative composition are added and
provided with laws. Synchronization trees are used as a model. The prefix ©
occurs as a communication trace, i.e., what remains of a synchronization of
a name and a co-name. Such a remains is typically unobservable, and later,
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T developed into what is now usually called the silent step. The paradigm of
message passing, the second paradigm shift, is taken over from (Hoare, 1978).
Interleaving is introduced as the observation of a single observer of a commu-
nicating system, and the expansion law is stated. Sequential composition is
not a basic operator, but a derived one, using communication, abstraction, and
restriction.

The paper (Hennessy & Milner, 1980), with Matthew Hennessy, formu-
lates basic CCS, with two important semantic equivalence relations, observa-
tional equivalence and strong equivalence, defined inductively. Also, so-called
Hennessy-Milner logic is introduced, which provides a logical characterization
of process equivalence. Next, the book (Milner, 1980) was published, which is
by now a standard process algebra reference. For the first time in history, the
book presents a complete process algebra, with a set of equations and a seman-
tic model. In fact, Milner talks about process calculus everywhere in his work,
emphasizing the calculational aspect. He presents the equational laws as truths
about his chosen semantic domain, transition systems, rather than considering
the laws as primary, and investigating the range of models that they have. The
book (Milner, 1980) was later updated in (Milner, 1989).

csp

A very important contributor to the development of process algebra is Tony
Hoare. C.A.R. Hoare, born in 1934, published his influential paper (Hoare,
1978) as a technical report in 1976. The important step is that he does away
completely with global variables, and adopts the message-passing paradigm
of communication, thus realizing the second paradigm shift. The language
CSP, Communicating Sequential Processes, described in (Hoare, 1978) has
synchronous communication and is a guarded-command language (based on
(Dijkstra, 1975)). No model or semantics is provided. This paper inspired
Milner to treat message passing in CCS in the same way.

A model for CSP was elaborated in (Hoare, 1980). This is a model based
on trace theory, i.e., on the sequences of actions a process can perform. Later
on, it was found that this model was lacking, for instance because deadlock
behavior is not preserved. For this reason, a new model based on so-called
failure pairs was presented in (Brookes et al., 1984), for the language that was
then called TCSP, Theoretical CSP. Later, TCSP was called CSP again. In
the language, due to the less discriminating semantics when compared to the
equivalence adopted by Milner and the presence of two alternative composition
operators, it is possible to do without a silent step like T altogether. The book
(Hoare, 1985) gives a good overview of CSP.
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Between CCS and CSP, there is some debate concerning the nature of al-
ternative composition. Some say the + of CCS is difficult to understand
(exemplified by the philosophical discussion on ‘the weather of Milner’), and
CSP proposes to distinguish between internal and external non-determinism,
using two separate operators; see also (Hennessy, 1988a).

Some other process theories

Around 1980, concurrency theory and in particular process theory is a vibrant
field with a lot of activity world wide. There is research on Petri nets, par-
tially ordered traces, and temporal logic, among others. Other process theories
are trace theory and the invariants calculus. In particular, there is the metric
approach by De Bakker and Zucker (De Bakker & Zucker, 1982a; De Bakker
& Zucker, 1982b). It has a notion of distance between processes: processes
that do not differ in behavior before the n-th step have a distance of at most
27", This turns the domain of processes into a metric space, that can be com-
pleted. Recursive equations allow to specify unbounded process behavior.
In the metric approach by De Bakker and Zucker, solutions to an important
class of recursive equations, so-called guarded recursive equations, exist by
application of Banach’s fixed point theorem. This result later influenced the
development of process algebra, in particular the development of ACP.

ACP

Jan Bergstra and Jan Willem Klop started to work in 1982 on a question of
De Bakker’s as to what can be said about solutions of unguarded recursive
equations. As a result, they wrote the paper (Bergstra & Klop, 1982). In
this paper, the phrase ‘process algebra’ is used for the first time, with exactly
the two meanings given in the first part of this chapter. The paper defines
a process algebra with alternative, sequential, and parallel composition, but
without communication. A model was established based on projective se-
quences, meaning that a process is given by a sequence of approximations
by finite terms, and in this model, it is established that all recursive equations,
both guarded and unguarded, have a solution. In adapted form, this paper was
later published as (Bergstra & Klop, 1992). In (Bergstra & Klop, 1984a), this
process algebra, called PA, for Process Algebra, was extended with commu-
nication to yield the theory ACP, the Algebra of Communicating Processes.
Textbooks on ACP are (Baeten & Weijland, 1990; Fokkink, 2000).
Comparing the three most well-known process algebras to date, CCS, CSP,
and ACP, it can be concluded that there is a considerable amount of work and
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applications realized in all three of them. In that sense, there seem to be no
fundamental differences between the theories with respect to the range of ap-
plications. Historically, CCS was the first with a complete theory. Compared
to the other two, CSP has the least distinguishing equational theory. More than
the other two, ACP emphasizes the algebraic aspect: there is an equational
theory with a range of semantic models. Also, ACP has the most general com-
munication scheme: in CCS, communication is combined with abstraction,
and also CSP has a restricted communication scheme.

Further developments

The development of CCS, CSP, and ACP was followed by the development of
other process algebras, such as SCCS (Milner, 1983), CIRCAL (Milne, 1983),
MEIJE (Austry & Boudol, 1984), and the process algebra of Hennessy (Hen-
nessy, 1988a). Moreover, many process algebras were extended with extra
features, such as timing or probabilities. A number of these extensions are
also addressed in this book.

Over the years, many process algebras have been developed, each making
its own set of choices in the different possibilities. The reader may wonder
whether this is something to be lamented. In (Baeten et al., 1991), it is argued
that this is actually a good thing, as long as there is a good exchange of infor-
mation between the different research groups, as each different process algebra
has its own set of advantages and disadvantages. The theoretical framework
developed in this book is generic, in the sense that most features found in other
process algebras can be defined in it. Throughout the book, it is indicated how
this can be achieved.

This book

This book follows the ACP approach in its emphasis on algebra. The main
difference with the theory set out in (Bergstra & Klop, 1984a; Baeten & Weij-
land, 1990) is that successful termination is integrated in the theory almost
from the beginning. As set out in (Baeten, 2003), this leads to some other
changes in the theory. The basic theory starts with a prefixing operator as in
CCS and CSP, and adds the sequential-composition operator, which is a basic
operator in ACP, in a later chapter.

This book arose as a complete and thorough revision of the book (Baeten
& Weijland, 1990). Although many changes have occurred, the approach and
methodology remain the same. Also some parts of the text have remained
almost unchanged. The book has been updated in many places to reflect the
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latest developments, making it the most complete and in-depth account of the
state-of-the-art in process algebra at the time of writing.

Bibliographical remark

The historic overview of this section first appeared in (Baeten, 2005).
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Preliminaries

2.1 Introduction

This second chapter introduces the basic concepts and notations related to
equational theories, algebras, and term rewriting systems that are needed for
the remainder of the book. Throughout the book, standard mathematical no-
tations are used, in particular from set theory. Notation N = {0, 1,2,...}
denotes the natural numbers.

2.2 Equational theories

A central notion of this book is the notion of an equational theory. An equa-
tional theory is a signature (defining a ‘language’) together with a set of
equations over this signature (the basic laws). Every process algebra in this
book is presented as a model of an equational theory, as outlined in the previ-
ous chapter.

Definition 2.2.1 (Signature) A signature ¥ is a set of constant and function
symbols with their arities.

The objects in a signature are called constant and function symbols. The
reason for doing so is to distinguish between these purely formal objects and
the ‘real’ constants and functions they are meant to represent. In Section 2.3,
where interpretations of equational theories are discussed, this point is elabo-
rated further. Note that a constant symbol can also be seen as a function symbol
of arity zero.

Example 2.2.2 (Signature) As an example, consider the signature ¥; con-

sisting of the constant symbol 0, the unary function symbol s, and the binary
function symbols a and m.

11
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Definition 2.2.3 (Terms) The set of all terms over a signature £ and a set of
variables V, notation 7 (X, V), is the smallest set that satisfies the following:

(i) each variable in V isatermin 7 (X, V);
(ii) each constantin ¥ is a term in 7 (X, V);
(i) if f is an n-ary function symbol (n > 1) and #1, ..., t, are terms in
7(X,V),then f(t,...,t;)isatermin 7 (X, V).

In this book, it is always assumed that there are as many variables as needed.
Therefore, often, the set of variables is omitted from the notation 7 (X, V),
yielding the notation 7 (X) for all the terms over signature X. As a shorthand,
terms over some signature X are also referred to as X-terms. A term that
does not contain variables is called a closed or ground term. The set of all
closed terms over signature ¥ is denoted C(X). To emphasize that arbitrary
terms in 7 (X) may contain variables, they are often referred to as open terms.
Syntactical identity of terms is denoted by =.

Definition 2.2.4 (Equational theory) An equational theory is a tuple (¥, E),
where X is a signature and E is a set of equations of the form s = ¢ where s and
t are terms over this signature (s, € 7 (X)). The equations of an equational
theory are often referred to as axioms.

Example 2.2.5 (Equational theory) Table 2.1 gives equational theory 71 =
(21, E1), where X1 is the signature of Example 2.2.2. The first entry of Table
2.1 lists the constant and function symbols in signature ;. The second entry
of the table introduces a number of variables and lists the equations in Ej.
In this case, the equations of the equational theory contain variables x and
y. It is assumed that variables can always be distinguished from the symbols
of the signature. The equations have been given names to facilitate future
reference. The attentive reader might recognize that the equations conform to
the well-known axioms of Peano arithmetic, see e.g. (Van Heijenoort, 1967);
however, strictly speaking, the symbols in the signature and the equations are
still meaningless.

The objective of an equational theory is to describe which terms over the
signature of this equational theory are to be considered equal. As the example
equational theory shows, the equations of an equational theory often contain
variables. When trying to derive equalities from a theory, it is allowed to sub-
stitute arbitrary terms for these variables.

Definition 2.2.6 (Substitution) Let X be a signature and V a set of variables.
A substitution o is a mapping from V to 7 (2, V). For any term ¢ in 7 (X, V),
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_T

constant: 0; unary: s; binary: a, m;

X,y
a(x,0) = x PA1
a(x,s(y)) = s(ax,y)) PA2
m(x, 0) =0 PA3
m(x,s(y)) = a@m(x, y), x) PA4

Table 2.1. The equational theory 77 = (X1, Ey).

t[o] denotes the term obtained by the simultaneous substitution of all variables
in t according to o. That is,

(i) for each variable x in V, x[o] = o (x),
(i1) for each constant ¢ in X, c[o] = ¢, and
(iii) for any n-ary function symbol f (n > 1) and terms #{,...,t, in
T(Z,V), f(t1,...,ty)[o]is the term f(ti[o], ..., ty[o]).

Example 2.2.7 (Substitution) Consider the term + = a(m(x, y), x) over the
signature X1 of Example 2.2.2. Let o7 be the substitution mapping x to s(s(0))
and y to 0. Then, t[o1] is the term a(m(s(s(0)), 0), s(s(0))). Let o, be the
substitution mapping x to s(s(y)) and y to x; t[o2] is the term a(m(s(s(y)), x),

s(s(y))).

There is a standard collection of proof rules for deriving equalities from an
equational theory. Together, these rules define the notion of derivability and
they are referred to as the rules of equational logic.

Definition 2.2.8 (Derivability) Let T = (X, E) be an equational theory; let
V be a set of variables and let s and ¢ be terms in 7 (X2, V). The equation s = ¢
is derivable from theory T', denoted T s = ¢, if and only if it follows from
the following rules:

(Axiom rule) for any equations =t € E,

ThHs=t,
(Substitution) for any terms s,¢ € 7 (X, V) and any substitution o : V —
7(%,V),

T F s =timpliesthat T I s[o] = t[o];
(Reflexivity) for any term ¢t € 7 (X, V),
ThHt=t,
(Symmetry) for any terms s, ¢t € 7 (X, V),
TtFs=timpliesthat T -t = s;
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(Transitivity) for any terms s, 7, u € 7 (32, V),
THs=tand T+t =uimpliesthat T s = u;
(Context rule) for any n-ary function symbol f € ¥ (n > 1), any terms
S, t,...,t, € T(X,V),and any natural number i with 1 <i < n,
T + t; = s implies that
TEf(t,....th) = f(t1, .. tic1, Sy tigly e vy tn)-

Example 2.2.9 (Derivability) Consider equational theory 71 = (X1, E1) of
Example 2.2.5. The following derivation shows that 71 F a(s(0), s(0)) =
s(s(0)). Let o be the substitution that maps x to s(0) and y to 0.

1. Ty Fa(x, s(y)) = s(a(x, y)) (Axiom PA2)
2. T1 F a(s(0), s(0)) = s(a(s(0), 0)) (line 1: substitution o)
3. T Fa(x,0)=x (Axiom PA1)
4. T; F a(s(0), 0) = s(0) (line 3: substitution o)
5. T1 = s(a(s(0), 0)) = s(s(0)) (line 4: context rule)
6. T1 I a(s(0), s(0)) = s(s(0)) (lines 2 and 5: transitivity)

The derivation above is presented in a linear, line-based way. However,
derivations are often easier to read if presented as a tree. Figure 2.1 visualizes
the above tree as a so-called proof tree. In this case, the proof tree makes it
explicit that the end result depends on two independent initial applications of
basic axioms.

(Ax. PA1)
(Ax. PA2) a(x,0) =x
——(sub. o)
a(x, s(y)) = s(a(x, y)) a(s(0), 0) = s(0)
sub. o) (cont. rule)
a(s(0), s(0)) = s(a(s(0), 0)) s(a(s(0), 0)) = s(s(0))
(trans.)

a(s(0), s(0)) = s(s(0))
Fig. 2.1. A proof tree.

Of course, independent of the precise representation, it is not always very
practical to give derivations with the level of detail as above. In the remain-
der, derivations are given in a more compact form. The above derivation, for
example, can be reduced as follows:

T1 = a(s(0), s(0)) = s(a(s(0), 0)) = s(s(0)).

Note the difference between syntactical identity, as introduced in Definition
2.2.3, and derivability. Based on the reflexivity of derivability, syntactical iden-
tity implies derivability. For example, s(0) = s(0) and 77 - s(0) = s(0). The
converse is not true: 77 F a(0, 0) = 0 but not a(0, 0) = 0.
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Inductive proof techniques play an important role in the context of equa-
tional theories. They are often applicable for proving properties of (closed)
terms over the signature of a theory. The example equational theory 71 =
(X1, E1) of Table 2.1 can be used for demonstrating inductive proof tech-
niques. The notion of so-called basic terms plays an important role in the
examples that are given below. The reason why the terms are called basic
terms becomes clear further on.

Definition 2.2.10 (Basic X|-terms) Consider signature | of Example 2.2.2.
The set of basic Xi-terms is the smallest set B(X) such that (i) 0 € B(XZ)
and (ii) p € B(X;) implies s(p) € B(XZ1).

Note that this definition implies that the set of basic Xj-terms contains pre-
cisely all closed X{-terms that can be written as s” (0) for some n € N where

s2%0) =0 and (2.2.1)
s"t1(0) = s(s"(0)) (forn € N).

The first inductive proof technique that is commonly used in the context of
equational theories is standard natural induction.

Example 2.2.11 (Natural induction) Consider the following property of
basic X1-terms in the context of equational theory 71 = (X1, E) of Table 2.1.
It uses the notation for basic terms introduced in (2.2.1).

For any p, ¢ € B(X21) with p = s"(0) and g = s"(0), 2.2.2)
T Fa(p, q) = s"(0).
The proof of (2.2.2) goes via natural induction on the number of function sym-
bols in basic term ¢. In other words, the proof uses induction on #.

(Base case) Assume that n = 0, which means that ¢ = 0. From (2.2.1)
and Axiom PAL, it easily follows that for all m € N
Ti Fa(p, q) = a(s™(0),5°(0)) = a(s"(0), 0) = s"(0)
— sm+n (0)
(Inductive step) Assume that (2.2.2) holds for all n at most k (with k € N). It
follows from (2.2.1) and Axiom PA2 that for all m € N
Ti - a(p, ¢) = a(s™(0), 71 (0)) = s(a(s" (0), " (0)))
— S(Sm+k(0)) — Sm+k+1(0)'
By induction, it may be concluded that (2.2.2) is true for all (m and) n in N.
It is possible to formulate a property for the m function symbol in signature
¥ that is very similar to property (2.2.2):
For any p, ¢ € B(X21) with p = s§"(0) and g = s"(0), (2.2.3)
T Em(p, q) = s""(0).
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The proof of property (2.2.3) also goes via induction on the number of function
symbols of term g; it is left as Exercise 2.2.4.

Another important inductive proof technique is structural induction. Struc-
tural induction is a variant of natural induction that is particularly well suited
for proving properties of closed terms over some signature.

Definition 2.2.12 (Structural induction) Let X be a signature. Let P(¢) be
some property on terms over X. If,

(Base cases) for any constant symbol ¢ in X,
P(c)
and
(Inductive steps) for any n-ary (n > 1) function symbol f in ¥ and closed
terms pyp, ..., pp in C(X),
the assumption that for all natural numbers i, with 1 < i < n,
P(p;) holds implies that P(f (p1, ..., pn)),
then P (p) for any closed X-term p.

The following example illustrates structural induction in the context of equa-
tional theories.

Example 2.2.13 (Structural induction and elimination) Consider again the
equational theory 71 = (X1, E1) of Example 2.2.5. An interesting property
is the following so-called elimination property: any closed X;-term can be
written as a basic X1-term as introduced in Definition 2.2.10. Since any basic
term is a composition of s function symbols applied to the 0 constant symbol,
this implies that the a and m function symbols can be eliminated from any
closed term. At this point, it should be clear why the terms introduced in
Definition 2.2.10 are called basic terms.

For any p in C(X), there is some p; € B(X) such that 2.2.4)
i-p=p.
The proof uses structural induction on the structure of closed term p.

(Base case) Assume that p = 0. Since 0 is a basic Xj-term, the base
case is trivially satisfied.
(Inductive steps)

(i) Assume p = s(q), for some closed term g € C(X). By induction,
it may be assumed that there is some basic term ¢; € B(X) such
that 71 - g = ¢q1. Thus,

I = p=s(g) =s(q1).
Clearly, because ¢ is a basic X1-term, also s(g1) is a basic term.
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(ii) Assume p = a(q, r), for some ¢, r € C(X1). Let g1, r € B(Z))
be basic terms such that 71 + ¢ = ¢ and T + r = ry; further-
more, based on (2.2.1), assume that m, n € N are natural numbers
such that g; = §"(0) and r; = s"(0). Using (2.2.2) of Example
2.2.11, it follows that

Ti - p =a(g,r) = a@s"(0),s"(0)) = s""(0),
which is a basic X-term.

(iii) Assume p = m(q, r), for some ¢, r € C(X1). Let g1, r1 € B(X1)
be basic terms such that 71 - g = g1 and T1 - r = r1; assume that
m, n € N are natural numbers such that g; = §”(0) and r; = s"(0).
Using (2.2.3), it follows that

T = p=m(q,r) =m(s"(0),s"(0) =s""(0).

Based on Definition 2.2.12, it is now valid to conclude that property (2.2.4) is
true for all closed X -terms.

It is often necessary or useful to extend an equational theory with additional
constant and/or function symbols and/or axioms.

Definition 2.2.14 (Extension of an equational theory) Consider two equa-
tional theories 71 = (X1, E1) and T, = (X3, E2). Theory T3 is an extension
of theory T if and only if ¥, contains ¥ and E> contains Ej.

Example 2.2.15 (Extension of an equational theory) Table 2.2 describes the
extension of equational theory 77 of Example 2.2.5 with an extra binary func-
tion symbol e. The first entry of Table 2.2 simply says that theory 7> extends
theory 7. The other two entries of Table 2.2 list the new constant and function
symbols in the signature of the extended theory, one symbol in this particular
example, and the new axioms.

_D

Ty

binary: e;

X, y;
e(x,0) = s0) PAS
e(x,s(y)) = m(e(x,y), x) PA6

Table 2.2. The equational theory Tp = (X5, Ejp).

It is often desirable that an extension of an equational theory such as the
one of Example 2.2.15 satisfies the property that it does not influence what
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equalities can be derived from the original theory. Observe that the require-
ment on the axioms in Definition 2.2.14 (Extension) already guarantees that
any equalities that are derivable in the original theory are also derivable in
the extended theory. However, the addition of new axioms may result in new
equalities between terms of the original syntax that could not be derived from
the original axioms. An extension that does not introduce any new equalities
between terms in the original syntax is said to be conservative.

Definition 2.2.16 (Conservative extension) Let 77 = (X1, Ey) and T, =
(X2, E») be equational theories. Theory T is a conservative extension of the-
ory T if and only if

(i) T> is an extension of T} and,
(1) for all Xj-terms s and ¢, To s =t implies 71 - s = t.

Proposition 2.2.17 (Conservative extension) Equational theory 7, of Table
2.2 is a conservative extension of theory 77 of Table 2.1.

The proof of Proposition 2.2.17 is deferred to Section 3.2, where it follows
naturally from the results introduced in Chapter 3. An alternative proof tech-
nique would be to use term rewriting, as introduced in Section 2.4.

Definition 2.2.16 requires that equalities between arbitrary open terms are
preserved. It is not always possible to achieve this. Sometimes, only a weaker
property can be established: only equalities between closed (or ground) terms
can be preserved. The following definitions adapt the notions of extension and
conservative extension.

Definition 2.2.18 (Ground-extension) Consider two equational theories 7] =
(21, E1) and To = (X7, E2). Theory T> is a ground-extension of theory 77 if
and only if X, contains ¥ and for all closed Xi-terms pand g, T1 - p = g
implies T - p = q.

Definition 2.2.19 (Conservative ground-extension) Let 77 = (X, E) and
T, = (X3, E») be equational theories. Theory T3 is a conservative ground-
extension of theory T if and only if

(1) T is a ground-extension of 7 and,

(ii) for all closed X¢-terms p and g, T» = p = g implies T1 - p = gq.

An interesting property of equational theory 73 is that any closed X>-term
can be written as a basic X-term, as defined in Definition 2.2.10.
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Proposition 2.2.20 (Elimination) Consider equational theory 7> of Table 2.2.
For any p € C(X»), there is a basic X -term p; € B(X) such that

L Ep=pi.

Proof Exercise 2.2.5. |

Elimination properties such as (2.2.4) in Example 2.2.13 and Proposition
2.2.20 often substantially simplify structural-induction proofs. To prove prop-
erties for closed terms over the signatures of the example equational theories
T and T, it now suffices to prove these properties for basic X-terms.

Example 2.2.21 (Structural induction and elimination) Consider the equa-
tional theory 7o = (X7, E») of Example 2.2.15. An interesting property of
closed X»-terms is the following commutativity property for the a symbol.

For any closed terms p, g € C(X»), (2.2.5)
I> - a(p, q) = a(q, p).
Consider (2.2.5) formulated in terms of basic X{-terms:

For any basic terms p1, g1 € B(X21), (2.2.6)
> = a(p1, q1) = a(q1, p1).
Let p and g be some closed terms in C(X). Proposition 2.2.20 (Elimination)
yields that there are basic terms py, g1 € B(X1) such that

LhtEp=prandTh g =gqi.
Assuming that it is possible to prove (2.2.6), it follows that

T, - a(p, q) = a(p1, q1) = a(q1, p1) = a(q, p),

which proves (2.2.5).

It remains to prove (2.2.6). It is straightforward to prove (2.2.6) using prop-
erty (2.2.2). However, the purpose of this example is to show a proof that goes
solely via induction on the structure of basic terms and does not use property
(2.2.2) which is proven via natural induction. Note that basic terms are (closed)
terms over a signature that is (usually) strictly smaller than the signature of the
equational theory under consideration. In the case of basic X-terms, the re-
duced signature consists of the constant symbol 0 and the function symbol s,
whereas the signature of X, contains the additional symbols a, m, and e. It is
clear that the fewer symbols a signature contains, the fewer cases need to be
considered in an induction proof.

The following auxiliary properties are needed.

For any closed term p € C(X), 2.2.7)
Iota@,p)=p
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and

For any closed terms p, ¢ € C(Xy), (2.2.8)
I> = a(p,s(g) = a(s(p), q).
Both these properties can be proven using Proposition 2.2.20 and structural
induction on basic terms (or (2.2.2)). Since the proofs are straightforward,
they are deferred to the exercises. The proof of the commutativity property
for basic terms is now as follows. Let p{,q; € B(X;). The proof goes via
induction on the structure of basic term ¢;.

(Base case) Assume that g; = 0. Using (2.2.7), it follows that
T> = a(p1,0) = pr = a(0, py).

(Inductive step) Assume that g; = s(g») for some g, € B(X;). Assume that
the desired commutativity property holds for term g3, i.e., assume that
a(p1, q2) = a(q2, p1). Using (2.2.8), it follows that

> = a(p1, q1) = a(p1,s(q2)) = s(a(p1, q2)) = s(algz, p1))
=a(q2, s(p1) = a(s(q2), p1) = alq1, p1)-

By induction, it may be concluded that (2.2.6) is true for all basic ¥{-terms.

In the remainder, to improve readability, the distinction between base cases
and inductive steps in structural-induction proofs is not always made explicit.

Exercises

2.2.1 Consider the equational theory 71 = (X1, E1) of Example 2.2.5.
Give a proof tree for the fact 71 F m(s(0), s(0)) = s(0).

2.2.2  Consider again equational theory 77 of Example 2.2.5. Is it true that
T1 + a(s(0), s(0)) = s(0)? Can you prove your answer via equational
logic (see Definition 2.2.8 (Derivability))? Motivate your answer.

2.2.3  Consider the following equational theory:

__Fun

unary: F;

X3
F(F(F(x))) =x El
F(F(F(F(F(x)))) = x E2

Show that for all (open) terms ¢, Fun = F(t) = t¢.
2.24  Prove property (2.2.3) in Example 2.2.11.

(Hint: use natural induction and property (2.2.2) in Example 2.2.11.)
2.2.5  Prove Proposition 2.2.20.

(Hint: see Examples 2.2.11 and 2.2.13, and Exercise 2.2.4.)
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2.2.6  Prove (2.2.7) and (2.2.8) using Proposition 2.2.20 and structural in-
duction on basic terms.
(Hint: see Example 2.2.21.)
2.2.7  Consider equational theory 73 of Table 2.2. Prove that, for any open
terms s, ¢t € 7 (Z;) and closed term p € C(Xy),
T, + a(s,a(t, p)) = a(a(s, 1), p). (associativity)
(Hint: use Proposition 2.2.20 and structural induction on basic terms.)
2.2.8  Consider equational theory 73 of Table 2.2. Prove that, for any closed
terms p and g in C(X7),
T, -m(p,q) =m(q, p). (commutativity)
(Hint: see Example 2.2.21.)
2.2.9  Consider again equational theory 7> of Table 2.2. Prove that, for any
p,q,and r in C(Xy),
T, -m(a(p,q),r) =am(p,r),m(q,r)). (rightdistributivity)
(Hint: use Proposition 2.2.20, property (2.2.5) of Example 2.2.21, and
Exercise 2.2.7.)

2.3 Algebras

So far, equational theories were meaningless. In this section, the meaning or
semantics of equational theories is considered. The meaning of an equational
theory is given by an algebra.

Definition 2.3.1 (Algebra) An algebra /A consists of a set of elements A to-
gether with constants in A and functions on A. The set of elements A of an
algebra /A is called the universe, domain, or carrier set of /A.

Example 2.3.2 (Algebra B) The structure B = (B, A, —, true) is the algebra
of the Booleans B = {true, false}, where true is a constant, — is the unary
negation function on Booleans and A is the binary conjunction function on
Booleans. Usually, these functions are defined by truth tables.

Example 2.3.3 (Algebra IN) Structure N = (N, +, X, succ, 0) is the algebra
of the natural numbers N = {0, 1,2, ...} with the unary successor function
succ, the well-known binary functions + and x, and constant 0.

Note that the notation for natural numbers introduced in this example is
consistent with the notation for natural numbers throughout this book, except
that the x function is usually not explicitly written.
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Definition 2.3.4 (X-algebra) Let ¥ be a signature as defined in Definition
2.2.1. An algebra /A is called a X-algebra when there is a mapping from the
symbols of the signature ¥ into the constants and functions of the algebra that
respects arities. Such a mapping is called an interpretation.

Example 2.3.5 (X-algebra) Recall from Example 2.2.2 that X is the signa-
ture containing constant 0, unary function s, and binary functions a and m. The
algebra IN of Example 2.3.3 is a X-algebra with the interpretation ¢ defined
by

07
succ,
+, and

X.

Observe that also ¢, defined by

0 — 0,
S B succ,
a — X, and
m— 4

geswo
1131

is an interpretation that satisfies the requirement that arities are respected.

At this point, the emphasis on the distinction between constant and function
symbols, on the one hand, and real constants and functions, on the other hand,
becomes clear. A signature contains merely symbols without meaning; an
algebra contains real constants and functions. The symbols in a signature are
given a meaning by mapping them onto constants and functions in an algebra.
The above example shows that more than one mapping is often possible.

Recall that an equational theory consists of a signature plus a set of equa-
tions (see Definition 2.2.4). The idea is to give meaning to an equational theory
by interpreting the terms over the signature of the theory in an algebra, as de-
fined above. The question arises whether an arbitrary interpretation preserving
arities is suitable. The answer is, hopefully not very surprisingly, negative. An
extra requirement is that the equations of the theory are in some sense true in
the algebra. The following definition captures the notion of truth precisely.

Definition 2.3.6 (Validity) Let X be a signature, V a set of variables, and /A
a Y-algebra with domain A. Let ¢ be an interpretation of ¥ into /A.

A valuation « : V — A is a function that maps variables in V to elements
of the domain of the algebra /A. For any open term ¢ in 7 (2, V), t4(¢) is the
element of A obtained by replacing all constant and function symbols in ¢ by
the corresponding constants and functions in /A according to ¢ and by replacing
all variables in ¢ by elements of A according to «. That is,
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(i) for each variable x in V, 14 (x) = a(x),
(>ii) for each constant ¢ in X, 1, (c) = t(c), and
(iii) for any n-ary function symbol f (n > 1) and terms t{,...,1f, in
T, V), tq(f(t1,..., 1)) is the term ¢(f) (o (£1), . .., ta(tr)).

Let s and ¢ be terms in 7 (X, V). Equation s = t is valid in the algebra /A
under interpretation ¢, notation /A, ¢ |= s = t, if and only if, for all valuations
a:V — A 1,(s) =A 1y(t), where =, is the identity on domain A.

It is often clear from the context what interpretation from some given signa-
ture into some given algebra is meant; in such cases, the interpretation in the
above notation for validity is usually omitted.

Example 2.3.7 (Validity) Consider equational theory 77 of Example 2.2.5,
the algebraN = (N, +, X, succ, 0) of natural numbers, and the interpretations
t1 and ¢p given in Example 2.3.5.

The equation a(x, y) = a(y, x) is valid in the algebra IN under both inter-
pretations: IN, ¢; = a(x, y) = a(y, x) and N, ¢, = a(x, y) = a(y, x) because
bothm +n =Ny n+m and m x n =N n X m are true for all natural numbers
m,n € N.

On the other hand, the equation a(x,0) = x (Axiom PAI of the theory)
is valid under interpretation ¢1, because n + 0 =N n for all natural numbers
n € N, but not valid under interpretation t», since n x 0 =N 7 is not true in IN.

An algebra is said to be a model of an equational theory under some inter-
pretation if and only if all axioms of the theory are valid in the algebra under
that interpretation.

Definition 2.3.8 (Model) Let 7 = (X, E) be an equational theory, A a X-
algebra, and ¢ an interpretation of X into /A. Algebra /A is a model of T with
respect to interpretation ¢, notation A, ¢ = T or A, ¢ = E (depending on what
is most convenient), if and only if, for all equations s =t € E, A, = s =1t.
If /A is a model of T it is also said that T is a sound axiomatization of /A.

Proposition 2.3.9 (Soundness) Let 7 = (X, E) be an equational theory with
model /A under some interpretation ¢. For all X-terms s and ¢,
ThHs=timpliesA,tE=s=t.

Proof The property can be proven for derivations of arbitrary length
via natural induction on the number of steps in a derivation. The details follow
straightforwardly from Definitions 2.2.8 (Derivability) and 2.3.6 (Validity),
and are therefore omitted. U



24 Preliminaries

Example 2.3.10 (Models) Consider again the equational theory 77 of Exam-
ple 2.2.5, the algebra N = (N, +, X, succ, 0) of natural numbers, and the
interpretations ¢; and ¢p given in Example 2.3.5. It is not difficult to verify
that IN is a model of 7} under interpretation ¢;. However, it is not a model of
T1 under interpretation ¢. Example 2.3.7 shows that Axiom PA1 is not valid
under ¢5.

An equational theory usually has many models.

Example 2.3.11 (Models) Consider the following variant of the algebra of the
Booleans of Example 2.3.2: B; = (B, A, @, —, false) where B, false, —, and
A are as in Example 2.3.2 and @ is the binary exclusive or on Booleans. The
exclusive or of two Boolean values evaluates to true if and only if precisely one
of the two values equals true; that is, for by, by € B, by @ by =g —(b1 Ab2) A
—(—=b1 A—by). Algebra B is a model of equational theory 77 of Example 2.2.5
under the following interpretation:

0 — false,

s > -,

a — @, and

mi— A.
In order to prove that B is a model of 717, it is necessary to show that Axioms
PA1 through PA4 are valid in B under the above interpretation. Possible
techniques are truth tables or Boolean algebra. The proof is left as Exercise
2.3.1.

It is also possible to obtain models of a theory by extending existing models.
Adding elements to the domain of a model of a theory results in another model
of the theory. This occurs, for example, in the context of extensions of an
equational theory, as introduced in Definition 2.2.14 (Extension). The follow-
ing corollary follows immediately from Definitions 2.2.14 and 2.3.8 (Model).

Corollary 2.3.12 (Extension) Let 7| and 7> be two equational theories such
that 75 is an extension of 77. Any model /A of 7> is also a model of T1, i.e.,
A = T, implies /A = Ti.

Among all the models of an equational theory 7 = (X, E), there is one
special model, called the initial algebra, that validates precisely all equations
of closed terms that are derivable from E. The initial algebra of an equational
theory is an example of a so-called quotient algebra. To define the notion of a
quotient algebra, some auxiliary definitions are needed.
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Definition 2.3.13 (Equivalence) An equivalence relation on some universe of
elements is a binary relation that is reflexive, symmetric, and transitive.

Example 2.3.14 (Equivalence) Let T = (X, E) be some equational theory.
Derivability as defined in Definition 2.2.8 is an equivalence on terms over sig-
nature X.

Definition 2.3.15 (Equivalence classes) Let U be some universe of elements
and ~ an equivalence relation on U. An equivalence class of an element is the
set of all elements equivalent to that element: that is, for any element u € U,
the equivalence class of u, denoted [u]~ is the set {v € U | u ~ v}. Element u
is said to be a representative of the equivalence class.

Definition 2.3.16 (Congruence) Let /A be an algebra with universe of ele-
ments A. A binary relation ~ on A is a congruence on /A if and only if it
satisfies the following requirements:

(i) ~ is an equivalence relation on A and,

(ii) forevery n-ary (n > 1) function f of /A and any elements ay, .. ., a,,
bi,...,by € A,a1 ~ by,...,a, ~ b, implies that f(aj,...,a,) ~
S b1, ..., byn).

Example 2.3.17 (Congruence) Let T = (X, E) be some equational theory.
The set of all X-terms 7 (X) forms an algebra with the constant and function
symbols of ¥ as its constants and functions (and the syntactical-identity rela-
tion = as the identity). It follows from the context rule in Definition 2.2.8 that
derivability is a congruence on this term algebra.

Informally, Definition 2.3.16 states that, given some congruence on some
algebra, equivalence classes of elements of the universe of the algebra can
be constructed via the functions of the algebra independently of the repre-
sentatives of the equivalence classes. This observation forms the basis of the
following definition.

Definition 2.3.18 (Quotient algebra) Let /A be an algebra and let ~ be a con-
gruence on /A. The quotient algebra /A modulo ~, notation /A~ has a universe
consisting of the equivalence classes of /A under ~ and it has the following
constants and functions:

(i) for each constant ¢ of A, [c]~ is a constant of A/~ ;
(ii) for each n-ary function f of A, f. is an n-ary function of A/~,
where, forallay, ..., a, € A,

~lail~, .o lanls) = [f (a1, - .o an))~



26 Preliminaries

An important example of a quotient algebra is the initial algebra of some
given equational theory.

Definition 2.3.19 (Initial algebra) Let T = (X, E) be an equational theory.
Consider the algebra C(X) with the set C(X) of closed X-terms as its domain
and the constant and function symbols of ¥ as its functions and constants.
Derivability is a congruence on the algebra C(X). The initial algebra of T,
denoted I(X, E) is the quotient algebra C(X) modulo derivability.

Example 2.3.20 (Quotient/initial algebra) The elements in the domain of an
initial algebra of an equational theory are sets of closed terms that are derivably
equal. Consider, for example, equational theory 77 = (X1, E1) of Example
2.2.5. Examples of elements of the domain of (X1, E) are

[0]- = {0, a(0, 0), m(0, 0), m(s(0), 0), ...},

[s(0)]r = {s(0), a(s(0), 0), m(s(0), s(0)), ...},

[s(s(0)]- = {s(s(0)), a(s(0), s(0)), m(s(s(0)), s(0)), .. .},

et cetera.
Figure 2.2 visualizes the domain of I(Xy, E).
[0]- [s(0)]- [s(s(0)]-

0 s(0) s(s(0))
a(0,0) a(s(0), 0) a(s(0), s(0))
m(0, 0) m(s(0), s(0)) m(s(s(0)), s(0)) . ..

m(s(0), 0)

Fig. 2.2. The domain of the initial algebra of Example 2.3.20.

The constants in an initial algebra of an equational theory are the equiva-
lence classes containing the constant symbols of the signature of the equational
theory. The initial algebra I(X, E1), for example, has one constant, namely
[0]-.

The functions in an initial algebra are obtained by lifting the function sym-
bols in the signature of the equational theory to equivalence classes of derivably
equal closed terms. Initial algebra I(X{, E1) has three functions, one unary
function s and two binary functions ar and my, that are defined as follows:
for any closed %i-terms p and ¢q, s-([pl-) = [s(p)]-, a-([pl-, [gl-) =
[a(p, 9], and mi-([p]+-, [¢]-) = [m(p, )]
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Proposition 2.3.21 (Soundness) Let 7 = (X, E) be an equational theory.
The initial algebra I(X, E) is a model of T under the interpretation that maps
any constant symbol ¢ of ¥ onto the equivalence class [c]- and any function
symbol f of ¥ onto the corresponding function fi as defined in Definition
2.3.18 (Quotient algebra).

Proof The property follows in a straightforward way from Definitions
2.2.8 (Derivability), 2.3.8 (Model), and 2.3.19 (Initial algebra). The details are
illustrated by means of a concrete example.

Consider the equational theory 71 = (X1, E1). According to Definition
2.3.8 (Model), it must be shown that all axioms in E are valid in the initial
algebra (X, E1) under the interpretation ¢ defined above. Consider Axiom
PA1: a(x,0) = x. To prove that PA1 is valid (see Definition 2.3.6 (Valid-
ity)), consider the valuation « that maps x to equivalence class [p]- for some
arbitrary closed Xi-term p. It must be shown that ¢y (a(x, 0)) = ¢, (x).

The various definitions given so far imply that ¢, (a(x, 0)) = a-([p], [0]-)
= [a(p, 0)]- and ¢4 (x) = [p]r. It follows from the axiom rule and the sub-
stitution rule in Definition 2.2.8 (Derivability) that 71 + a(p,0) = p. Thus,
Definition 2.3.19 (Initial algebra) yields that [a(p, 0)]- = [p]-, proving the
desired property. |

As already mentioned, the initial algebra of an equational theory is a par-
ticularly interesting model of the theory because it precisely validates all the
equations of closed terms that are derivable from the axioms of the theory.
This property is called ground-completeness. Since an equational theory has a
standard interpretation into its initial algebra (see Proposition 2.3.21), for con-
venience, this interpretation is often not explicitly mentioned and it is omitted
in the notations for validity and soundness.

Proposition 2.3.22 (Ground-completeness) Let 7 = (X, E) be an equational
theory. For all closed 2-terms p and ¢,
I(Z,E)Ep=gqimpliesT I p =gq.

Proof The property follows from Definitions 2.3.6 (Validity) and
2.3.19 (Initial algebra). Assume that I(X, E) = p = g, for closed X-terms p
and q. It follows that [ p]- = [¢]r, which implies that T - p = q. ]

Ground-completeness of a model of some theory is an interesting property
because it implies that the model does not validate any equations of closed
terms that are not also derivable from the theory. The initial algebra of an
equational theory is ground-complete for that theory by definition. However,
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ground-completeness is not necessarily restricted to the initial algebra of an
equational theory; other models of the theory may also satisfy this property.

Definition 2.3.23 (Ground-completeness) Let 7 = (X, E) be an equational
theory with model /A under some interpretation ¢. Theory T is said to be a
ground-complete axiomatization of model /A if and only if, for all closed X-
terms p and ¢,

A,t=Ep=qimpliesT F p =gq.
Alternatively, it is said that model /A is ground-complete for theory 7.

The definition of ground-completeness is restricted to equations of closed
terms. Of course, the property may also hold for equations of arbitrary open
terms, in which case it is simply referred to as completeness.

Definition 2.3.24 (Completeness) Let T = (X, E) be an equational theory
with model /A under some interpretation ¢. Theory T is said to be a complete
axiomatization of model /A if and only if, for all open X-terms s and ¢,

At E=s=timpliesT s =t.
It is also said that model /A is complete for theory T'.

Unfortunately, general completeness often turns out to be much more dif-
ficult to achieve than ground-completeness. Therefore, this book focuses on
ground-completeness.

Example 2.3.25 (Completeness) Consider equational theory 77 = (X1, E1)
of Example 2.2.5 and its initial algebra I(X, E1). It has already been shown
that the initial algebra is ground-complete. However, it is not complete for
open terms. Consider, for example, the equation a(x, y) = a(y, x) for vari-
ables x and y. This equation is valid in the initial algebra, I(X1, E1) &
a(x,y) = a(y, x), but it is not derivable; that is 77 F a(x,y) = a(y, x) is
not true. The proof of the former is left as Exercise 2.3.4. The latter can be
shown by giving a model that does not validate a(x, y) = a(y, x); if such a
model exists, it follows from Proposition 2.3.9 (Soundness) that the equation
cannot be derivable. Exercise 2.3.5 asks for a model of T; that does not validate

a(x, y) = a(y, x).

The notions of ground-completeness and completeness refer to a specific
model of the theory under consideration. As a final remark concerning notions
of completeness, it is interesting to observe that it is also possible to define a
model-independent notion of completeness for equational theories. A theory
is said to be w-complete if and only if it is a complete axiomatization of its
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initial algebra. Although this definition refers to a model, namely the initial al-
gebra, it can be considered model-independent because the initial algebra of an
equational theory is constructed in a standard way from the theory. An equiv-
alent formulation of w-completeness is the following: an equational theory
is w-complete if and only if an equation of arbitrary open terms is derivable
when all closed-term equations obtainable from it through substitutions are
derivable.

The property of w-completeness implies that all relevant equations are fully
captured by derivability. Our example theory 77 is not w-complete. This fol-
lows immediately from Example 2.3.25 that shows that it is not complete with
respect to its initial algebra. Despite the elegance implied by the property of w-
completeness, it is not considered in the remainder of this book, and therefore
the definition is not stated formally. It is often not straightforward to obtain
w-completeness.

So far, three models have been given for the example theory 77 = (X1, E1)
of Example 2.2.5, namely the algebra of the naturals of Example 2.3.10, the
algebra of the Booleans of Example 2.3.11, and the initial algebra of Example
2.3.20. This raises the question whether these models are really different.

Definition 2.3.26 (Isomorphism of algebras) Let/A; and /A, be two algebras
with domains A and A, respectively. Algebras /A| and /A, are isomorphic if
and only if there exists a bijective function ¢ : A — A and another bijective
function ¥ that maps the constants and functions of /A onto those of /A; such
that

(i) for any constant ¢ of Aq, ¢(c) = ¥(c), and
(ii) for any n-ary (n > 1) function f of /A; and any elements ay, ...,

ap € A, ¢(f(ar,....an) =¥ (f)(@(ar), ..., dplan)).

Example 2.3.27 (Isomorphism) Consider again theory 71 = (X1, E) of Ex-
ample 2.2.5 and its models, namely the algebra IN of Example 2.3.10, the
algebra B; of Example 2.3.11, and the initial algebra I(X, E1) of Example
2.3.20. The algebras IN and I(X, E1) are isomorphic (see Exercise 2.3.6).
Clearly, the algebra B is not isomorphic to the other two, because its domain
has only two elements whereas the domains of the other two algebras have
infinitely many elements.

Usually, algebras, and in particular models of equational theories, that are
isomorphic are not distinguished. Thus, the algebra of the naturals IN of Ex-
ample 2.3.10 may be referred to as the initial algebra of the equational theory
T1 = (X1, E1) of Example 2.2.5.
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Exercises

Consider Example 2.3.11 (Models). Show that algebra B is a model
of theory T7.

Verify that B; = s(m(x, y)) = a(a(s(x), s(y)), m(s(x), s(y))) for
algebraB; of Example 2.3.11. Does this formula also hold in algebra
IN of Example 2.3.10?

Consider the algebra of natural numbers (N, +, X, exp, succ, 0) that
extends the algebra of Example 2.3.3 with the exponentiation function
exp. Show that this algebra is a model of theory 7> of Example 2.2.15.
Consider equational theory 71 = (X1, E1) of Example 2.2.5 and its
initial algebra (X, E1) of Example 2.3.20. Show that I(X{, E1) =
a(x, y) = a(y, x), for variables x and y.

(Hint: use property (2.2.5) and Proposition 2.2.17 (Conservative ex-
tension).)

Consider again equational theory 71 = (X1, E1) of Example 2.2.5.
Give a model that does not validate the equation a(x, y) = a(y, x),
for variables x and y.

(Hint: consider an algebra where the domain consists of two elements
and map the a function symbol onto a projection function that gives
for each pair of elements the first element of the pair.)

Consider the algebras IN of Example 2.3.10 and (X, E1) of Exam-
ple 2.3.20 (the initial algebra of theory 77 = (i, E1) of Example
2.2.5). Show that the two algebras are isomorphic.

Show that the intersection of any number of congruences is again a
congruence.

Let T = (X, E) be an equational theory. Consider the algebra of
closed terms C(X) as introduced in Definition 2.3.19 (Initial algebra).
Let ~ be the intersection of all congruence relations R on C(X) such
that C(X),g = E. Show that ~ coincides with derivability (which
implies that C(X),~ is isomorphic to the initial algebra I(XZ, E)).

2.4 Term rewriting systems

Although equality in an equational theory is a symmetric relation, often the
equations have an implied direction. This is already the case in primary school,
where 2 + 2 is to be replaced by 4, and not the other way around. Direction
in an equational theory is formalized by the notion of a term rewriting system.
Term rewriting systems can also be useful in proofs, as a proof technique.
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Definition 2.4.1 (Term rewriting system) A ferm rewriting system is a tuple
(X, R), where X is a signature and R is a set of rewrite rules. Let V be some
set of variables. A rewrite rule is a pair (¢1, 7) of terms over the signature X
(t1,1p € T(X, V)) such that ¢ is not just a variable in V and such that every
variable that occurs in #, also occurs in ¢#;. Usually, a rewrite rule (1, ) is
written t{ — t.

Example 2.4.2 (Term rewriting system) Consider again Example 2.2.5 and
equational theory 77 of Table 2.1. Consider the following derivation (showing
that ‘2+2 =4’):

a(s(s(0)), s(s(0))) =
s(a(s(s(0)), s(0))) =
s(s(a(s(s(0)), 0))) =
s(s(s(s(0)))).

As already mentioned, the equations of the equational theory in Table 2.1
appear to have a certain direction when applied in this derivation: when read
from left to right they simplify terms; they reduce them. Writing — instead of
=, the term rewriting system of Table 2.3 is obtained.

__TRS;
constant: 0; unary: s; binary: a, m;
X, y;

a(x,0) — X

a(x,s(y)) — s(@lx,y))

m(x, 0) — 0

m(x,s(y)) — a(@m(x,y),x)

Table 2.3. The term rewriting system TRS; = (X1, Ry).

Definition 2.4.3 (One-step reduction relation) Let (X, R) be a term rewrit-
ing system and V some set of variables. The one-step reduction relation — on
terms in 7 (X, V) is the smallest relation that satisfies the following:

(i) R C >,
(ii) for any terms s,¢ € 7 (X, V) and substitution o : V. — 7(X, V),
s > t implies s[o] — t[o], and
(iii) for any n-ary function symbol f € X, terms s, t{,...,t, € T(X, V),
and natural number i such that 1 <i <n, t; — s implies f(¢, ..
Loty tistigly oo osty) > f(t1, oo i1y Sy tidls ooy tn).

B
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Definition 2.4.4 (Reduction relation) Let (X, R) be a term rewriting system.
The reduction relation — on X -terms is the reflexive and transitive closure of
the one-step reduction relation; that is, — is the smallest relation that satisfies:

i) > C —,
(i) ~ is reflexive, and
(iii) + is transitive.

Note that the reduction relation of Definition 2.4.4 is very similar to deriv-
ability as defined in Definition 2.2.8. The only difference is that derivability is
symmetric whereas reduction is not. This means that an equational theory can
be interpreted as a term rewriting system by giving direction to the essentially
undirected equations of the theory.

Definition 2.4.5 (Normal form) Let ¥ be a signature and let # be a X-term.
Term ¢ is a normal form with respect to a term rewriting system (2, R) if and
only if there is no X-term s such that # — s. Alternatively, such a term is said
to be in normal form.

Term ¢ has a normal form if and only if there is a normal form s such that

t—>»s.

The goal of a term rewriting system is often to rewrite some term to obtain
a result that is as simple as possible. Thus, it is a desirable property of such a
term rewriting system that every term has a, preferably unique, normal form.
The term rewriting system 7RS| just presented has this property.

Definition 2.4.6 (Strong normalization) A term rewriting system (X, R) is
strongly normalizing if and only if no X-term ¢ allows an infinite sequence of
reductions t = 1] = > - - - (With 1, 12, ... € T(X)).

Definition 2.4.7 (Confluence) A term rewriting system (X, R) is confluent if
and only if, for all -terms #1, 1>, and 3, if #; — 1> and #; —» 3, then there exists
a X-term t4 such that t, — t4 and t3 — 14.

The following theorem is a standard result in the theory of term rewriting
systems, see e.g., (Klop, 1987).

Theorem 2.4.8 (Unique normal forms) Let 7 = (X, R) be a term rewriting
system. If T is strongly normalizing and confluent, then every term has a
unique normal form.

A given term rewriting system can be turned into an equational theory by
replacing every — symbol in its set of rewrite rules by the = symbol. If the
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term rewriting system is strongly normalizing and confluent, the following is
a decision procedure to establish derivability between two terms. First, reduce
both terms to their normal forms. Since the term rewriting system is strongly
normalizing, this can be achieved. Then, if the resulting normal forms are
identical, the terms are derivably equal; if they are not, the terms are definitely
not derivably equal. This is guaranteed by the fact that the term rewriting
system has the property of unicity of normal forms.

Unfortunately, it is not possible to associate a strongly normalizing and con-
fluent term rewriting system with every equational theory. The reason for this
is that equality is not always decidable. This undecidability result is well-
known as Godel’s incompleteness theorem. For more details, see e.g., (Van
Heijenoort, 1967).

In some cases, some of the equations of an equational theory can readily be
turned into rewrite rules, but others have no clear direction (such as axioms
expressing the commutativity or associativity of an operator). Then, it may
be useful to rewrite modulo these undirected equations, i.e., to rewrite not just
single terms, but equivalence classes of terms. The details are beyond the scope
of this book. The interested reader is referred to (Jouannaud & Muiioz, 1984).

Exercises

2.4.1  Prove for the term rewriting system in Table 2.3 that

m(s(s(s(0))), s(s(0))) — s(s(s(s(s(s(0)))))).

2.4.2  Prove that the closed normal forms for the term rewriting system in
Table 2.3 are the terms of the form s (0) (with n € N).

2.4.3  Consider the term rewriting system Cnf in Table 2.4. The reduction
rules are given in infix notation, leaving out many brackets. Reduce
the term —(x A —y) A z to normal form. Notice that the normal forms
of this term rewriting system are known in propositional logic as con-
Jjunctive normal forms.

2.4.4  Prove that the term rewriting system with the one rule

JUf(x) = f(g(f(0)

is strongly normalizing.
2.4.5  Isthe term rewriting system with the one rule

fglx,y) — ge(f(f(x),y),y)

strongly normalizing?
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—Cnf

unary: —; binary: v, A;

X, y,Z;
——x — X
“(xVy) — —xA-y
—“(xAy) — —xV-y

XVOAZ - VY)AERXVZ)
xAYYVZ - VDAYV

Table 2.4. Conjunctive normal forms.

2.5 Bibliographical remarks

This chapter gives an introduction to equational theories and their models. This
is standard in universal algebra, see e.g., (Burris & Sankappanavar, 1981). The
present presentation stems from (Klop, 1987), and was successively adapted
in (Baeten, 1986) and (Baeten & Weijland, 1990).

In this book, it is made explicit when certain notions apply to ground terms
only: thus, an axiomatization is called ground-complete if and only if all equa-
tions that hold in the model between closed terms can be derived from the
axioms, and a conservative ground-extension preserves all equations between
closed terms only. The notion of ground-extension deviates in one impor-
tant aspect from the standard definition of an equational extension (Definition
2.2.14). Following (Mousavi & Reniers, 2005), it is not required that all
axioms of the base theory are contained in the extended theory. This relaxation
does not change the essence of the extension concept and the related conser-
vativity notion, but it is convenient when for example considering extensions
with time (Chapter 9). For further motivation and details, see (Mousavi &
Reniers, 2005; Baeten et al., 2005).

The section on term rewriting systems is mostly based on (Klop, 1987).
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Transition systems

3.1 Transition-system spaces

This chapter introduces the semantic domain that is used throughout this book.
The goal is to model reactive systems; the most important feature of such sys-
tems is the interaction between a system and its environment. To describe
such systems, the well-known domain of transition systems, process graphs,
or automata is chosen. In fact, it is the domain of non-deterministic (finite)
automata known from formal language theory. An automaton models a sys-
tem in terms of its states and the transitions that lead from one state to another
state; transitions are labeled with the actions causing the state change. An au-
tomaton is said to describe the operational behavior of a system. An important
observation is that, since the subject of study is interacting systems, not just the
language generated by an automaton is important, but also the states traversed
during a run or execution of the automaton. The term ‘transition system’ is the
term most often used in reactive-systems modeling. Thus, also this book uses
that term.

The semantic domain serves as the basis for the remainder of the book.
The meaning of the various equational theories for reasoning about reactive
systems developed in the remaining chapters is defined in terms of the semantic
domain, in the way explained in the previous chapter. Technically, it turns out
to be useful to embed all transition systems that are of interest in one large set
of states and transitions, from which the individual transition systems can be
extracted. Such a large set of states and transitions is called a transition-system
space.

Definition 3.1.1 (Transition-system space) A transition-system space over a
set of labels L is a set S of states, equipped with one ternary relation — and
one subset |:

35
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(i) = C S x L x § is the set of transitions;
(i) | C S is the set of terminating or final states.

The notation s - ¢ is used for (s,a,t) e—. Itis said that s has an a-step to
t. Notation s is used for s € |, and it is often said that s has a (successful)
termination option; s ¢ | is denoted s.J. The fact that for all states ¢t € S, it

a
holds that (s, a, t) ¢ —, is abbreviated as s 4. It is also said that s does not
have an a-step.

Fig. 3.1. An example of a transition-system space.

Example 3.1.2 (Transition-system space) Consider Figure 3.1. It visualizes
a transition-system space with eleven states, depicted by circles. Terminating
states are marked with a small outgoing arrow. Transitions are visualized by
labeled arrows connecting two states.

In the remainder, assume that (S, L, —, |) is a transition-system space.
Each state s € S can be identified with a transition system that consists of all
states and transitions reachable from s. The notion of reachability is defined by
generalizing the transition relation to sequences of labels, called words. The
set of all words consisting of symbols from some set A is denoted A*.

Definition 3.1.3 (Reachability) The reachability relation —* C § x L* x §
is defined inductively by the following clauses:
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(i) s >*sforeachs € S, where € € L* denotes the empty word;

(ii) forall s,#,u € S,0 € L*, anda € L, if s >*t and t — u, then
s Z8% u, where oa is the word obtained by appending a at the end
of o.

A state t € § is said to be reachable from state s € S if and only if there is a
word o € L* such that s >* 7.

Example 3.1.4 (Reachability) Consider the transition-system space of Figure
3.1. From states 1 and 2, all states except state 5 are reachable; from state 3,
states 3, 6, 7, 9, and 10 are reachable, et cetera.

Definition 3.1.5 (Transition system) For each state s € S, the transition sys-
tem induced by s consists of all states reachable from s, and it has the transi-
tions and final states induced by the transition-system space. State s is called
the initial state or root of the transition system associated with s. Note that
often the terminology ‘transition system s’ is used to refer to the transition
system induced by s.

Q

d

Fig. 3.2. Examples of simple transition systems.

Example 3.1.6 (Transition systems) Consider again Figure 3.1. The transi-
tion system with root state 3 consists of states 3, 6, 7, 9, and 10. Taking state
4 as the root yields a transition system consisting of states 4, 8, 10, and 11.
Figure 3.2 visualizes these two transition systems; the root states are marked
with small incoming arrows. The states are rearranged slightly to emphasize
the similarity between the two transition systems.
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It follows from the above definitions that the notion of a transition system
coincides with the classical notion of an automaton. The classical notion of
language equivalence on automata says that two automata are equivalent if and
only if they have the same runs from the initial state to a final state.

Definition 3.1.7 (Run, language equivalence) A word o € L* is a complete
execution or run of a transition system s € § if and only if there is some ¢ € §
with s >* r and .

Two transition systems are language equivalent if and only if they have the
same set of runs.

Example 3.1.8 (Language equivalence) Consider once more the two transi-
tion systems depicted in Figure 3.2. Both transition systems have only one
run, namely ac. The two systems are thus language equivalent. Note that ab
is not a run of any of the two transition systems because states 9 and 11 are
non-terminating.

Language equivalence turns out to be insufficient for our purposes. Since
interaction of automata is considered, there is a need to consider all states of
an automaton, not just the complete runs. This can be illustrated with Frank
Stockton’s story ‘The Lady or the Tiger?’ (see (Smullyan, 1982)).

|

open open
P P open

marr.
eat marry eat y

Fig. 3.3. The lady or the tiger?
Example 3.1.9 (The lady or the tiger?) A prisoner is confronted with two

closed doors. Behind one of the doors is a dangerous tiger, and behind the
other there is a beautiful lady. If the prisoner opens the door hiding the tiger
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he will be eaten. On the other hand, if he opens the door hiding the beautiful
lady, the lady and he will get married and he will be free. Unfortunately, the
prisoner does not know what hides behind what door.

This situation can be described as a transition system using the following
actions:

(i) open representing the act of opening a door;
(ii) eat representing the act of (the tiger) eating the young man;
(iii) marry representing the act of the beautiful lady and the prisoner get-
ting married.

The situation described above can be modeled by the left transition system
depicted in Figure 3.3. This transition system models the fact that after a door
has been opened the prisoner is confronted with either the tiger or the beautiful
lady. He does not have the possibility to select his favorite, which conforms to
the description above. The observant reader might notice the similarity with
the left transition system of Figure 3.2. Note the subtle fact that transition
marry ends in a terminating state, whereas transition eat does not. This can be
interpreted to mean that the marry transition results in a successful termination
of the process, and that the eat transition results in unsuccessful termination. A
non-terminating state in which no actions are possible, such as the state result-
ing from the eat transition, is often called a deadlock state (see also Definition
3.1.14).

One might wonder whether the same process cannot be described by the
slightly simpler transition system on the right of Figure 3.3, which strongly
resembles the right transition system in Figure 3.2. However, there are good
reasons why the situation modeled by the right transition system of Figure 3.3
is different from the situation described by the other transition system in that
figure. In the right transition system, the choice between the tiger and the lady
is only made after opening a door. It either describes a situation with only one
door leading to both the tiger and the lady or a situation with two doors both
leading to both the tiger and the lady; in either case, the prisoner still has a
choice after opening a door. Clearly, these situations differ considerably from
the situation described above.

The above example illustrates that there are good reasons to distinguish the
two transition systems of Figure 3.2. Example 3.1.8 shows that these two tran-
sition systems are language equivalent, thus confirming the earlier remark that
language equivalence does not suit our purposes. It does not in all cases dis-
tinguish transition systems that clearly model different situations. Two aspects
are not sufficiently taken into account. First, two transition systems that are
language equivalent may have completely different sets of ‘runs’ that end in
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a non-terminating state. As explained in the above example, terminating and
non-terminating states may be used to model successful and unsuccessful ter-
mination of a process, respectively. In such cases, it is desirable to distinguish
transition systems that have the same sets of runs ending in terminating states
but that differ in executions leading to non-terminating states. Second, lan-
guage equivalence does not distinguish transition systems that have the same
runs but that are different in the moments that choices are made. To illustrate
this, consider again the transition system on the right-hand side of Figure 3.2.
It has a state in which both b and c are possible as the following action (state
8), whereas the system on the left only has states where exactly one of the two
is possible (states 6 and 7). Thus, if for some reason action ¢ is impossible, is
blocked, then the transition system on the left can become stuck after the exe-
cution of an a action, whereas the one on the right cannot. The choice whether
or not to execute b or c in the left transition system is made (implicitly) upon
execution of the a action in the initial state, whereas the same choice is made
only after execution of the initial a action in the right transition system. It is
said that the transition systems have different branching structure.

A choice between alternatives that are initially identical, as in state 3 of the
leftmost transition system of Figure 3.2, is called a non-deterministic choice.
Such choices are the subject of many investigations in the theory of concur-
rency. A detailed treatment of non-determinism is beyond the scope of this
book.

It is often desirable to be able to distinguish between transition systems with
the same runs that have different termination behavior or that have different
branching structure. In order to do this, a notion of equivalence is defined that
is finer than language equivalence, in the sense that it distinguishes transition
systems accepting the same language but with different termination behavior
or branching structure. This notion is called bisimilarity or bisimulation equiv-
alence.

Definition 3.1.10 (Bisimilarity) A binary relation R on the set of states S of
a transition-system space is a bisimulation relation if and only if the following
so-called transfer conditions hold:

(i) for all states s, ¢, s’ € S, whenever (s,7) € R and s £ &' for some
a € L, then there is a state ¢’ such that # — ¢’ and (s', ') € R;
(ii) vice versa, for all states s, 7, € S, whenever (s,7) € R and t — t'
for some a € L, then there is a state s’ such that s — s and (s/, ¢') €
R;
(iii) whenever (s,7) € R and s thent|;
(iv) whenever (s,?) € R and ¢ then s.
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The transfer conditions are illustrated in Figures 3.4 and 3.5. These figures
show the transition systems starting from s and ¢ as consisting of disjoint sets
of states, but this is just done for clarity; it is possible that states are shared.

Two transition systems s,¢ € S are bisimulation equivalent or bisimilar,
notation s<t, if and only if there is a bisimulation relation R on S with
(s,t) € R.

Fig. 3.4. Transfer condition (i) of a bisimulation.

Fig. 3.5. Transfer condition (iii) of a bisimulation.

One can think of the notion of bisimilarity in terms of a two-person game.
Suppose two players each have their own behavior, captured in the form of a
transition system. The game is played as follows. First, one of the players
makes a transition or move from the initial state of his or her transition system.
The role of the other player is to match this move precisely, also starting from
the initial state. Next, again one of the players makes a move. This does not
have to be the same player as the one that made the first move. The other must
try to match this move, and so on. If both players can play in such a way that
at each point in the game any move by one of the players can be matched by a
move of the other player, then the transition systems are bisimilar. Otherwise,
they are not.
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Example 3.1.11 (Bisimilarity) In Figure 3.6, an example of a bisimulation
relation on transition systems is given. (Note that, technically, the two tran-
sition systems are embedded in one transition-system space.) Related states
are connected by a dashed line. Since the initial states of the two transition
systems are related, they are bisimilar.

Fig. 3.6. Example of a bisimulation.

Example 3.1.12 (Bisimilarity) Figure 3.7 recalls two by now well-known
transition systems. It should not come as a surprise that they are not bisim-
ilar. States that can possibly be related are connected by a dashed line. The
states where the behaviors of the two systems differ are indicated by dotted
lines labeled with a question mark. None of the two indicated pairs of states
satisfies the transfer conditions of Definition 3.1.10 (Bisimilarity).

So far, bisimilarity is just a relation on transition systems. However, it has
already been mentioned that it is meant to serve as a notion of equality. For
that purpose, it is necessary that bisimilarity is an equivalence relation. It is
not difficult to show that bisimilarity is indeed an equivalence relation.

Theorem 3.1.13 (Equivalence) Bisimilarity is an equivalence.

Proof Let S be the set of states of a transition-system space. Proving
that a relation is an equivalence means that it must be shown that it is reflexive,
symmetric, and transitive. First, it is not hard to see that the relation R =
{(s,s) | s € S} is a bisimulation relation. This implies that s<s for any
(transition system induced by) state s € S. Second, assume that s« ¢ for states
s,t € S. If R is a bisimulation relation such that (s, #) € R, then the relation
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Fig. 3.7. Two transition systems that are not bisimilar.

R = {(v,u) | (u,v) € R} is a bisimulation relation as well. Moreover, as
(s,t) € R, obviously (z,s) € R’. Hence, r<s, proving symmetry of <.
Finally, for transitivity of <, it must be shown that the relation composition of
two bisimulation relations results in a bisimulation relation again. Let s, #, and
u be states in S, and let Ry and R; be bisimulation relations with (s, t) € R
and (,u) € R. The relation composition R o R, is a bisimulation with
(s,u) € Ry o Ry, implying transitivity of «. The detailed proof is left as an
exercise to the reader (Exercise 3.1.6). ]

The discussion leading from the notion of language equivalence to the in-
troduction of bisimilarity is illustrative for a more general problem. When
designing a semantic framework based on transition systems, one has to choose
a meaningful equivalence on transition systems. The question of what equiva-
lence is most suitable depends on the context and is often difficult to answer.
In fact, the question is considered so important that it has generated its own
field of research, called comparative concurrency semantics. In Chapter 12,
the problem of choosing an appropriate equivalence is investigated in more de-
tail. In the other chapters of this book, bisimilarity serves as the main semantic
equivalence.

To end this section, several relevant subclasses of transition systems are
defined.

Definition 3.1.14 (Deadlock) A state s of a transition system as defined in
Definition 3.1.5 (Transition system) is a deadlock state if and only if it does
not have any outgoing transitions and it does not allow successful termination,
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a
i.e., if and only if foralla € L, s /4, and s ¢ |. A transition system has a
deadlock if and only if it has a deadlock state; it is deadlock free if and only if
it does not have a deadlock.

An important property that has already been suggested when motivating the
notion of bisimilarity is that bisimilarity preserves deadlocks. Exercise 3.1.5
asks for a proof of this fact.

Definition 3.1.15 (Regular transition system) A transition system is regular
if and only if both its sets of states and of transitions are finite.

The reader familiar with automata theory will notice that a regular transition
system is simply a finite automaton. The fact that finite automata define the
class of regular languages explains the name ‘regular transition system’.

Definition 3.1.16 (Finitely branching transition system) A transition sys-
tem is finitely branching if and only if each of its states has only finitely many
outgoing transitions; if any of its states has infinitely many outgoing transi-
tions, the transition system is said to be infinitely branching.

Note that a regular transition system is by definition finitely branching.

So far, it has not been made precise what are the states in a transition-system
space. In the remainder, however, the states in a transition-system space con-
sist of terms from a particular equational theory, as introduced in the previous
chapter.

Exercises

3.1.1  Consider the transition-system space of Figure 3.1. Draw the transi-
tion system with root 5.

3.1.2  Are the following pairs of transition systems bisimilar? If so, give a
bisimulation between the two systems; otherwise, explain why they
are not bisimilar.

S |

O
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(e) i
a X}
b a a b
a b a b

3.1.3  Give a bisimulation between any two of the following six transition
systems.

4

5 a@f{i
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Recall Definitions 3.1.14 (Deadlock), 3.1.15 (Regular transition sys-
tem), and 3.1.16 (Finitely branching transition system). Which of
the transition systems of Exercises 3.1.2 and 3.1.3 are deadlock free?
Which ones are regular? Which ones are finitely branching?

Recall Definition 3.1.14 (Deadlock). Let s and ¢ be two bisimilar
transition systems in some transition-system space. Show that s has a
deadlock if and only if ¢ has a deadlock.

Prove that the relation composition of two bisimulation relations is
again a bisimulation.

Formalize the game-theoretic characterization of bisimilarity using
concepts from game theory (see e.g. (Osborne & Rubinstein, 1994)).

Prove that the union of all possible bisimulation relations on a transi-
tion-system space is again a bisimulation relation. This is called the
maximal bisimulation relation.

Let a set C be given, the set of colors. A coloring of a transition-
system space (S, L, —, |) is a mapping from S to C, so each node
has a color. A colored trace starting from s € S is a sequence
(co,ai, ci, ..., ag, cy) such that there are states sq, ..., s; in S with
s 4 S1... ey sk, s has color ¢y and s; has color ¢; (1 < i < k).
A coloring is consistent if two nodes have the same color only if the
same colored traces start from them and if they are both terminating
or both non-terminating. Prove that two nodes are bisimilar exactly
when there is a consistent coloring in which both nodes have the same
color.

Recall Definition 2.3.26 (Isomorphism of algebras). On a transition-
system space, the notion of isomorphism can be defined as follows:
two transition systems s, ¢ are isomorphic if and only if there is a
bijective function f between the set of states reachable from s and
the set of states reachable from ¢ such that u > v & f(u) - f)
and u| < f(u)l. Prove that isomorphism is an equivalence relation
on the transition-system space that is finer than bisimilarity, i.e., prove
that isomorphic transition systems are bisimilar and give an example
of two transition systems that are bisimilar but not isomorphic.

3.2 Structural operational semantics

In the previous section, the notion of a transition-system space was introduced.
In this section, this is expanded upon by turning the set of states into a set of
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(closed) terms over some equational theory. Thus, it is shown how transition-
system spaces can be used to provide equational theories with operational
semantics.

Example 3.2.1 (Operational semantics) An illustration of what is involved
is given by considering the equational theory 71 = (X1, E1) of Example 2.2.5.
As shown in Example 2.2.11, each closed term over this theory is derivably
equal to a closed term of the form s™(0) for some natural number m. These
terms s (0) can be transformed into a transition system as follows: the term 0
is a terminating state, and there is a transition from state s"t1(0) to state s"(0)
for each natural number n. For simplicity, just one label is considered here,
denoted 1. In this way, the state s”*(0) is characterized by having a sequence
of exactly m transitions to a terminating state. Figure 3.8 shows the transition
system induced by closed term s2(0).

v

D

7

Fig. 3.8. The transition system corresponding to closed X-term s2(0).

The general idea is to define transition systems for all closed X1-terms of
theory 77 such that two closed terms, i.e., states, are bisimilar exactly when
these terms are derivably equal in the equational theory. The desired transition-
system space can be constructed in the following way: any transition for a
certain closed term led by a certain function symbol is derived from the tran-
sitions of the arguments of the function symbol. The same holds for the
termination predicate: whether or not a term is a terminating state is derived
from the termination of the arguments of the leading function symbol. In other
words, transitions and termination are determined based on the structure of
terms. Since the transition-systems framework has an operational flavor, the
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resulting semantics of the equational theory is often referred to as a structural
operational semantics. The rules defining all possible transitions and termi-
nating states in a transition-system space constructed in this way are called
deduction rules. The conditions on the arguments of the leading function sym-
bol are called the premises of the deduction rule. Deduction rules without
premises are often referred to as axioms.

For the example theory T, first, there are two axioms, corresponding to the
two cases already described above: 0 is a terminating state, and each term
that starts with a successor function symbol can do a step. Formally, for any
Y-term x,

0y s(x) —1> X.

Note that the second axiom holds for arbitrary (open) X-terms; however,
the transition-system space that will be derived from these rules is built from
closed terms only.

Second, the addition function symbol is given an operational semantics. As
mentioned, each closed X1-term is derivably equal to a closed term of the form
s™(0) for some natural number m. The aim to obtain a semantics such that
two derivably equal terms correspond to bisimilar transition systems can be
achieved by ensuring that each closed term that is derivably equal to a closed
term of the form s”(0) has a single path of exactly m transitions to a ter-
minating state. Deduction rules for the function symbol a can therefore be
formulated as follows. For any X;-terms x, x’, y, y/,

y =y x>yl xloyl

ax,y) > a(x,y) aley) > x  aln )l

The first rule says that whenever a term y has a transition to term y’, then
a(x, y) has a transition to a(x, y") for any arbitrary term x. The second rule
states that whenever a term x can do a step to x” and term y cannot do a step,
the term a(x, y) can do a step to x’. The idea of these two rules is that first
the second argument of a term with leading symbol a does all its steps; if the
second argument cannot do any further steps, then the first argument continues
with its steps. Of course, it is also possible to first let the first argument do its
steps and then the second. In principle, it is even possible to allow arbitrary
interleavings of the steps of the two arguments. However, the above rules
follow Axioms PA1 and PA2 given in Table 2.1. This choice simplifies the
proofs of certain properties that are given in the remainder. The third and last
rule given above says that a(x, y) is a terminating state if both x and y are
terminating states.

By repeatedly applying the deduction rules given so far, it can be established
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that a(s(0), s(0)) has the expected sequence of two transitions to a terminating
state. From the leftmost axiom given above, for example, it is immediately

. . 1
clear that 0). From the second axiom, it follows that s(0) — 0. From these
two facts, using the first deduction rule for the addition function symbol, it is

obtained that a(s(0), 0) — 0. Continuing in this way results in the transition
system given in Figure 3.9.

a(s(0), s(0))

1

7

Fig. 3.9. The transition system corresponding to a(s(0), s(0)).

In Example 2.2.9, it has already been shown that
Ty + a(s(0),s(0)) = s(s(0)).

From the two transition systems given in Figures 3.8 and 3.9, it immediately
follows that

a(s(0), s(0)) < s(s(0)),

where, as explained before, closed terms are interpreted as states in a transition-
system space or initial states of a transition system. The above two results
conform to the aim that two closed X1-terms are bisimilar if and only if these
terms are derivably equal in the equational theory 77.

To complete the example, consider the following deduction rules that define
the transitions involving the function symbol m. For any ¥;-terms x, x’, y,
and y’,

1 1
x—>x,y—>y xy yi
m(x, y) > a(m(x, y),x) Mm@,y me, )

The reader is urged to try to understand these rules. Also in this case the rules
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guarantee that each closed term has a transition system consisting of a single
path of transitions to a terminating state, where the length of the path is the
‘natural-number interpretation’ of the term.

The pair of a signature and a set of deduction rules for terms over this
signature is called a deduction system. The deduction system developed in
this example forms the basis for a transition-system space. The set of states of
the transition-system space is the set of closed ¥-terms, C(X1) (see Defini-
tion 2.2.3 (Terms)); the set of action labels is the singleton {1}. The transition
relation is the smallest relation in C(X1) x {1} x C(X1) satisfying the deduction
rules given above. The requirement that it is the smallest relation guarantees
that no transitions are present that cannot be derived from the deduction rules.
Similarly, the set of terminating states is the smallest set of states satisfying the
deduction rules.

Unfortunately, the transition-system space given in this example is not an
algebra in the sense of Section 2.3, and it cannot be turned into a model for
theory 77 (see Definition 2.3.8 (Model)) without some additional work. In the
remainder, it is shown how the transition-system space of this example can be
turned into a model of T7; then, it is also possible to formally prove the claim
that two closed X;-terms are bisimilar if and only if they are derivably equal.

The following definitions precisely introduce the notions of a deduction sys-
tem and its induced transition-system space.

Definition 3.2.2 (Deduction system) A term deduction system, or simply a
deduction system, is a pair (X, R), where X is a signature as defined in Defi-
nition 2.2.1 (Signature), and where R is a set of rules. A rule is of the form

d

v
where v is a so-called formula (called the conclusion of the rule), and where
@ is a set of formulas (called the premises of the rule). A formula is either
a transition s > t or a termination t|, for X-terms s, t and a label a taken
from some given set of labels L. The term s in a transition s 4 1 s called the
source of the transition; term ¢ is called the target. The term in a termination is
referred to as the source of the termination. If the set of premises ® is empty,
then a rule is called an axiom.

Definition 3.2.3 (Transition-system space induced by a deduction system)
Assume (X, R) is a term deduction system; furthermore, assume that L is
the set of labels occurring in the set of rules R. The transition-system space
induced by (X, R) is the quadruple (C(X), L, —, |) where - C C(X¥) x L x
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C(X) and | C C(X) contain a formula of (X, R) if and only if this formula is
a closed substitution instance of a conclusion of a rule in R of which all the
closed instances of the premises are also in — or |.. In other words, a closed
formula ¢ (i.e., a formula containing only closed terms) is an element of —
or | exactly when there is a rule £ and a substitution ¢ such that ¢ = y[o]
and the formulas x[o], for each x € ®, are elements of — or |. (Recall the
notion of substitution from Definition 2.2.6; also recall that = denotes syntacti-
cal identity on terms. In the current definition, both substitution and syntactical
identity are overloaded to formulas, but that should not cause confusion.)

The example and the definitions given so far show that a deduction system
is a way to turn the set of closed terms over a signature into a transition-system
space and, thus, the individual closed terms into transition systems. The next
step is to show how such a transition-system space can be transformed into a
model of an equational theory over that signature, in the sense of Section 2.3.
The key idea is to find an equivalence relation on the transition-system space
that matches the notion of derivability in the equational theory, and to use this
equivalence to construct a quotient algebra as defined in Definition 2.3.18; this
quotient algebra is then a model of the equational theory. It should not come as
a surprise that for the example theory 77 bisimilarity is the equivalence notion
matching derivability.

Consider Definition 2.3.18 (Quotient algebra). It reveals two important as-
pects. First, the starting point of a quotient algebra is an algebra (see Definition
2.3.1 (Algebra)); second, the equivalence relation must be a congruence on this
algebra (see Definition 2.3.16 (Congruence)).

Concerning the first aspect, as already mentioned, a transition-system space
is not an algebra. However, if a transition-system space is constructed from
a term deduction system, as illustrated in Example 3.2.1, then it is straight-
forward to turn the space into an algebra of transition systems. Note that the
set of closed terms over any signature with the constants and function sym-
bols of the signature forms an algebra, often referred to as the term algebra.
According to Definition 3.1.5 (Transition system), the closed terms over the
signature of a term deduction system can be interpreted as transition systems
in the transition-system space induced by the deduction system, which means
that the algebra of these closed terms can be seen as an algebra of transition
systems.

Example 3.2.4 (Algebra of transition systems) Consider again the example
equational theory 771 = (X1, E1) of Example 2.2.5. Based on the transition-
system space introduced in Example 3.2.1, the set of closed Xj-terms C(X1)
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with constant 0 and functions s, a, and m forms an algebra of transition sys-
tems, referred to as /A;.

Considering the second aspect mentioned above, it turns out that it is often
also not too difficult to show that bisimilarity is a congruence on an algebra of
transition systems constructed from a term deduction system. Theorem 3.1.13
implies that bisimilarity is an equivalence relation on transition systems. Thus,
if it is possible to prove the second condition in Definition 2.3.16 (Congru-
ence) for bisimilarity as well, it is possible to construct a quotient algebra from
an algebra of transition systems and bisimilarity. In general, proving that a
bisimilarity is a congruence on some algebra of transition systems can be quite
tedious. However, it turns out that if the rules of the term deduction system
used for constructing this algebra adhere to a certain simple format, then the
desired congruence result follows automatically. The following definition in-
troduces this format.

Definition 3.2.5 (Path format) Let (X, R) be a deduction system. Consider
the following restrictions on a deduction rule in R:

(i) any target of any transition in the premises is just a single variable;

(ii) the source of the conclusion is either a single variable or it is of the
form f(xy, ..., x,), for some natural number n, with f € ¥ an n-ary
function symbol and the x; variables;

(iii) the variables in the targets of the transitions in the premises and the
variables in the source of the conclusion are all distinct, i.e., two tar-
gets of transitions in the premises are not the same variable and the
variables in the source of the conclusion are all different, and no target
of a premise occurs in the source of the conclusion.

If a rule satisfies these conditions, then it is said to be in path format. A deduc-
tion system is in path format if all its rules are.

Example 3.2.6 (Path format) It is easily seen that the deduction system for
equational theory 77 introduced in Example 3.2.1 is in path format.

The exercises at the end of this section contain some examples illustrating
that the restrictions in the above definition are necessary in order to ensure that
the desired congruence result holds. Almost all deduction systems given in this
book turn out to be in path format.

The following theorem is given without proof. The interested reader can
find a proof in (Baeten & Verhoef, 1993).
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Theorem 3.2.7 (Congruence theorem) Consider a deduction system in path
format. Bisimilarity is a congruence on the induced algebra of transition sys-
tems.

Example 3.2.8 (Congruence, quotient algebra) Consider once again the
equational theory 77 = (X, E1). It follows from the above congruence
theorem and the fact that the deduction system for 77 of Example 3.2.1 is in
path format (Example 3.2.6) that bisimilarity is a congruence on the algebra
/A1 of transition systems introduced in Example 3.2.4. Thus, at this point, it is
possible to construct a quotient algebra. Following Definition 2.3.18 (Quotient
algebra), let M; be the quotient algebra A1/« with domain [C(X¥1)]« , con-
stant [0]« and functions S« , a<s, and m¢ . It turns out that this quotient
algebra is a model of theory 77, as defined in Definition 2.3.8; it can even be
shown that this model is ground-complete, as defined in Definition 2.3.23.

Recall that it is our goal to prove that two closed Xi-terms are bisimilar
if and only if they are derivably equal in 77. The attentive reader might see
that this result follows from the soundness and ground-completeness of theory
T1 for model M of the above example. Thus, the following two theorems
formally prove these soundness and ground-completeness results. The proofs
themselves can be skipped on a first reading (or on any reading, for that matter).
They are included for the sake of completeness and to show the interested
reader what is involved in soundness and ground-completeness proofs.

Theorem 3.2.9 (Soundness of 77) Algebra M| of Example 3.2.8 is a model
of theory 77 using the standard interpretation of constant 0 and functions s, a,
and m explained in Definition 2.3.18 (Quotient algebra).

Proof Definition 2.3.8 (Model) implies that for each axiom s = ¢ of
theory 77 it must be shown that M| = s = ¢. Only the proof for Axiom PA2
is given; the proofs for the other axioms are left as Exercise 3.2.7.

Recall the notations concerning quotient algebras introduced in Section
2.3. Let p and g be arbitrary closed Xj-terms. Definition 2.3.6 (Validity)
states that the following equality must be proven: ae ([ple, so ([¢le)) =
so (Ao ([ple, [g]w)). It follows from Definition 2.3.18 (Quotient algebra)
that it therefore must be shown that [a(p, s(¢))]< = [s(a(p, ¢))]« and, thus,
that a(p, s(¢))<s(a(p, q)).

To prove the desired bisimilarity, it suffices to give a bisimulation relation
that contains all the pairs (a(p, s(q)), s(a(p, q))) for arbitrary closed terms p
and g. Let R = {(a(p,s(¢)).s@(p.q)) | p.q € C(TD}U{(p,p) | p €
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C(Ty)}. It needs to be proven that all pairs in R satisfy the transfer condi-
tions of Definition 3.1.10 (Bisimilarity). These conditions trivially hold for all
pairs (p, p) with p a closed X-term. This means that only elements of R
of the form (a(p, s(¢)), s(a(p, q))) with p, g in C(T}) need to be considered.
Assume that (a(p, s(q)), s(a(p, g))) is such an element.

(i) Assume that a(p, s(q)) A r for some r € C(T1). Inspection of the
deduction rules given in Example 3.2.1 and the fact that s(g) 4 q

show that necessarily » = a(p, ¢g). Since also s(a(p, q)) A a(p, q),
the fact that (a(p, g), a(p, q)) € R proves that the first transfer con-
dition is satisfied.

(i) Assume that s(a(p, q)) —1> r for some r € C(T). It easily follows
from the deduction rules of Example 3.2.1 that r = a(p, g). Since

alsoa(p, s(q)) —1> a(p, q) and (a(p, q),a(p, q)) € R, also this trans-
fer condition is satisfied.

(iii)) Assume that a(p, s(g))|. Since s(g) cannot terminate, this yields a
contradiction. Thus, a(p, s(¢q)) cannot terminate, which means that
the third transfer condition is trivially satisfied.

(iv) Since also s(a(p, ¢g)) cannot terminate, also the final transfer condi-
tion is satisfied, completing the proof. -

Based on Proposition 2.3.9 (Soundness) and Definitions 2.3.15 (Equivalence
classes) and 2.3.18 (Quotient algebra), the above theorem has two immediate
corollaries. The second corollary shows that two closed Xj-terms that are
derivably equal in theory 77 are bisimilar.

Corollary 3.2.10 (Soundness) Let s and t be Xi-terms. If 77 - s = ¢, then
M =s=rt.

Corollary 3.2.11 (Soundness) Let p and g be closed Xi-terms. If T} - p =
g, then p<gq.

As mentioned, it can be shown that the model M is ground-complete for
theory 77, and thus that two bisimilar closed X{-terms are derivably equal in
T:. The proof of this completeness result needs two auxiliary properties. The
first one states that a closed X1-term that corresponds to a termination state is
derivably equal to 0. The second one states that a closed Xi-term p that can
make a step towards another closed term ¢ is derivably equal to s(g). These
two results are crucial in the ground-completeness result because they allow a
reduction of the problem to basic X1-terms as defined in Definition 2.2.10.
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Lemma 3.2.12 For any closed X{-term p, pJ implies that 71 - p = 0.

Proof The proof goes via structural induction on p. Assume that p|.

(1) Assume p = 0. Obviously, 77 - p = 0, satisfying the property.

(i) Assume p = s(g) for some ¢ € C(T7). Since under this assumption
not p|, the property follows trivially in this case.

(iii) Assume p = a(q, r) for some g, r € C(T1). From p| and the de-
duction rules in Example 3.2.1, it follows that ¢ and r| . Induction
givesthat T g =0and 71 +r = 0. Hence, 71 - p = a(q,r) =
a(0,0) Al 0, completing the proof in this case.

(iv) Assume p = m(q,r) for some g,r € C(Ty). From p| and the
deduction rules of Example 3.2.1, it follows that (a) g or (b) r|.

(a) Induction gives that 71 = g = 0. Hence, using Exercise 2.2.8
and the conservativity result of Proposition 2.2.17, T} + p =
m(q,r) = m(r,q) = m(r, 0) FA3 0, completing this case.

(b) Induction gives that 71 = r = 0. Hence, 1 + p = m(q,r) =

m(q, 0) s 0, completing also this final case.
U

Lemma 3.2.13 For any closed X;-terms p and p’, p 24 p’ implies that T}
p=s(p).

Proof The proof goes via structural induction on p. Assume that

p—=>rp.

1
(i) Assume p = 0. In this case p -, so the property is satisfied.

(ii) Assume p = s(g) for some g € C(T}). Since s(q) A q, it follows
that p’ = ¢. Hence Ty - p = s(q) = s(p’), proving the property in
this case.

(iii) Assume p = a(q, r) for some ¢, r € C(Ty). From p A p’ and the
deduction rules in Example 3.2.1, it follows that (a) p’ = a(q,r’)
with r = ' or (b) p’ = ¢/ with g - ¢ and r|.

(a) Induction gives that T; = r = s(+’). Hence, T1 - p = a(q,r) =
a(g,s(r")) FA2 s(a(g, r")) = s(p’), completing this case.

(b) Induction gives that Ty + g = s(g’). Furthermore, Lemma 3.2.12

implies that 7; + r = 0. Hence, T} + p = a(q,r) PAI g =

s(¢") = s(p’), completing also this case.
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(iv) Assume p = m(q, r) for some g, r € C(T1). From p A p’ and the
deduction rules of Example 3.2.1, it follows that p’ = a(m(q, '), ¢’)

with ¢ A q' and r .+ Induction yields that T} = ¢ = s(g)

and T - r = s('). Hence, Ty - p = m(q,r) = m(q,s(")) =

a(m(q, '), q) = atm(g,r"),s(¢)) = s@m(g,r),q") = s(p),
completing the proof.

O

Theorem 3.2.14 (Ground-completeness of 71) Theory 7; is a ground-com-
plete axiomatization of the model My, i.e., for any closed X|-terms p and ¢,
M| Ep=gqimpliesT; - p=gq.

Proof Assume that M; = p = ¢. It must be shown that 7 - p = gq.
In Example 2.2.13, it has been shown that each closed X{-term can be written
as a basic Xj-term, as defined in Definition 2.2.10. Thus, assume that p; and
q1 are basic X-terms such that 71 = p = py and T} F g = ¢q;. It follows from
Corollary 3.2.11 that p< p; and g<q;. Since M |= p = g, also p<q. The
fact that bisimilarity is an equivalence implies that pj<>q. Assuming that it
can be shown that 71 - p; = qj, it follows that T} - p = p; = q1 = ¢,
which is the desired result.
The proof that 77 = p; = g1 under the assumption that p; < ¢ is a structural-
induction proof on the structure of p;. Since p; is a basic term, only two cases
need to be considered.

(i) Assume p; = 0. It follows both that Ty - p; = 0 and that p; . Since
P1<2q1, the third transfer condition of Definition 3.1.10 (Bisimilar-
ity) yields that ¢1|. Lemma 3.2.12 yields that 77 F g; = 0. Thus,
T+ p1 = 0 = g1, proving the desired property in this case.

(i) Assume pj = s(r) for some basic Xj-term r. Then, pi —1> r. Lemma
3.2.13 yields that 71 = p; = s(r). Since p;<qi, the first transfer

condition of Definition 3.1.10 (Bisimilarity) yields that g; 4 s for
some s € C(T7) such that r<s. In fact, it follows from the structure
of basic terms that s must be a basic ¥j-term. Induction yields that

Ty + r = s. From ¢ —1> s and Lemma 3.2.13, it follows that 71 +
q1 = s(s). Combining the results obtained so far gives 71 + p; =
s(r) = s(s) = g1, proving the desired property also in this case.
U
The ground-completeness result has an immediate corollary that proves the
claim that two bisimilar closed X1-terms are derivably equal in 77.
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Corollary 3.2.15 (Ground-completeness) Let p and g be closed X;-terms.
If peg,thenT) - p =gq.

Consider again equational theory 7 of Example 2.2.5. In Example 2.2.15,
this theory has been extended with an extra binary function symbol e, yielding
theory 7». It has already been shown that this extension does not influence
what equalities between closed terms can be derived from the original the-
ory T7 (Proposition 2.2.17 (Conservative extension)). In the context of the
current section, which gives an operational semantics of 77 in terms of transi-
tion systems, it is interesting to investigate to what extent the soundness and
ground-completeness results for 7 can be used to obtain similar results for the
extended theory 7>, hopefully reducing the amount of work needed to obtain a
ground-complete model for 7>.

In Definitions 2.2.16 and 2.2.19, a notion of equational conservativity is
introduced. A similar notion can be defined for deduction systems, and it
turns out that such an operational conservativity notion is useful in obtain-
ing soundness and ground-completeness results for theories extending some
other theory. Note that a deduction system can be extended by extending the
signature and/or the deduction rules in question, but also by extending the set
of labels that are used in the transitions. Furthermore, observe from Defini-
tion 3.2.3 (Transition-system space induced by a deduction system) that only
transitions between closed terms over the signature of a deduction system are
of interest. Hence, it is not necessary to distinguish two notions of extension
and conservativity as in the equational context. Informally, a deduction sys-
tem conservatively extends another deduction system if and only if it does not
add any transitions or terminations with respect to closed terms of the original
system compared to those already present in that original system.

Definition 3.2.16 (Operational conservative extension) Let D; = (X, R;)
over a set of labels L and D, = (25, Ry) over a set of labels L, be deduction
systems as defined in Definition 3.2.2. Deduction system D is an operational
conservative extension of system Dy if and only if

(i) X, contains X1, R contains R and L, contains L1, and

(ii) a transition p 5 g or termination p|,, with p a closed X-term, a €
L> and g a closed X;-term, is in the transition-system space induced
by D exactly when it is in the transition-system space induced by D;
(see Definition 3.2.3). This implies that if p is a X-term and p 5 q,
then necessarily a € L1 and ¢q is a X-term.

In order to distinguish the notions of conservative extension for equational
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theories and deduction systems, a conservative extension of equational theories
is sometimes called an equational conservative extension.

The notion of an operational conservative extension can be used in ground-
completeness proofs for equational theories extending some base theory. The
conditions of the definition can be weakened in two ways, still achieving these
results, but the present definition suffices for most of the applications that are
considered in this book. First of all, it is not needed that all transitions are
preserved exactly, but only that the resulting transition systems are bisimilar
(since the results are used to establish facts about bisimulation models), and
secondly, in some restricted circumstances it can be allowed to add new tran-
sitions for some old terms.

Under certain assumptions it is possible to prove operational conservativity
in a straightforward way, as shown by the theorem given below. The theorem
uses the following notion of source-dependency. Informally, the meaning of
source-dependency can be explained as follows. The conclusion of a rule in a
deduction system defines a transition of its source term. The rule is said to be
source-dependent when all the variables in the rule originate from the source
of the conclusion.

Definition 3.2.17 (Source-dependency) Let (X, R) be a deduction system. It
is defined inductively when a variable in a rule in R is source-dependent:

(1) all variables in the source of the conclusion are source-dependent;
@) if s S tisa premise of a rule, and all variables in s are source-
dependent, then all variables in ¢ are source-dependent.

If all variables in a rule are source-dependent, then the rule is said to be source-
dependent.

Example 3.2.18 (Source-dependency) Consider the deduction system given
in Example 3.2.1. Any of the rules with a termination as its conclusion is
source-dependent based on item (i) of the above definition. The rule for s is
source-dependent because the target of the conclusion contains only variable
x which is introduced in the source. The first rule for the a function symbol
is source-dependent because variables x and y are introduced in the source of
the conclusion, implying that they are source-dependent, and variable y’ is the
target of a premise with only the source-dependent variable y in its source,
implying that also y’ is source-dependent. Similar reasoning shows that also
the other two rules in the deduction system are source-dependent.
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As an example of a rule which is not source-dependent, consider the rule
xJ /0]. The variable x appearing in the premise is not source-dependent, as
it does not appear in the (source of the) conclusion.

The following theorem is given without proof. The interested reader can
find a proof in (Verhoef, 1994).

Theorem 3.2.19 (Operational conservativity) Let D; = (X1, Ry) and Dy =
(22, R») be deduction systems such that ¥, contains X1 and R; contains Rj.
Deduction system Dj is an operational conservative extension of system Dy if

(i) all rules in R are source-dependent, and

(ii) for each added rule r € R>\Rj, either the source of the conclusion
is not a Xi-term, or the rule has a premise of the form s 5t with
s a Xq-term such that all variables of s occur in the source of the
conclusion and either label @ is new or ¢ is not a X{-term.

The second clause in this definition ensures that each new rule is ‘fresh’,
i.e., cannot be applied to old terms. This means that new transitions cannot be
added to old terms. When this is done in Chapter 9, Section 9.6, nevertheless,
the present theory cannot be used any longer.

Example 3.2.20 (Operational conservativity) Consider theory 7, of Exam-
ple 2.2.15. Tt is possible to provide an operational semantics for this theory by
extending the deduction system for 77 given in Example 3.2.1 with deduction
rules for the e function symbol. For any ¥,-terms x, x’, y, ¥/, and z,

1 1 1
x—>xy—=>y.ex,y) >z

1

e(x,y) — a(m(e(x, y'), x), z)

and
1
xl,y—y A
vt 7 —
e(x,y| e(x,y)—>0
In particular the first rule might be difficult to understand. It can be clari-

fied by a comparison to the algebra of natural numbers (N, 4, X, exp, succ, 0),
which is an extension of the algebra of Example 2.3.3 with the exponentia-
tion function exp. (Note that it is straightforward to show that this algebra is
a model of theory T3; see Exercise 2.3.3.) Assume that for any n,m € N,
exp(n, m) is written n"; further assume that multiplication is not explicitly
written. In terms of the algebra of natural numbers, the first rule above could
be formulated as follows: if n = 1 +n',m = 1 +m’, and n™ = 1 + [, then
n™ = 1+m"'n' +1),forl,n,n’,m,m’ € N. The following simple calculation
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shows that this is correct: n = n!*" = nn™ = (14+n 0™ =™ +n'n" =
1+1+nn™ =14 @™ n’ +1). Note that the second and third rule can be in-
terpreted in a similar way: if n = Oand m = 1+m’ (i.e., m # 0), then ™ =0,
andif m = 0,then n™ =140 =1 (n, m, m’ € N). (At this point, it may be
interesting to have another look at the deduction rules in Example 3.2.1.)

The rules given in this example extend the deduction system given in Exam-
ple 3.2.1. Since all the deduction rules of Example 3.2.1 are source-dependent
(see Example 3.2.18) and since the source of the conclusion in all the extra
rules concerns the new function symbol e, it follows in a straightforward way
from Theorem 3.2.19 (Operational conservativity) that the extended deduction
system is an operational conservative extension of the deduction system of
Example 3.2.1.

There are close connections between extensions of deduction systems and
extensions of equational theories. Theorem 3.2.21 (Conservativity) formalizes
this relation and Theorem 3.2.26 (Ground-completeness) given below builds
on this result. The two theorems are used several times in the remainder of this
book.

The following theorem establishes conditions under which structural op-
erational semantics can be used to determine that one equational theory is a
conservative ground-extension of another one.

Theorem 3.2.21 (Conservativity) Let D; = (X, Ry) and Dy = (X7, R2)
be deduction systems. Let 77 = (X1, E1) and T, = (X2, E») be equa-
tional theories over the same signatures with E; a subset of E>. Then 73 is
an equational conservative ground-extension of 77 if the following conditions
are satisfied:

(i) Dj is an operational conservative extension of D1,
(i) Tp is a ground-complete axiomatization of the bisimulation model
induced by D1, and
(iii) 7» is a sound axiomatization of the bisimulation model induced by
D;.

Example 3.2.22 (Conservativity) It is interesting to see how this theorem can
be applied to the two example theories 77 and 7>. The aim is to show that 77 is
a conservative ground-extension of 77, as defined in Definition 2.2.19. In Ex-
amples 3.2.1 and 3.2.20, two deduction systems for 77 and 7> have been given.
Example 3.2.20 furthermore has shown that the deduction system for 73 is an
operational conservative extension of the deduction system for 77. Theorems
3.2.9 and 3.2.14 show that 77 is a sound and ground-complete axiomatization
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of the algebra of transition systems induced by the term deduction system for
T1. Thus, only the third condition in the above theorem needs to be satisfied in
order to prove that 7> is an equational conservative extension of 77.

Example 3.2.23 (Model) Consider again theory 7> of Example 2.2.15 and its
deduction system of Examples 3.2.1 and 3.2.20. It is not difficult to verify
that this system is in path format, as defined in Definition 3.2.5. Thus, Theo-
rem 3.2.7 (Congruence theorem) implies that bisimilarity is a congruence on
the induced algebra of transition systems. This result, in turn, means that the
quotient algebra modulo bisimilarity is well-defined. Let M» be this quotient
algebra. It turns out that this algebra is a model of 7.

Theorem 3.2.24 (Soundness of 75) Algebra IM; of the previous example is a
model of theory 75 using the standard interpretation of constant 0 and functions
s, a, m, and e explained in Definition 2.3.18 (Quotient algebra).

Proof According to Definition 2.3.8 (Model), it must be shown that,
for each axiom s = ¢t of T», My = s = t. The proof for the axioms already
present in 77 carries over directly from the proof of Theorem 3.2.9 (Soundness
of T1) and Exercise 3.2.7. The proof for Axioms PA5 and PA6 that are new in
T, is based on the following two bisimulation relations:

{(e(p,0),5(0)) | p € C(T2)} U{(0,0)}

and

{(e(p.s(g)). m(e(p.q), p)) | p.q € C(T}U{(p. p) | p € C(T2)}.

The proof that these two relations are indeed bisimulation relations as defined
in Definition 3.1.10 is left as Exercise 3.2.8. U

Combining Theorem 3.2.24 with the observations made in Example 3.2.22
implies that all three conditions of Theorem 3.2.21 (Conservativity) are satis-
fied. Thus, the following proposition, which is a restatement of Proposition
2.2.17, follows immediately.

Proposition 3.2.25 (Conservativity) Theory 7> of Table 2.2 is an equational
conservative ground-extension of theory 7' of Table 2.1.

When the extension is of a particular kind, namely when newly introduced
syntax can be eliminated from closed terms, then ground-completeness of the
extended theory can be established incrementally. This is formulated in the
following theorem.
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Theorem 3.2.26 (Ground-completeness) Assume that D; = (X, Ry) and
Dy = (X2, Ry) are deduction systems. Let 71 = (X1, E1) and T» = (X2, E3)
be equational theories over the same signatures with E| a subset of E>. Then
T, is a ground-complete axiomatization of the model induced by D, if in
addition to the conditions of Theorem 3.2.21 (Conservativity) the following
condition is satisfied:

(iv) theory T» has the elimination property with respect to 71, i.e., for each
closed X;-term p, there is a closed Xq-term g such that 7, - p = g.

Let us return one more time to the running example of theories 7 of Table
2.1 and T of Table 2.2. It has already been argued that these two theories
with their deduction systems satisfy the conditions of Theorem 3.2.21 (Con-
servativity). Proposition 2.2.20 (Elimination) implies that theory 7> has the
elimination property with respect to 77. Thus, the following completeness re-
sult follows immediately from the above theorem.

Theorem 3.2.27 (Ground-completeness of 75) Theory 7> is a ground-com-
plete axiomatization of model My, i.e., for any closed ¥,-terms p and ¢,
My Ep=gqimpliesT, - p=gq.

It goes without saying that a completeness result based on Theorem 3.2.26
(Ground-completeness), such as the one given for Theorem 3.2.27 (Ground-
completeness of 75), for example, is preferable over a completeness result
from scratch. Thus, the results given in this section motivate a modular setup
of equational theories, starting from some minimal theory and subsequently
defining interesting extensions.

Exercises
3.2.1  Add to the deduction system given in Example 3.2.1 the rule
p A 0
s Lo
Show that s(a(0, 0))<s(0) but s(s(a(0, 0))) <4 s(s(0)). Thus, bisim-

ilarity is not a congruence. Note that the added rule violates the first
clause in the definition of the path format.

3.2.2  Add to the deduction system given in Example 3.2.1 the axiom

m(x, x) ik> 0.
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Show that a(0, 0)<0 but m(a(0, 0), 0) <4 m(0, 0). Thus, bisimilarity
is not a congruence. Note that the added rule violates the second
clause in the definition of the path format.

Add to the deduction system given in Example 3.2.1 the axiom

a(x,a(y, ) ik) 0.

Show that a(0, 0) <0 but a(0, a(0, 0))<4 a(0, 0). Thus, bisimilarity is
not a congruence. Note that the added rule violates the second clause
in the definition of the path format.
Add to the deduction system given in Example 3.2.1 the rule
1 1
pP—>X,q—>X
a(p.q) %0

Show that s(a(0, 0))<>s(0) but a(s(0), s(a(0, 0))) <4 a(s(0), s(0)).
Thus, bisimilarity is not a congruence. Note that the added rule vio-
lates the third clause in the definition of the path format.

Add to the deduction system given in Example 3.2.1 the rule

x5y
m(x,y)ik>0

Show that s(a(0, 0))<s(0) but m(s(a(0, 0)), 0) <4 m(s(0), 0). Thus,
bisimilarity is not a congruence. Note that the added rule violates the
third clause in the definition of the path format.

Add to the term deduction system with as only rule x| / 0] a new
constant 1. Show that this extension is not operationally conservative.
Complete the proof of Theorem 3.2.9 (Soundness of T7) by proving
the validity of Axioms PA1, PA3, and PA4.

Complete the proof of Theorem 3.2.24 (Soundness of 7>) by showing
that the two relations given for Axioms PAS and PA6 are bisimulation
relations as defined in Definition 3.1.10.

3.3 Bibliographical remarks

In the literature, the term transition system is used in two different meanings:
the meaning that is given here, and in the meaning of a transition-system space.
The notion of a transition system is closely related to an automaton in language
theory (see e.g. (Linz, 2001)), the notion of a synchronization tree in CCS (see
e.g. (Milner, 1980)), or the notion of a process graph (see e.g. (Bergstra &
Klop, 1985)). The notion of bisimulation as given here is from (Park, 1981),
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and is closely related to the notion of strong equivalence from CCS (Hen-
nessy & Milner, 1980). For more information on a game characterization of
bisimulation, see (Oguztuzun, 1989). For further information on comparative
concurrency semantics, see (Van Glabbeek, 1990).

The notion of choice as given in transition systems will, as becomes more
clear further on, be subject to influence from outside, from the environment.
Non-deterministic choice is a means to show a choice that cannot be influ-
enced. Some theories, like CSP (Hoare, 1985), have two different constructs
for the two types of choice.

This chapter gives an introduction to the theory of structural operational
semantics (often abbreviated to SOS). This theory finds its origins in the article
(Plotkin, 1981), later reprinted in the special issue (Aceto & Fokkink, 2004),
where a lot more information on SOS theory can be found. A good overview
of SOS theory is (Aceto et al., 2001). The path format was introduced in
(Baeten & Verhoef, 1993). The material on conservative extensions originates
in (Verhoef, 1994). For some recent developments in this area, see (Mousavi
etal.,2007).
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Basic process theory

4.1 Introduction

Chapter 3 has introduced the notion of transition systems both as an abstract
operational model of reactive systems and as a means to give operational se-
mantics to equational theories. The latter has been illustrated by giving an
operational interpretation of the equational theory of natural numbers. The
aim of this book, however, is to develop equational theories for reasoning about
reactive systems. This chapter provides the first simple examples of such theo-
ries. Not surprisingly, the semantics of these theories is defined in terms of the
operational framework of the previous chapter. For clarity, equational theories
tailored towards reasoning about reactive systems are referred to as process
theories. The objects being described by a process theory are referred to as
processes. The next two sections introduce a minimal process theory with
its semantics. This minimal theory is mainly illustrative from a conceptual
point of view. Sections 4.4 and 4.5 provide some elementary extensions of the
minimal theory, to illustrate the issues involved in extending process theories.
Incremental development of process theories is crucial in tailoring a process
theory to the specifics of a given design or analysis problem. The resulting
framework is flexible and it allows designers to include precisely those aspects
in a process theory that are relevant and useful for the problem at hand. Incre-
mental design also simplifies many of the proofs needed for the development
of a rich process theory. The remainder of this book builds upon the simple
theory introduced in Sections 4.2 through 4.4. Sections 4.5 and 4.6 present
extensions of this basic process theory that provide a basis for the next chap-
ter on recursion. Recursion is essential in any practically useful theory. The
final section of this chapter puts everything into the perspective of the relevant
literature, and provides pointers for further reading.

67
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4.2 The process theory MPT

This chapter starts from a very simple process theory MPT(A), where MPT is
an abbreviation for Minimal Process Theory and where A is a set of actions
(sometimes also referred to as atomic actions). The set of actions is a parameter
of the theory. The idea is that terms over the signature of theory MPT(A)
specify processes. The signature has one constant, one binary function, and a
set of unary functions. Note that it is common practice to refer to functions in
the signature of a process theory as operators.

(i) The constant in the signature of MPT(A) is the constant 0, denoting
inaction. Process 0 cannot execute any action; in other words, 0 can
only deadlock.

(ii) The signature also has a binary operator +, denoting alternative com-
position or choice. If x and y are terms over the signature of MPT(A),
the process corresponding to term x + y behaves either as x or as y,
but not as both. A choice is resolved upon execution of the first ac-
tion. The inaction constant 0 is the identity element (also called unit
element or neutral element) of alternative composition.

(iii) Finally, the signature of theory MPT(A) has, for each actiona € A, a
unary operator a._, denoting action prefix. If x is a term, the process
corresponding to a.x executes action a and then proceeds as x. Sub-
stituting the inaction constant O for x yields the basic process .0 that
can execute an a and then deadlocks.

From these descriptions, it is already clear that the theory MPT(A) allows for
the specification of simple sequential processes with branching behavior. The
latter is obtained via the choice operator. It remains to give the axioms of the
equational theory MPT(A). The process theory is axiomatized by four axioms,
namely Al, A2, A3, and A6, given in Table 4.1. The naming is not consecutive
for historical reasons (see (Baeten & Weijland, 1990)). The table adheres to
the format introduced in Section 2.2. Notation (a._),c4 in the signature of
theory MPT(A) means that MPT(A) has a function a._ for every a € A.

Axioms Al, A2, and A3 express properties of alternative composition. The
fact that a choice between x and y is the same as a choice between y and x
is reflected by Axiom Al. Axiom A2 expresses that a choice between x and
choosing between y and z is the same as a choice between choosing between x
and y, and z. In both cases, a choice is made between three alternatives. If one
has to choose between two identical alternatives, this is the same as not choos-
ing at all; this is expressed by Axiom A3. The three properties of alternative
composition reflected by Axioms A1, A2, and A3, are often referred to as com-
mutativity, associativity, and idempotency, respectively. Axiom A6 expresses
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__MPT(A)

constant: 0; unary: (a.)qeA; binary: _ + _;

X, ¥, 25
x+y=y+x Al
xty+z=x+G+2 A2
X+x=x A3
x+0=x A6

Table 4.1. The process theory MPT(A).

that in the context of a choice deadlock is avoided as long as possible. It is not
allowed to choose for inaction if there is still an alternative. Stated mathemat-
ically, the inaction constant is an identity element for alternative composition.

To improve readability, terms over the signature of some process theory T
are simply referred to as T-terms. Furthermore, binding priorities are intro-
duced. Action-prefix operators always bind stronger than other operators; the
binary + always binds weaker than other operators. Hence, the term a.x + y,
with x and y arbitrary MPT(A)-terms and a an action in A, is in fact the term
(a.x) + y; similarly, a.a.x + a.y represents (a.(a.x)) + (a.y).

Using the axioms of the theory MPT(A) and the rules of equational logic
presented in Chapter 2, equalities between process terms can be derived.

Example 4.2.1 (Proofs in a process theory) The following derivation is a
compact proof of the equality a.x 4+ (b.y 4+ a.x) = a.x + b.y, where a and b
are actions in A and x and y are arbitrary MPT(A)-terms:

MPT(A)F a.x + (b.y+a.x) =a.x+ (a.x +b.y)
=(ax+ax)+by=ax+b.y.

The above example shows how a process theory can be used to reason about
the equivalence of processes. This is one of the main objectives of a process
theory. Another major objective of a process theory is that it serves as a means
to specify processes.

Example 4.2.2 (The lady or the tiger?) Recall Example 3.1.9 from the pre-
vious chapter, describing a situation where a prisoner is confronted with two
closed doors, one hiding a dangerous tiger and the other hiding a beautiful
lady. The described situation can be modeled by a process term using the three
actions introduced in Example 3.1.9, namely the term

open.eat.Q + open.marry.0. “4.2.1)

This term describes that after opening a door the prisoner is confronted with
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either the tiger or the lady. He does not have a choice; in fact, the choice is
made as soon as he chooses a door to open, which is the desired situation. In
the previous chapter, such a choice was called a non-deterministic choice.

In Example 3.1.9, the described situation has been captured in the leftmost
transition system of Figure 3.3. Term (4.2.1) corresponds to this transition
system, except for the termination behavior. In Example 3.1.9, a distinc-
tion was made between successful and unsuccessful termination, expressed
through a terminating state and a deadlock state, respectively. The process
theory MPT(A) does not have the possibility to distinguish between these two
kinds of termination behavior. Termination is specified by the inaction con-
stant 0. In the next section, where a model of MPT(A) is given, it becomes
clear that O corresponds to unsuccessful termination. In Section 4.4, theory
MPT(A) is extended with a new constant that allows the specification of suc-
cessful termination.

In Example 3.1.9, a second transition system is discussed, namely the right-
most transition system of Figure 3.3. Except for the termination behavior, also
this transition system can be specified as an MPT(A)-term:

open.(eat.0 + marry.0). “4.2.2)

For the same reasons as those given in Example 3.1.9, terms (4.2.1) and
(4.2.2) describe different situations. Thus, it is desirable that the two terms are
not derivably equal.

Generalizing the last observation in the above example means that terms of
the form a.(x +y) and a.x +a.y, where a is an action and x and y are arbitrary
but different terms, should not be derivably equal (unless x and y are derivably
equal). It turns out that the general equality a.(x + y) = a.x + a.y is indeed
not derivable from theory MPT(A) (see Exercise 4.3.7). In other words, action
prefix does not distribute over alternative composition.

In term a.x 4 a.y, the choice between the eventual execution of x or y is
made upon the execution of @, whereas in a.(x+ ) this choice is made after the
execution of a. In the terminology of Section 3.1, the two terms specify pro-
cesses with different branching structure. Thus, (at least some) processes with
different branching structure cannot be proven equal in theory MPT(A). In
the next section, a model of MPT(A) is given in terms of the semantic domain
introduced in the previous chapter. It turns out that derivability in MPT(A)
coincides with bisimilarity in the semantic domain.

In Section 3.1, it has already been mentioned that it is not always necessary
to distinguish between processes that only differ in branching structure. In the
semantic domain, this translates to choosing another equivalence on transition
systems. In the framework of the process theory MPT(A), it is possible to add
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the distributivity of action prefix over choice as an axiom to the theory. In gen-
eral, one has to design a process theory in such a way that derivability in the
theory coincides with the desired semantic equivalence. In Chapter 3, bisim-
ilarity has been chosen as the basic semantic equivalence. As a consequence,
distributivity of action prefix over choice is not included as an axiom in theory
MPT(A). Note that this conforms to the goal of this section that aims at de-
veloping a minimal process theory. By omitting distributivity of action prefix
over choice from the minimal theory MPT(A), the freedom of adding it when
necessary or desirable is retained. Of course, doing so has consequences for
the semantic domain in the sense that a different equivalence on transition sys-
tems is needed in order to construct a model of the extended theory. Chapter
12 investigates a number of interesting axioms that lead to different semantic
equivalences when they are included in a process theory.

Exercises

4.2.1 Prove that the three axioms A1, A2, and A3 of MPT(A) are equivalent
to the following two axioms:

x+y+z=0+2)+x A2
X+x=x A3
(with x, y, z MPT(A)-terms).
(Hint: first show that commutativity (A1) is derivable from A2’ and
A3)
4.2.2  Prove that the three axioms A1, A2, and A3 of MPT(A) are equivalent
to the following two axioms:

x+yY+z=y+@@+x) A2"
X+x=x A3

(with x, y, z MPT(A)-terms).
(Hint: as in the previous exercise, show commutativity first. Use this
several times in order to show associativity.)

423  For any (open) MPT(A)-terms x and y, define x < y if and only if
MPT(A) F x +y = y; if x < y, it is said that x is a summand
of y. The idea is that summand x describes a (not necessarily strict)
subset of the alternatives of term y, and can thus be added to y without
essentially changing the process.

(a) Prove that x <y, for terms x and y, if and only if there is a term z
such that MPT(A) - x +z = y.
(b) Prove that < is a partial ordering, i.e., that
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1. <isreflexive (for all terms x, x < x),

2. < is anti-symmetric (for all x,y, x < y and y < x implies
MPT(A) - x = y),

3. <istransitive (for all x, y, z, x < y and y < z implies x < z).

(c) Give an example of two closed MPT(A)-terms p and ¢ such that
not p < g andnotg < p.

(d) Prove that for any terms x, y, z, x < y impliesx +z <y + z.

(e) Give an example of two closed MPT(A)-terms p and ¢ such that
p <gbutnota.p <a.q (witha € A).

4.3 The term model

In the previous section, the process theory MPT(A), with A a set of actions,
has been introduced. This section presents a model of this equational theory,
following the concepts explained in Section 2.3. The model is built using the
semantic framework of Chapter 3.

The starting point of the construction of this model is a so-called ferm al-
gebra. The term algebra for the theory MPT(A) has as its universe the set of
all closed MPT(A)-terms. The constants and functions of the term algebra are
the constants and functions of MPT(A). The identity on the domain of the al-
gebra is the syntactical equivalence of terms (denoted =; see Definition 2.2.3
(Terms)). The term algebra itself is not a model of MPT(A). The reason is that
syntactical equivalence of terms does not coincide with derivability as defined
by the axioms of MPT(A). The term algebra can be turned into a model by
transforming its domain, the closed MPT(A)-terms, into a transition-system
space, as defined in Definition 3.1.1. As a consequence, bisimilarity, as de-
fined in Definition 3.1.10, becomes an equivalence relation on closed MPT(A)-
terms. As already suggested before, it turns out that bisimilarity is a suitable
equivalence that matches derivability in MPT(A). It is shown that bisimilarity
is a congruence on the term algebra. The term algebra modulo bisimilarity is
shown to be a model of MPT(A), referred to as the term model. Finally, it is
shown that the process theory MPT(A) is a ground-complete axiomatization
of the term model.

The remainder often uses the notation C(7') to denote the set of closed terms
over the signature of a process theory 7. (Note that this slightly generalizes
the notation for closed terms introduced in Definition 2.2.3 (Terms).)

Definition 4.3.1 (Term algebra) The algebra P(MPT(A)) = (C(MPT(A)),
4+, (@._)ae4, 0) is called the term algebra for theory MPT(A). Recall from



4.3 The term model 73

Definition 2.2.3 (Terms) that syntactical equivalence, =, is the identity on the
domain C(MPT(A)) of this algebra.

The term algebra is not a model of the process theory MPT(A), assum-
ing the identity function as the interpretation of the signature of MPT(A) into
P(MPT(A)). The term algebra does not capture the equalities defined by
the axioms of MPT(A). This can be easily seen as follows. Consider the
equality a.0 + a.0 = a.0, with a € A. Clearly, because of Axiom A3,
MPT(A) F a.0 + a.0 = a.0; however, a.0 + a.0 # a.0. According to Defini-
tion 2.3.6 (Validity), this means that Axiom A3 is not valid in the term algebra
P(MPT(A)). As a direct consequence, the term algebra is not a model of
MPT(A) (see Definition 2.3.8 (Model)).

The second step in the construction of a model of the theory MPT(A) is
to turn the set of process terms C(MPT(A)) into a transition-system space as
defined in Definition 3.1.1. The sets of states and labels are the sets of closed
terms C(MPT(A)) and actions A, respectively. A direct consequence of this
choice is that closed MPT(A)-terms are turned into transition systems. The
termination predicate _|, and the (ternary) transition relation - — _ are defined
through a term deduction system. Recall that deduction systems are discussed
in Section 3.2. The transition relation is constructed from a family of binary
transition relations _ —> _ for each atomic action a € A. If p and p’ are closed
terms in C(MPT(A)), intuitively, p 4 p’ holds if and only if p can execute
an action a and thereby transforms into p’. The deduction system defining
the termination predicate and the transition relation is given in Table 4.2. The
tabular presentation of the deduction system is similar to the presentation of
equational theories as outlined in Chapter 2. The term deduction system corre-
sponding to an equational theory T is referred to as TDS(T). The first entry of
Table 4.2 gives the signature of the term deduction system. The second entry
contains the deduction rules. The termination predicate and the ternary tran-
sition relation of the transition-system space under construction are defined as
the smallest set and relation satisfying these deduction rules, as explained in
Definition 3.2.3 (Transition-system space induced by a deduction system).

The first deduction rule (which actually has an empty set of premises and
is therefore also called an axiom, as explained in Section 3.2) states that any
process term a.p, with a an action and p another process term, can execute
the atomic action a and thereby transforms into process term p. The other two
deduction rules explain that a process term p + g can execute either an action
from p or an action from g. As a consequence, the alternative disappears
and can no longer be executed. Since the term deduction system for theory
MPT(A) does not have any rules for termination, the termination predicate
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__TDS(MPT(A))
constant: 0; unary: (a._)gcA; binary: _+ _;
x, Xy v
x5 x Ly
ax 5 x _— Y ay
x+y—x x+y—y

Table 4.2. Term deduction system for MPT(A) (witha € A).

becomes the empty set. This means that successful termination is not possible,
which corresponds to the intuitive explanations given earlier.

Example 4.3.2 (Transition systems for closed MPT(A)-terms) As an exam-
ple, Figure 4.1 shows the transition systems induced by the process terms a.b.0
and a.b.0+a.(b.0+b.0). Note that the two terms are derivably equal, whereas
the two transition systems are obviously not the same. However, it is straight-
forward to show that the two transition systems are bisimilar (see Section 3.1).
Notice that any transition system induced by a closed MPT(A)-term is a regular
transition system (see Definition 3.1.15), that does not contain any cycles (i.e.,
from any state, that state is not reachable by a non-empty sequence of steps).
The fact that closed MPT(A)-terms correspond to regular transition systems is
an immediate consequence of Theorem 5.8.2 proven in Section 5.8. The fact
that these transition systems cannot contain cycles follows from Theorem 4.5.4
proven later in this chapter.

a
QD
b

Fig. 4.1. Transition systems a.b.0 and a.b.0 + a.(b.0 + b.0).

At this point, the term algebra P(MPT(A)) of Definition 4.3.1 has been
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turned into a transition-system space. In the remainder, a term algebra such
as P(MPT(A)) is also referred to as an algebra of transition systems. This
implicitly assumes that the term algebra is accompanied by a term deduction
system defining a transition-system space. It is always clear from the context
which term deduction system is meant.

A consequence of the fact that term algebra P(MPT(A)) has been turned
into a transition-system space is that bisimilarity is inherited as an equivalence
relation on closed terms. It has already been suggested a number of times that
derivability in MPT(A) captures the same notion of equivalence as bisimilar-
ity. At this point, it is possible to be more precise. It can be shown that two
closed terms are derivably equal if and only if the induced transition systems
are bisimilar. Let us examine the relation between bisimilarity and derivability
in some more detail.

Recall the context rule from Definition 2.2.8 (Derivability). This rule plays
a crucial role in equational derivations. It implies that terms can be replaced
by derivably equal terms in arbitrary contexts. If bisimilarity and derivability
are supposed to be the ‘same’ notion of equivalence, the context rule from
equational logic must in some sense also be valid for bisimilarity. It turns out
that the notion of a congruence relation, as defined in Definition 2.3.16, is the
desired equivalent of the context rule.

Theorem 4.3.3 (Congruence) Bisimilarity is a congruence on the algebra of
transition systems P(MPT(A)).

Proof Using Theorem 3.2.7 (Congruence theorem), the proof is trivial
because it is easy to see that the deduction system of Table 4.2 is in path format,
as defined in Definition 3.2.5.

Unfortunately, deduction systems are not always in path format, which
means that it sometimes may be necessary to prove a congruence result di-
rectly from the definition of a congruence relation, namely Definition 2.3.16.
To illustrate such a proof, it is given here as well. Definition 2.3.16 states two
requirements on a relation, bisimilarity in this case. The first requirement is
that bisimilarity is an equivalence. From Theorem 3.1.13, it is already known
that bisimilarity is an equivalence. Thus, in order to prove that bisimilarity is
a congruence on P(MPT(A)), it suffices to show that for each n-ary (n > 1)
function f of P(MPT(A)) and for all py,..., pn,q1,...,q, € CIMPT(A)),
pP1<q1, -+ -, pn<exqn implies that f(p1, ..., po)ef(q1, ..., qn).

Consider the binary function +. Assume that pj<¢g; and pr<¢>, with
P1, P2, 4q1,q2 € CAIMPT(A)). By definition, this means that there exist bisim-
ulation relations R and R; such that (p1, g1) € Ry and (p2, ¢2) € R». Define
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relation R as follows: R = Ry U Ry U {(p1 + p2,q1 + q2)}. It can be shown
that relation R is a bisimulation relation. It needs to be shown that R satisfies
for each pair of process terms in the relation the transfer conditions of Defini-
tion 3.1.10 (Bisimilarity). The pairs of process terms in R that are elements
of Ry or R, obviously satisfy the transfer conditions because R and R; are
bisimulation relations that satisfy those conditions. Thus, it remains to prove
that the pair of process terms (p1 + p2, g1 + ¢2) satisfies the transfer condi-
tions. Only condition (i) is proven; condition (ii) follows from the symmetry in
Definition 3.1.10 (Bisimilarity). Since terms in C(MPT(A)) cannot terminate
successfully, transfer conditions (iii) and (iv) are trivially satisfied.

(i) Suppose that p1 + p2 4 p’ forsomea € A and p’ € COIMPT(A)). It
must be shown that there is a ¢' € C(MPT(A)) such that g; + ¢ 5
g’ and (p’, q’) € R. Inspection of the deduction rules in Table 4.2
reveals that p1 + p» 5 p’ must follow from the fact that p; 5 p’ or
D2 5 p’. In the first case, the fact that R; is a bisimulation relation
that relates the terms p; and gq; yields the existence of a term ¢’ €
C(MPT(A)) such that g1 — ¢’ and (p/, ¢') € Ry; in the second case,
for similar reasons, ¢» —> ¢’ for some ¢’ such that (p’,q’) € R».
Thus, in both cases, g1 + ¢2 5 q' for some ¢’ € C(MPT(A)) such
that (p’, ¢’) € R.

The proof that bisimilarity is a congruence with respect to the action-prefix
operators is left as an exercise (Exercise 4.3.3). O

The above theorem implies that bisimilarity on closed terms respects the
rules of equational logic. It provides the basis for the definition of the term
model of the process theory MPT(A) of the previous section. The term model
is in fact a quotient algebra, namely the term algebra modulo bisimilarity (see
Definition 2.3.18 (Quotient algebra)).

Definition 4.3.4 (Term model) The term model of process theory MPT(A) is
the quotient algebra P(MPT(A)),«, where P(MPT(A)) is the term algebra
defined in Definition 4.3.1.

The elements of the universe of the algebra P(MPT(A)),« are called pro-
cesses. In the term model, a process is an equivalence class of closed terms
under bisimilarity. It can be shown that there is a strong correspondence be-
tween bisimilarity and the equalities that can be obtained from the equations of
the process theory MPT(A): (1) any two derivably equal MPT(A)-terms fall
into the same equivalence class when interpreted in the term model, and (2) any
two closed MPT(A)-terms that are bisimilar are also derivably equal. In Chap-
ter 2, the first notion has been introduced as soundness (see Definition 2.3.8
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(Model)), whereas the second property has been called ground-completeness
(Definition 2.3.23). In order to prove soundness and ground-completeness of
MPT(A) for the term model, an interpretation of constants and functions of
MPT(A) into those of the term model is needed. The construction of the model
allows a very straightforward interpretation. The constant 0 is mapped onto the
equivalence class [0] « , whereas each of the operators is mapped onto the cor-
responding function in P(MPT(A)),« following Definition 2.3.18 (Quotient
algebra). In the remainder, it is always assumed that this standard interpreta-
tion is used; thus, it is omitted in the various notations whenever possible.

Theorem 4.3.5 (Soundness) The process theory MPT(A) is a sound axioma-
tization of the algebra P(MPT(A)), < ,i.e., P(MPT(A)),« = MPT(A).

Proof According to Definition 2.3.8 (Model), it must be shown that,
for each axiom s = t of MPT(A), P(MPT(A)),« = s = t. Below, the proof
is given for Axiom A6; the proofs for the other axioms are left as an exercise
(Exercise 4.3.4).

Recall the notations concerning quotient algebras introduced in Section 2.3.
Let p be a closed term in C(MPT(A)). It follows from Definition 2.3.6 (Va-
lidity) that it must be shown that [p]w +« [0]« = [pl« . Definition 2.3.18
(Quotient algebra) implies that it must be shown that [p + 0]« = [pl« and,
thus, that p + O< p.

It suffices to give a bisimulation relation on process terms that contains
all the pairs (p + 0, p) for closed MPT(A)-term p. Let R = {(p + 0, p) |
p € CIMPT(A)} U {(p, p) | p € CIMPT(A))}. It must be shown that all
elements of R satisfy the transfer conditions of Definition 3.1.10 (Bisimilarity).
The transfer conditions trivially hold for all pairs (p, p) with p a closed term.
Hence, only elements of R of the form (p + 0, p) with p € COIMPT(A)) need
to be considered. Let (p + 0, p) be such an element. Transfer conditions (iii)
and (iv) are trivially satisfied because closed MPT(A)-terms cannot terminate
successfully.

(i) Suppose that p + 0 > p’ for some a € A and p’ € C(MPT(A)). By
inspection of the deduction rules in Table 4.2, it easily follows that
necessarily p — p’. The fact that (p/, p’) € R proves this case.

(if) Suppose that p 5 p/ forsome a € A and p’ € C(MPT(A)). The
application of the bottom left deduction rule of Table 4.2 yields p +
0% p/. As (p/, p') € R, also this transfer condition is satisfied.

O

The above theorem has two immediate corollaries.
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Corollary 4.3.6 (Soundness) Let s and t be MPT(A)-terms. If MPT(A) +
s =1,then PIMPT(A)) /o =5 =1.

Corollary 4.3.7 (Soundness) Let p and g be two closed MPT(A)-terms. If
MPT(A) + p = g, then pegq.

This last corollary states that by using the process theory to reason about
closed terms only bisimilar terms can be proved equivalent. Under the assump-
tion that the model captures the appropriate intuitions about processes (such
as, for example, operational intuitions concerning the execution of actions),
this property guarantees that using the equational theory for deriving equalities
cannot lead to mistakes. The converse of this property, ground-completeness,
assures that the process theory is strong enough to derive all bisimilarities be-
tween closed terms. That is, assuming two closed MPT(A)-terms p and g
that are bisimilar, it can be shown that p and g are also derivably equal, i.e.,
MPT(A) + p = q. The idea behind the ground-completeness proof, given
below, is to show MPT(A) - p = ¢ via the intermediate results MPT(A)
p = p+ g and MPT(A) - p 4+ q = gq. Clearly, these intermediate results
imply MPT(A) - p = p + g = q. To understand the intuition behind this
idea, recall the notion of summands as introduced in Exercise 4.2.3. The cru-
cial idea of the ground-completeness proof is that, if p and ¢ are bisimilar, it
must be the case that every summand of p is a summand of g and vice versa.
This implies that p as a whole can be seen as a summand of ¢ and g as a whole
as a summand of p, which corresponds to the above mentioned intermediate
results.

The following two lemmas are needed in the ground-completeness proof.

Lemma 4.3.8 (Towards completeness) Let p be a closed MPT(A)-term. If
p = p’ for some closed term p’ and a € A, then MPT(A) b+ p = a.p’ + p.

Proof The property is proven by induction on the structure of p.

(i) p = 0. This case cannot occur as 0 7Z>

(ii) p = b.p” for some b € A and closed term p”. The assumption that
p = p’ implies that b = a and p” = p'. Thus, MPT(A) - p =
p+p=bp'+p=ap +p.

(iii) p = pj + p2 for some closed terms p; and p>. From p 5 p, it
follows that p; —> p’ or p» — p’. By induction, (1) p; — p’ implies
MPT(A) - p; = a.p’ + p1, and (2) p» — p’ implies MPT(A) +
p2 = a.p + pa. If pp > p/, then MPT(A) - p = p| + pp =
(a.p'+p)+pr=ap +(p1+p) =ap +p.1f pp > p/, then
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MPT(A) Fp=pi+p2=pi1+(ap +p)=ap +(pi+p)=
a.p'+ p. 0

Lemma 4.3.9 Let p, g, and r be closed MPT(A)-terms. If (p + q) + rer,
then p +rerand g +rer.

Proof See Exercise 4.3.5. |

Theorem 4.3.10 (Ground-completeness) Theory MPT(A) is a ground-com-
plete axiomatization of the term model P(MPT(A)),«, i.e., for any closed
MPT(A)-terms p and g, P(MPT(A)),« = p = q implies MPT(A) - p =gq.

Proof Suppose that POIMPT(A)),;« = p = ¢, i.e, p<gq. It must
be shown that MPT(A) + p = ¢g. It suffices to prove that, for all closed
MPT(A)-terms p and ¢,

p+qg<q implies MPT(A)Fp+4+g=gq 4.3.1)
and that, for all closed MPT(A)-terms p and ¢,
pep+q implies MPT(A)Fp=p+gq. “4.3.2)

That these properties are sufficient to prove the theorem can be seen as follows.
Suppose that properties (4.3.1) and (4.3.2) hold. If p<gq, then, by the fact that
bisimilarity is reflexive (i.e., p< p and g« ¢q) and the fact that bisimilarity is a
congruence on P(MPT(A)), p+ p<p+q and p + g<¢q + q. The soundness
of MPT(A) for P(MPT(A)),« , more in particular the validity of Axiom A3,
implies that p + p<p and g + g<¢. Using symmetry and transitivity of
bisimilarity, p< p+¢q and p+¢g<q are obtained. Thus, properties (4.3.2) and
(4.3.1), respectively, yield that MPT(A) - p = p+q and MPT(A) - p+q =
q. These last results can be combined to show that MPT(A) - p = p+q = gq.

Property (4.3.1), namely, for all closed MPT(A)-terms p and g, p + g<q
implies MPT(A) = p + g = ¢, is proven by induction on the total number
of symbols (counting constants and action-prefix operators) in closed terms p
and g. The proof of property (4.3.2) is similar and therefore omitted.

The induction proof goes as follows. Assume p + g<¢g for some closed
MPT(A)-terms p and g. The base case of the induction corresponds to the
case that the total number of symbols in p and g equals two, namely when p
and g are both equal to 0. Using Axiom A3, it trivially follows that MPT(A)
0+ 0 = 0, proving the base case. The proof of the inductive step consists of a
case analysis based on the structure of term p.
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(ii)

(iii)

Basic process theory

Assume p = 0. It follows directly from the axioms in Table 4.1 that
MPT(A)Fp+gq=0+qg=g+0=gqg.

Assume p = a.p’ for some a € A and closed term p’. Then, p —> p’
and thus p + g 4 p. As p+qgeq,alsogq 4 q' for some closed
term ¢’ such that p’<>¢’. By Lemma 4.3.8 (Towards completeness),
MPT(A) + ¢ = a.q’+q. From p’<¢’, as in the first part of the proof
of this theorem, it follows that p’+q’<>q’ and ¢’ + p’ < p’ and, hence,
by induction, MPT(A) - p’ + ¢’ = ¢’ and MPT(A) ¢’ + p' = p'.
Combining these last two results gives MPT(A) - p' = ¢’ + p' =
P +q =q'. Finally, MPT(A) - p+q=a.p’+qg=a.q' +q=q.
Assume p = p; + p» for some closed terms p; and py. As (p1 +
P2) + q<q, by Lemma 4.3.9, p; + g<q and py + g<q. Thus, by
induction, MPT(A) + p1 + g = g and MPT(A) - p» + g = gq.
Combining these results gives MPT(A) - p+q = (p1 + p2) + g9 =

p1 + (p2 +q9) = p1 +q = g, which completes the proof. -

Corollary 4.3.11 (Ground-completeness) Let p and g be arbitrary closed
MPT(A)-terms. If p<gq, then MPT(A) - p = gq.

An interesting observation at this point is that the term model constructed in
this section is isomorphic (as defined in Definition 2.3.26) to the initial algebra
of equational theory MPT(A) (as defined in Definition 2.3.19). Exercise 4.3.6
asks to prove this fact.

43.1
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Exercises

Consider the terms a.(b.(c.0+d.0)), a.(b.c.0+b.d.0), and a.b.c.0+
a.b.d.0. Give the transition systems for these terms, following the
example of Figure 4.1.

Consider the terms a.c.0+b.d.0 and a.c.0+b.c.0. Give the transition
systems for these terms.

Prove that bisimilarity is a congruence with respect to the action-
prefix operators a._ (a € A) on the term algebra P(MPT(A)) defined
in Definition 4.3.1, i.e., complete the second proof of Theorem 4.3.3
(Congruence).

Complete the proof of Theorem 4.3.5 (Soundness) by proving the
validity of Axioms A1l through A3.

Prove Lemma 4.3.9.
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4.3.6  Give the initial algebra (see Definition 2.3.19) of the process theory
MPT(A). Show that this algebra is isomorphic to the term model
given in Definition 4.3.4.

4.3.7  Consider the process theory MPT(A) of Table 4.1. Show that not
MPT(A)Fa.x +a.y =a.(x +y) (witha € A and x, y terms).
(Hint: construct a model of theory MPT(A) that does not validate the
equality.)

4.3.8  Show that the transition systems of the terms a.(0 + 0) + 4.0 and
a.0+ a.0 are not isomorphic (as defined in Exercise 3.1.10), whereas
a.(0 + 0) and a.0 are isomorphic. This implies that isomorphism is
not a congruence relation on algebra P(MPT(A)). Isomorphism can
be turned into a congruence relation by allowing that states from a
transition system are replaced by isomorphic states in the transition-
system space. Show that turning isomorphism into a congruence in
this way gives exactly bisimilarity, i.e., two transition systems are
bisimilar if and only if they become isomorphic by replacing some of
their reachable states by isomorphic states.

4.4 The empty process

The process theory MPT(A) is a minimal theory; not much can be expressed in
it. One aspect that cannot be addressed is successful termination. The semantic
framework of Chapter 3 distinguishes between terminating states and deadlock
states; this distinction cannot be made in MPT(A). This issue was already
addressed in Examples 3.1.9 and 4.2.2 (The lady or the tiger?), illustrating that
the distinction is meaningful from a specification point of view. The distinction
between successful and unsuccessful termination also turns out to be essential
when sequential composition is introduced in Chapter 6.

To ease the description of processes, it is quite common to take an existing
process theory and add a constant or an operator plus axioms. There are two
types of extensions. First, there are extensions that only allow to describe cer-
tain processes more conveniently than before. Second, extensions may allow
processes to be described that could not be described in the original theory.
In Section 4.5, an extension of the first type is discussed; in this section, an
extension of the second type is discussed, namely an extension that allows to
distinguish successful and unsuccessful termination.

In order to express successful termination, the new constant 1, referred to
as the empty process or the termination constant, is introduced. The extension
of the process theory MPT(A) with the empty process 1 results in process
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theory BSP(A), the theory of Basic Sequential Processes. This section gives
the equational theory as well as its term model.

Table 4.3 defines process theory BSP(A). The only difference between the
signature of MPT(A) and the signature of BSP(A) is the constant 1. The
axioms of BSP(A) are exactly the axioms of MPT(A), given in Table 4.1.
The layout of Table 4.3 follows the rules set out in Chapter 2. The first en-
try formally states that BSP(A) is an extension of MPT(A). The second entry
introduces the new constant, whereas the main part of the table gives additional
axioms, none in this case.

__BSP(A)___
MPT(A);

constant: 1;

Table 4.3. The process theory BSP(A).

The extension of the process theory MPT(A) with the empty process result-
ing in the process theory BSP(A) has enlarged the set of terms that can be used
to specify processes. The terms specifying processes are the closed terms in a
process theory. Clearly, the set of closed BSP(A)-terms is strictly larger than
the set of closed MPT(A)-terms. A question that needs answering is whether
this extension has really enlarged the set of processes that can be specified in
the process theory. If this is the case, the expressiveness of the process theory
has increased. If this is not the case, the same set of processes can be specified,
but in more syntactically different ways. The latter can thus be considered an
extension for convenience.

In this case, it is not difficult to see that the expressiveness has increased.
A term that contains an occurrence of 1 can never be equal to a term without
a 1; inspection of the axioms (of MPT(A)) shows this easily. Thus, any term
over the signature of BSP(A) that is not a term over the signature of MPT(A)
cannot be derivably equal to a term over the signature of MPT(A). Observe
that closed terms that are derivably equal must refer to the same process in
some given model of an equational theory. Closed terms that are not deriv-
ably equal may be used to specify different processes. In fact, it is always
possible to construct a model in which closed terms that are not derivably
equal specify different processes (e.g., the initial algebra as defined in Defi-
nition 2.3.19). Thus, since any closed MPT(A)-term is a closed BSP(A)-term
and since there are closed BSP(A)-terms that are not derivably equal to closed
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MPT(A)-terms, the expressiveness of BSP(A) is strictly larger than the ex-
pressiveness of MPT(A). This fact is confirmed below by the fact that the
term model of BSP(A) contains strictly more processes than the term model of
MPT(A) given in the previous section.

Recall the notion of elimination as introduced in Section 2.2 in Example
2.2.13 and Proposition 2.2.20. An immediate consequence of the above dis-
cussion is that process theory BSP(A) does not have the elimination property
for MPT(A); that is, it is not possible to eliminate the empty-process con-
stant from BSP(A)-terms to obtain MPT(A)-terms. Nevertheless, it can be
shown that the theory BSP(A) is a conservative ground-extension of the theory
MPT(A), as defined in Definition 2.2.19. This assures that the theory BSP(A)
can always be used to derive equalities between closed MPT(A)-terms.

Theorem 4.4.1 (Conservative ground-extension) Process theory BSP(A) is
a conservative ground-extension of process theory MPT(A).

Proof Recall Definition 2.2.19 that states two proof obligations. By
definition, the signature of BSP(A) includes the elements of the signature of
MPT(A), and the axioms of BSP(A) are the axioms of MPT(A). This proves
that BSP(A) is an extension of MPT(A), as defined in Definition 2.2.14, im-
plying that it is also a ground-extension as defined in Definition 2.2.18. This
satisfies the first proof obligation of Definition 2.2.19. Thus, it remains to be
shown that for all closed MPT(A)-terms p and g, BSP(A) = p = g implies
that MPT(A) = p = ¢g. Suppose that a proof of BSP(A) = p = ¢q is given.
Because neither p nor g contain any occurrences of 1 and because the axioms
of BSP(A) are such that any term with an occurrence of 1 can only be equal to
a term also containing an occurrence of 1, no term that occurs in the proof of
BSP(A) = p = g contains an occurrence of 1. In other words, all terms that
occur in the proof of BSP(A) - p = g are MPT(A)-terms. This means that
the proof of BSP(A)  p = q is also a proof of MPT(A) - p = ¢, completing
the proof. U

Figure 4.2 visualizes the fact that theory BSP(A) is a conservative ground-
extension of MPT(A). At this point, the figure is very simple and may be
considered redundant. However, in the remainder, this figure is incrementally
extended to show the relationships between the various process theories intro-
duced in this book.

It remains to provide a model for BSP(A). In the same way as for the process
theory MPT(A), a term model can be defined. Starting from the term algebra,
the meaning of the constants and operators is defined using a term deduction
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|

Fig. 4.2. BSP(A) is a conservative ground-extension of MPT(A).

system. This term deduction system is an extension of the term deduction sys-
tem for MPT(A) given in Section 4.3. The term model is the quotient algebra
of the term algebra modulo bisimilarity. The first step is to define the term
algebra of closed BSP(A)-terms.

Definition 4.4.2 (Term algebra) The term algebra for BSP(A) is the algebra
P(BSP(A)) = (C(BSP(A)), +, (a.-)qea., 0, 1).

The next step in the construction of a model is to turn the set of closed
terms into a transition-system space (see Definition 3.1.1). The sets of states
and labels are the sets of closed terms C(BSP(A)) and actions A, respectively.
Both the ternary transition relation —C C(BSP(A)) x A x C(BSP(A)) and
the termination predicate | < C(BSP(A)) are defined through the term deduc-
tion system in Table 4.4 that extends the term deduction system in Table 4.2.
In other words, the transition relation and the termination predicate are the
smallest relation and predicate satisfying the deduction rules in Tables 4.2 and
4.4. Note that the domain over which the variables range in Table 4.2 has
(implicitly) been extended from the closed MPT(A)-terms to the set of closed
BSP(A)-terms.

__TDS(BSP(A))
TDS(MPT(A));
constant: 1;
x? y;
1y x v
x+» x+»

Table 4.4. Term deduction system for BSP(A).

The term deduction system for BSP(A) has three extra deduction rules when
compared to the term deduction system for MPT(A). The first rule is an ax-
iom: it says that 1 can terminate. The other two rules state that an alternative-
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composition term has a termination option, as soon as one of the components
has this option.

Example 4.4.3 (Transition systems of BSP(A)-terms) For any given closed
term, a transition system can be obtained from the deduction system in Table
4.4 in the same way as before. The transition systems associated with the
process terms a.l + b.0 and a.(b.0 4 1) are given in Figure 4.3. Recall that
terminating states (such as the ones represented by the process terms 1 and
b.0 + 1) are labeled by a small outgoing arrow.

Fig. 4.3. Transition systems associated with a.1 + 5.0 and a.(b.0 4 1).

Example 4.4.4 (Transition systems) In drawing transition systems, it is of-
ten natural or convenient to abstract from the precise terms corresponding to a
state. Usually, it is known from the context what terms are meant. Note that
transition systems with identical graph structure are no longer distinguishable
when terms are omitted from the nodes. For example, the transition systems
associated with the processes a.1, a.1 4+ 0, and a.1 4 a.1 are indistinguishable
if the process terms are omitted, as illustrated in Figure 4.4. Note that transi-
tion systems with identical graph structure but different terms in the nodes are
always bisimilar.

As in Section 4.3, bisimilarity is a congruence on the term algebra. This
result forms the basis for the term model of BSP(A), which is the term al-
gebra modulo bisimilarity. Note that the definition of bisimilarity (Definition
3.1.10) takes into account the termination relation. It is not difficult to see that
transition systems that have termination options cannot be bisimilar to transi-
tion systems that do not have such options. Thus, transition systems with and
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| | | |
Gt 0> Caltald

A S S

Fig. 4.4. Transition systems with identical graph structure.

without termination options end up in different equivalence classes in the term
algebra modulo bisimilarity, i.e., they form different processes. Since all pro-
cesses that can be specified in the theory MPT(A) of the previous section can
also be specified in BSP(A), and since MPT(A) cannot be used to specify pro-
cesses with termination options, the examples of Figure 4.3 confirm the earlier
observation that BSP(A) is more expressive than MPT(A).

Proposition 4.4.5 (Congruence) Bisimilarity is a congruence on the term
algebra P(BSP(A)).

Proof The property follows immediately from the format of the de-
duction rules in Tables 4.2 and 4.4 and Theorem 3.2.7 (Congruence theorem).
|

As mentioned, the resulting term model of BSP(A) is the term algebra of
Definition 4.4.2 modulo bisimilarity (see Definition 2.3.18 (Quotient algebra)).

Definition 4.4.6 (Term model of BSP(A)) The term model of BSP(A) is the
quotient algebra P(BSP(A)) /< .

Theorem 4.4.7 (Soundness) The process theory BSP(A) is a sound axioma-
tization of the algebra P(BSP(A)) <, i.e., P(BSP(A)),« = BSP(A).

Proof The proof of this theorem follows the same lines as the proof of
the soundness of theory MPT(A) with respect to the algebra P(MPT(A)),«
(Theorem 4.3.5). It must be shown that, for each axiom s = ¢ of BSP(A),
IP(BSP(A))/«» k= s = t. As the axioms of MPT(A) and the axioms of
BSP(A) are identical, it may seem that there is nothing new to prove. This
is not true, however, as deduction rules defining the termination predicate have
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been added to the term deduction system for MPT(A), and hence transfer con-
ditions (iii) and (iv) of Definition 3.1.10 (Bisimilarity) that were trivially true
in the proof of Theorem 4.3.5 are no longer satisfied trivially. The remain-
der gives the proof of Theorem 4.4.7 for Axiom A6; the proofs for the other
axioms are left as Exercise 4.4.4.

Recall that it suffices to give a bisimulation that relates all pairs of left-hand-
and right-hand sides of closed instantiations of Axiom A6. Let R = {(p +
0,p) | p e CBSP(A))}U{(p, p) | p € C(BSP(A))}. It must be shown that all
elements of R satisfy the transfer conditions of Definition 3.1.10 (Bisimilarity).
Since the transfer conditions trivially hold for all pairs (p, p) with p a closed
term, only elements of R of the form (p + 0, p) need to be considered. Let
(p + 0, p) be such an element. For transfer conditions (i) and (ii), the proofs
as given in Theorem 4.3.5 can be copied as no deduction rules involving the
transition relation have been added.

(iii) Suppose that (p +0) |. By inspection of the deduction rules in Table
4.4, it easily follows that necessarily p |, as it is impossible to derive
0 |. This immediately proves this case.

(iv) Suppose that p |. The application of the middle deduction rule of
Table 4.4 yields (p + 0) |, which proves also this case.

O

Corollary 4.4.8 (Soundness) Let s and 7 be two BSP(A)-terms. If BSP(A) +
s =t,then P(BSP(A))/ o s =t.

Corollary 4.4.9 (Soundness) Let p and g be two closed BSP(A)-terms. If
BSP(A) - p = g, then pegq.

The soundness result shows that equational theory BSP(A) is a sound ax-
iomatization of the term model P(BSP(A)) /< . It remains to see whether or
not the axiomatization is also ground-complete. It turns out that this is the
case. In order to prove this result, a similar approach is followed as the one
leading to the ground-completeness result for MPT(A). The following lemmas
provide steps towards the ground-completeness theorem.

Lemma 4.4.10 (Towards completeness) Let p be a closed BSP(A)-term. If
p = p/ for some closed term p’ and a € A, then BSP(A) + p = a.p' + p. If
p |,then BSP(A) - p =1+ p.

Proof The proof of the first property is similar to the proof of Lemma
4.3.8 (Towards completeness). There is one additional case in the induction.
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This is the case that p = 1. As 1 7Z>, for any a € A, the property is trivially
satisfied in this case. The proofs of the other cases can be copied as no deduc-
tion rules involving the binary transition relations _ % _ have been added to
the term deduction system.
The second property is proven by induction on the structure of p.

(1) p = 0. The property is satisfied as 0.

(i) p = 1. Using Axiom A3, obviously, BSP(A) F p=1=1+1 =
1 + p, which completes this case.

(ili) p =a.p’ for some a € A and closed term p’. This case is satisfied as
a.p'.

(iv) p = p1 + p» for some closed terms p; and p>. From (p1 + p2)J,
it follows that p;| or py|. By induction, (1) p1| implies BSP(A) -
p1 = 14p1,and (2) po| implies BSP(A) - p» = 14+p>. If p1, then
BSP(A) - p=pi+pr=1+pD)+p2=1+(p1+p2) =1+p.If
p2{.thenBSP(A) - p = pi+p2 = pi+1+p2) = (p1+D+p2 =
I+pD+p2=1+(p1+p)=1+p. O

Lemma 4.4.11 Let p, g, and r be closed BSP(A)-terms. If (p + q) + rer,
then p +rerand g +rer.

Proof See Exercise 4.4.5. |

Theorem 4.4.12 (Ground-completeness) Theory BSP(A) is a ground-com-
plete axiomatization of the term model P(BSP(A)) <, i.e., for any closed
BSP(A)-terms p and g, P(BSP(A)),« = p = q implies BSP(A) - p =gq.

Proof Suppose that P(BSP(A)),« = p = ¢, i.e., p<gq. It must
be shown that BSP(A) = p = ¢. Since bisimilarity is a congruence on
IP(BSP(A)) (Proposition 4.4.5) and BSP(A) is sound for P(BSP(A)) /<« (The-
orem 4.4.7), as in the proof of Theorem 4.3.10, it suffices to prove that, for all
closed BSP(A)-terms p and g, p + g<q implies BSP(A) - p + ¢ = q and
p<p + q implies BSP(A) - p = p +g.

Only the first property is proven, by induction on the total number of symbols
in closed terms p and g. Assume p + g<>¢q for some closed BSP(A)-terms
p and g. Three of the four cases in the induction proving that BSP(A) F
p = p + g can be copied directly from the proof of Theorem 4.3.10. Thus,
only the remaining case, when p = 1, is detailed. If p = 1, p| and thus
(p+q)l. As p+g<q,also g|. By Lemma 4.4.10 (Towards completeness),
BSP(A) g =1+ ¢q. Hence,since p = 1,BSP(A) - p+g=1+qg =gq.

|
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Corollary 4.4.13 (Ground-completeness) Let p and g be arbitrary closed
BSP(A)-terms. If p<q, then BSP(A) - p =gq.

Theory BSP(A) with alternative composition, prefixing and constants for
successful and unsuccessful termination as presented in this section is the basic
theory for the rest of this book. Almost all theories presented further on are
extensions of BSP(A). This chapter started out from a still simpler theory,
the theory MPT(A), in order to present a process theory that is as simple as
possible, and also to facilitate comparisons to the literature, in which often
only one termination constant is present.

The term model for BSP(A) constructed in this section is a quotient algebra,
namely the term algebra of Definition 4.4.2 modulo bisimilarity. In Chapter 3
also language equivalence was introduced as an equivalence relation on transi-
tion systems, see Definition 3.1.7. It is interesting to note that the term algebra
modulo language equivalence is also a model of theory BSP(A). However,
BSP(A) is not a ground-complete axiomatization of this model, because ac-
tion prefix does not distribute over choice (see the discussion in Section 4.2),
but also because language equivalence identifies all sequences of actions that
end in a non-terminating state (see Example 3.1.8 (Language equivalence)).
The axioms of BSP(A) do not capture these equivalences. Note that language
equivalence is not very meaningful in the context of theory MPT(A), because
it only has the inaction constant and not the empty process. This means that the
model of closed terms modulo language equivalence is a so-called one-point
model, which has only one process. Chapter 12 considers different semantic
equivalences in more detail.

To conclude this section, let us briefly reconsider the notion of deadlocks
in processes. In Chapter 3, Definition 3.1.14 (Deadlock), it has been defined
when a transition system has a deadlock, and when it is deadlock free. Since
theory BSP(A) allows to distinguish successful and unsuccessful termination,
it is possible to define when a process term is deadlock free and when it has a
deadlock.

Definition 4.4.14 (Deadlocks in BSP(A)-terms) Let p be a closed BSP(A)-
term. Term p is deadlock free if and only if there is a closed BSP(A)-term ¢
without an occurrence of the inaction constant O such that BSP(A) - p = g.
Term p has a deadlock if and only if it is not deadlock free.

It is possible to prove that the model-independent notion of deadlocks for
closed BSP(A)-terms introduced in the above definition is consistent with the
notion of deadlocks for such terms that can be derived from the term model of
theory BSP(A) of Definition 4.4.6. (Recall that the term model is based on an
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algebra of transition systems, namely the term algebra of Definition 4.4.2, in
which each closed BSP(A)-term induces a transition system.)

Proposition 4.4.15 (Deadlocks) Let p be some closed BSP(A)-term. The
transition system of p obtained from the deduction system in Table 4.4 is dead-
lock free if and only if p is deadlock free according to Definition 4.4.14.

®

(ii)

(iii)

(iv)

Proof The proof goes via induction on the structure of p.

p = 0. It follows immediately from the deduction system in Table
4.4 and Definition 3.1.14 (Deadlock) that the transition system of p
consists of a single deadlock state, and, hence, is not deadlock free.
It remains to prove that p is not deadlock free according to Definition
4.4.14, i.e., that O is not derivably equal to a closed term without oc-
currence of 0. Assume towards a contradiction that there is a closed
term g without occurrence of 0 such that BSP(A) - 0 = ¢. It fol-
lows from Corollary 4.4.9 that 0« ¢. Definition 3.1.10 (Bisimilarity)
and the fact that the transition system of 0 is a single deadlock state
then imply that also the transition system of ¢ must be a single dead-
lock state. However, the only closed BSP(A)-terms resulting in such
a transition system are 0, 0 4+ 0, 0 4+ 0 4 0, et cetera, i.e., any sum-
mation of inaction constants. Clearly this means that g always has a
0 occurrence, which yields a contradiction, and thus proves that term
p is not deadlock free according to Definition 4.4.14.

p = 1. It follows immediately from the deduction system in Table
4.4 that the transition system of p is deadlock free. Since p = 1, also
BSP(A) - p = 1, which means that p is also deadlock free according
to Definition 4.4.14.

p = a.p’ forsomea € A and closed term p’. The transition system of
p is deadlock free if and only if the transition system of p’ is deadlock
free. By induction, it follows that there is a O-free closed term g such
that BSP(A) - p’ = q. Thus, a.q does not contain a 0 occurrence
and BSP(A) - p = a.p’ = a.q, which shows that p is deadlock free
according to Definition 4.4.14, completing also this case.

p = p1 + p> for some closed terms p; and p». The transition system
of p is deadlock free if and only if (a) the transition systems of both p;
and p, are deadlock free or if (b) one of the two is deadlock free and
the other one is the transition system consisting of a single deadlock
state. Assume case (a). By induction, it follows that there are two O-
free closed terms g1 and g such that BSP(A)Fp; = g1 and BSP(A)
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p2 = q2. Hence, g1 + g2 is O-free and BSP(A) -p = p1 + p2 =
q1 + g2, which shows that p is deadlock free according to Definition
4.4.14. Assume case (b), and assume without loss of generality that
the transition system of p; is deadlock free. By induction, it follows
that there is a O-free closed term ¢; such that BSP(A) F p1 = q1.
Following the reasoning in the first item of this induction proof, it
furthermore follows that p, is some arbitrary summation of inaction
constants. Thus, based on Axiom A6, it follows that BSP(A) - p =
p1 + p2 = q1, showing also in this final case that p is deadlock free
according to Definition 4.4.14. 0

The following corollary immediately follows from the above result and the
fact that both in Definition 3.1.14 (Deadlock) and in Definition 4.4.14 (Dead-
locks in BSP(A)-terms) the presence of deadlocks and deadlock freeness are
defined as opposites.

Corollary 4.4.16 (Deadlocks) Let p be some closed BSP(A)-term. The tran-
sition system of p obtained from the deduction system in Table 4.4 has a
deadlock if and only if p has a deadlock according to Definition 4.4.14.

441

442

443

Exercises
Draw transition systems for the following closed BSP(A)-terms:

(@ a.(140)

(b) a.1+a.0

() I+a.l

(d I+a0
Show that there does not exist a bisimulation relation between any
pair of these transition systems.
Prove that the term algebra of BSP(A) of Definition 4.4.2 modulo
language equivalence, Definition 3.1.7, is a model of theory BSP(A).
Recall Definition 3.1.14 (Deadlock) and Definition 4.4.14 (Deadlocks

in BSP(A)-terms). Let p and g be closed BSP(A)-terms, and let a be
an action in A.

(a) Which of the terms of Exercise 4.4.1 has a deadlock?

(b) Show that, if p has a deadlock and BSP(A) - p = ¢, then ¢ has a
deadlock.

(c) Show that, if p has a deadlock, then a.p has a deadlock.
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(d) Give an example showing that p + g may be deadlock free even if
one of the two terms p or g has a deadlock.

(e) Show that, if p has a deadlock, then a.p + ¢ has a deadlock.

(f) Give an inductive definition defining when a closed BSP(A)-term
has a deadlock in a model-independent way, that is consistent with
the earlier two definitions concerning deadlocks (Definitions 3.1.14
and 4.4.14).

(g) Give an inductive definition defining deadlock freeness in a model-
independent way.

(h) Prove that a closed term has a deadlock according to the inductive
definition of item (f) if and only if it is not deadlock free according
to the inductive definition of item (g).

444  Complete the proof of Theorem 4.4.7 (Soundness) by proving the
validity of Axioms A1l through A3.
445  Prove Lemma4.4.11.

4.5 Projection

This section considers an extension of the process theory BSP(A). Contrary to
the situation in the previous section, this extension does not allow to describe
more processes, but rather allows to describe already present processes in more
ways than before. Thus, it is an extension for convenience.

Theory BSP(A) can be extended with a family of so-called projection op-
erators 1, for each n € N. There are several reasons for introducing such
operators. First, they are interesting in their own right. Second, they are a
good candidate to explain what concepts play a role in extending a process
theory with additional syntax and axioms. (Recall that the simple extension
of MPT(A) to BSP(A) discussed in the previous section does not introduce
any new axioms.) Third, the projection operators turn out to be useful in rea-
soning about iterative and recursive processes; a simple form of iteration is
introduced later in this chapter, and recursion is the topic of the next chapter.
A more general form of iteration is briefly discussed in Chapter 6.

Let x be some term in some process theory. Intuitively speaking, the term
mn(x), for some n € N, corresponds to the behavior of x up to depth n,
where the depth is measured in terms of the number of actions that have been
executed. Table 4.5 gives process theory (BSP + PR)(A), the extension of
theory BSP(A) with projection operators.

Table 4.5 expresses that (BSP+-PR)(A) is an extension of BSP(A), and gives
the additional syntax and axioms. Note that the five axioms are in fact axiom
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— (BSP+PR)(A)

BSP(A);

unary: (7n)neN;

X, Y,
mp(l) =1 PRI
m,(0) =0 PR2
mo(a.x) =0 PR3
Tp1(a.x) = a.my(x) PR4
Tn(x +¥) = mp(x) + 710 (y) PR5

Table 4.5. The process theory (BSP 4+ PR)(A) (witha € A).

schemes. Consider PR1, PR2 and PRS, for example. There is one instance of
PR1, PR2 and PRS for each of the projection operators m,, with n € N. For
PR3, there is one instance for each action-prefix operator a._, with a € A,
and PR4 has an instance for each combination of a projection operator and an
action-prefix operator. Despite the fact that PR1 through PRS are in fact axiom
schemes, they are usually referred to as simply axioms.

An interesting observation is that the five axioms follow the structure of
BSP(A)-terms. This is often the case when extending a process theory for the
ease of specification; it guarantees that the extension, in this case projection, is
defined for all possible process terms in the theory that is being extended.

Axiom PRI says that the behavior of the termination constant up to some
arbitrary depth n equals termination, or, in other words, the empty process;
this obviously corresponds to the fact that the empty process cannot execute
any actions. Likewise, Axiom PR2 says that the behavior of the inaction con-
stant up to arbitrary depth equals inaction. The third axiom, Axiom PR3, states
that the behavior of a process up to depth 0, i.e., the behavior corresponding
to the execution of no actions, simply equals inaction for processes that have
no immediate successful termination option. The fourth axiom is the most in-
teresting one; Axiom PR4 states that the behavior of a process with a unique
initial action up to some positive depth m equals the initial action of this pro-
cess followed by the behavior of the remainder up to depth m — 1. The final
axiom simply says that projection operators distribute over choice.

Example 4.5.1 (Projection) Let a, b, and ¢ be actions in A. It is not difficult
to verify that (BSP + PR)(A) -

mo(a.b.1) = my(a.b.0) =0,

mi(a.b.1) = m1(a.b.0) = a.0,
w,(a.b.1) =a.b.1, ifn>2,
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7, (a.b.0) = a.b.0, ifn>2,
7,(a.0+b.1) =a.0+b.1, ifn>1,
mo(a.0+b.c.1) =0,

m1(a.0+b.c.1) =a.0+b.0,

7, (a.0+b.c.l)=a.0+b.c.1, ifn > 2,
m1(a.(a.0 +b.c.1)) = a.0, and
m(a.(a.0+ b.c.1)) = a.(a.0 + b.0).

As a note aside, observe that it is also possible to extend the theory MPT(A)
of Section 4.2 with projection operators, resulting in (MPT + PR)(A). This
extension follows the lines of the extension of BSP(A) with projection; the
only difference is that Axiom PR1 is omitted. As theory (MPT + PR)(A) is
not needed in the remainder, its elaboration is left as Exercise 4.5.7.

The extension of the process theory BSP(A) with the projection operators
to the process theory (BSP + PR)(A) has enlarged the set of closed terms that
can be used for specifying processes. The question whether this extension
has also enlarged the set of processes that can be specified in the process the-
ory still needs to be addressed; stated in other words, it must be investigated
whether the expressiveness of the process theory has increased. If this is not
the case, the same set of processes can be specified, but in more syntactically
different ways. This can thus be considered an extension for convenience. The
following elimination theorem expresses that every closed (BSP + PR)(A)-
term is derivably equal to a closed BSP(A)-term. The consequence of this
theorem is that the addition of the projection operators has not enlarged the
expressiveness of the process theory, which conforms to the claim made in the
introduction to this section. Example 4.5.1 shows that it is often straightfor-
ward to eliminate projection operators from (BSP 4 PR)(A)-terms. Recall the
concept of elimination from Example 2.2.13 and Proposition 2.2.20. Note that
closed BSP(A)-terms play the role of basic terms. Proposition 2.2.20 has been
proven via induction (Exercise 2.2.5). Another way of proving an elimination
result is through rewrite theory. The proof given below is based on rewrite
theory because it provides the most insight in the working of equational theory
(BSP + PR)(A). However, it is also possible to prove Theorem 4.5.2 through
induction (Exercise 4.5.4).

Theorem 4.5.2 (Elimination) For every closed (BSP 4 PR)(A)-term p, there
exists a closed BSP(A)-term g such that (BSP + PR)(A) - p = gq.

Proof Recall Definition 2.4.1 (Term rewriting system). The first step
of the proof is to turn equational theory (BSP+PR)(A) into a rewriting system.
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The signature of the rewriting system equals the signature of (BSP + PR)(A).
The rewrite rules correspond to Axioms PR1-PRS5 of Table 4.5 when read from
left to right; for any n € N, a € A, and (BSP + PR)(A)-terms x, y:

(1) — 1

7,(0) — 0

mo(a.x) > 0

Tnt1(a.x) = a.m,(x)

T (X + ) = 70 (X) + 70 (y)
The idea of the choice of rewrite rules is that for each rewrite rule s — ¢ of the
term rewriting system, (BSP + PR)(A) I~ s = ¢. This means that each rewrite
step transforms a process term into a process term that is derivably equal.
The second step of the proof is to show that the above term rewriting system
is strongly normalizing, i.e., that no process term allows an infinite reduction
(see Definition 2.4.6). The details of this part of the proof are left as an exercise
(Exercise 4.5.3) because they are not essential to the understanding of the proof
of the elimination theorem. A consequence of the choice of the rewrite rules
and the resulting strong-normalization property is that every (BSP + PR)(A)-
term has a normal form that is derivably equal.
The last part of the proof is to show that no closed normal form of the above
term rewriting system contains a projection operator, i.e., the operators to be
eliminated. Note that it is sufficient to prove the property for normal forms that
are closed terms because the elimination theorem is formulated only for closed
terms. (It is an interesting exercise for the reader to explain why the closed-
term restriction is also necessary, implying that the elimination theorem cannot
be extended to arbitrary open terms.)
Let closed (BSP + PR)(A)-term u be a normal form of the above rewriting
system. Suppose that u contains projection operators, i.e., it is not a (closed)
BSP(A)-term. Thus, # must contain at least one subterm of the form 7, (v),
for some natural number n and closed (BSP + PR)(A)-term v. Clearly, this
subterm can always be chosen to be minimal, such that v is a closed BSP(A)-
term containing no projection operators itself. It follows immediately from the
structure of BSP(A)-terms that precisely one of the rewrite rules of the above
term rewriting system can be applied to 7, (v). As a consequence, # is not a
normal form. This contradiction implies that # must be a closed BSP(A)-term.
Summarizing all the above, it has been shown that each closed (BSP+PR)(A)-
term p has a derivably equal normal form ¢ that is a closed BSP(A)-term, thus
completing the proof. UJ

Now that it has been established that the additions to the basic process theory
have not increased expressiveness, it is time to consider conservativity. Besides
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the addition of operators to the signature of the process theory, also axioms
(involving these operators) have been added. Thus, the collection of proofs
in the process theory has grown. Nevertheless, it can be shown that theory
(BSP+PR)(A) is a conservative ground-extension of BSP(A). That is, it is not
possible to obtain new equalities between BSP(A)-terms despite the addition
of the extra axioms. Figure 4.5 extends Figure 4.2 to include this conserva-
tivity result; it also includes conservativity results for theory (MPT + PR)(A),
which however are not explicitly formulated (see Exercise 4.5.7). Note that the
combined elimination and conservativity results imply that the term models of
BSP(A) and (BSP + PR)(A) have in fact the same number of processes.

PR2-PRS (MPT + PR)(A)

J s

BsP(A)| TRIPRS  Fpsp T PR)Y(4)

Fig. 4.5. Conservativity results for (MPT 4 PR)(A) and (BSP 4 PR)(A).

X+x—>Xx

x+0—>x

(1) = 1

7,(0) —> 0

mo(a.x) = 0

Tpy1(a.x) = a.mp(x)

Tn(x +y) = wn(x) + 70 (¥)

Fig. 4.6. Conservativity of the extension of BSP(A) with projection.

Theorem 4.5.3 (Conservative ground-extension) Theory (BSP 4 PR)(A) is
a conservative ground-extension of process theory BSP(A).

Proof There are several ways to prove the above theorem. Two pos-
sibilities are outlined. The first possibility provides the most insight, whereas
the second possibility is often technically more convenient.

Consider Definition 2.2.19 (Conservative ground-extension). Since the signa-
ture and axioms of theory (BSP + PR)(A) contain the signature and axioms



4.5 Projection 97

of BSP(A), the ground-extension requirement is satisfied. Thus, it remains to
prove that, for closed BSP(A)-terms p and g, (BSP+PR)(A) - p = g implies
BSP(A) F p = g. Assume that (BSP + PR)(A) = p = ¢; it must be shown
that BSP(A)  p = ¢. In other words, a derivation in (BSP + PR)(A) must be
transformed into a derivation in BSP(A).

The idea of the proof is visualized in Figure 4.6. The left part of this figure
shows the rules of a term rewriting system, which correspond to the axioms
of theory (BSP + PR)(A) read from left to right, excluding Axioms Al (com-
mutativity of choice) and A2 (associativity). The solid arrows in the right part
of the figure visualize a derivation showing that p equals g. A downward ar-
row corresponds to a part of the derivation in which axioms are applied in the
left-to-right direction, conform the rewrite rules in the left part of the figure,
whereas an upward arrow corresponds to the application of axioms in the right-
to-left direction. For the sake of simplicity, terms that differ only with respect
to commutativity and associativity of choice are considered equal. Clearly, any
derivation in (BSP + PR)(A) is of the form depicted in the figure.

Returning to the term rewriting system given in the figure, it can be shown that
it is both strongly normalizing (see Definition 2.4.6) and confluent (see Defi-
nition 2.4.7), for the latter assuming that terms that differ only with respect to
associativity and commutativity of choice may be considered equivalent. The
proof of the confluence property uses the theory of term rewriting modulo a
congruence relation. The reader interested in details is referred to (Dershowitz
& Jouannaud, 1990). The confluence of the term rewriting system has some
important consequences. Consider, for example, point ¢ in Figure 4.6. It fol-
lows from the explanation of the meaning of the solid arrows given above that
it is possible to rewrite ¢ both into p and into u. Thus, the confluence property
implies that it must be possible to rewrite both p and u into a single term r, as
depicted by the dashed arrows in the figure. The strong-normalization property
implies that r can be chosen to be a normal form. Next, consider term v. It
is clear that it can be rewritten into r via u; it can also be rewritten into w.
Thus, due to the confluence property, it must be possible to rewrite » and w
into a common term. Since r is a normal form, this common term must be r,
which explains the dashed arrow from w to r. Using similar reasoning, it can
be shown that, in the end, also ¢ can be rewritten into r.

It remains to show how this result can be used to turn the (BSP + PR)(A)
derivation from p to g into a BSP(A) derivation. An important observation
is that none of the rewrite rules introduces a projection operator and that both
p and g are BSP(A)-terms and thus do not contain projection operators. An
immediate consequence is that the dashed arrows from p to r and from g to
r correspond to BSP(A) derivations. Clearly, the two derivations can be com-
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bined into one derivation showing that BSP(A) = p = ¢ and completing the
proof.

The second, technically more convenient way to prove the conservativity the-
orem builds upon the framework of Chapter 3. An interesting observation is
that this proof uses soundness and ground-completeness results with respect to
the term models for BSP(A) (see Section 4.3) and (BSP+PR)(A) (see below),
whereas the above proof is independent of any given model.

The desired conservativity result is a direct consequence of the application of
Theorem 3.2.21 (Conservativity). It uses the facts that BSP(A) is a ground-
complete axiomatization of the term model P(BSP(A)),« (Theorem 4.4.12),
that (BSP + PR)(A) is a sound axiomatization of the term model P((BSP +
PR)(A))/« (see Theorem 4.5.8 below), and that TDS((BSP + PR)(A)) (see
Table 4.6 below) is an operational conservative extension of TDS(BSP(A)),
as defined in Definition 3.2.16. This last fact follows immediately from the
format of the deduction rules in Tables 4.2, 4.4 and 4.6, and Theorem 3.2.19
(Operational conservative extension). ]

The following theorem shows an interesting application of projection oper-
ators. It proves that all closed (BSP + PR)(A)-terms have a finite depth, or in
other words, that processes specified by closed (BSP 4+ PR)(A)-terms cannot
have unbounded executions. This implies among others that transition sys-
tems of closed (BSP + PR)(A)-terms cannot have cycles. Note that process
theories (BSP + PR)(A) and BSP(A) allow the same set of processes to be
specified (due to the elimination theorem), and that MPT(A) allows a subset of
those processes to be specified. As a result, also in MPT(A) and BSP(A) only
processes with bounded-depth executions can be specified.

Theorem 4.5.4 (Bounded depth) For each closed (BSP + PR)(A)-term p,
there exists a natural number » such that for all k > n,

(BSP + PR)(A) - mk(p) = p.

Proof Using Theorem 4.5.2 (Elimination), it suffices to prove the
desired property for closed BSP(A)-terms; see also Chapter 2, Example 2.2.21.
Thus, it suffices to show that, for each closed BSP(A)-term pj, there exists a
natural number n such that for all k > n, (BSP +PR)(A) - mx(p1) = p1. The
property is proven by induction on the structure of closed BSP(A)-term p;.

(i) Assume p; = 1. Choose n = 0 and observe that (BSP + PR)(A) +
(1) = 1 forall k > 0.

(ii)) Assume p; = 0. Choose n = 0 and observe that (BSP + PR)(A) +
7 (0) = 0 forall k > 0.
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(iii) Assume p; = a.q, for some a € A and closed BSP(A)-term g. By
induction, there exists an m € N such that (BSP+PR)(A) F m;(g) =
q for all/ > m. Choose n = m + 1. It must be shown that (BSP +
PR)(A) F m(p1) = p; for all k > n. Observe that n > 1. Thus, for
all k — 1 > m and, hence, for all k > n, (BSP + PR)(A) - mx(p1) =
nr(a.q) = a.mk—1(q) = a.q = p1.

(iv) Assume p; = ¢ + g2 for some closed BSP(A)-terms ¢; and g5.
By induction, there exist m| and mj such that (BSP + PR)(A) +
7, (q1) = g1 and (BSP + PR)(A) = 71,(q2) = g2 forall [} > m
and [ > mjp. Choose n to be the maximum of m| and my: n =
max(m1, mp). Then, for all k > max(m, my) = n, (BSP+PR)(A) -
ke (p) = mi(q1 + q2) = mi(q1) + i (g2) = q1 + g2 = p. 0

It remains to construct a model of theory (BSP + PR)(A). The model given
in the remainder of this section is a term model, similar to the term model of
BSP(A) given in Section 4.4. The first step is to define the term algebra of
closed (BSP + PR)(A)-terms.

Definition 4.5.5 (Term algebra) The rerm algebra for (BSP + PR)(A) is the
algebraP((BSP+PR)(A)) = (C((BSP+PR)(A)), +, (Tn)neN; (@.-)aea, 0, 1).

The next step in the construction of a model is to turn the set of closed terms
C((BSP+PR)(A)) into a transition-system space. The sets of states and labels
are the sets of closed terms C((BSP + PR)(A)) and actions A, respectively.
The termination predicate and the ternary transition relation are defined via the
term deduction system in Table 4.6, which extends the term deduction systems
in Tables 4.2 and 4.4. In other words, the termination predicate and the transi-
tion relation are the smallest set and relation satisfying the deduction rules in
Tables 4.2, 4.4 and 4.6.

__TDS((BSP + PR)(A))
TDS(BSP(A));
unary: (7n),eN;
x,x';
xl &y
Tn(x)| a1 (x) L ()

Table 4.6. Term deduction system for (BSP 4+ PR)(A) (with a € A).

The term deduction system for (BSP+PR)(A) has two extra deduction rules
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when compared to the term deduction system for BSP(A). The first rule im-
plies that any closed term 7, (p) has a termination option exactly when closed
term p has. This expresses the fact that projection does not influence termina-
tion. The second rule assumes that some closed term p can execute an action a
thereby transforming into some other closed term p’ as a result. It then states
that the execution of an action by a closed term 7, (p) with m € N is allowed
if, and only if, the subscript of the projection operator m is not zero. Since the
execution of an action increases the actual depth of a process by one, the result
of the execution is term 7,1 (p’), i.e., closed term p’ up to depth m minus
one. The resulting term model is the term algebra of Definition 4.5.5 modulo
bisimilarity.

Proposition 4.5.6 (Congruence) Bisimilarity is a congruence on term algebra
P((BSP + PR)(A)).

Proof The property follows immediately from the format of the de-
duction rules given in Tables 4.2, 4.4 and 4.6 (see Theorem 3.2.7 (Congruence
theorem)). |

Definition 4.5.7 (Term model of (BSP + PR)(A)) The term model of (BSP+
PR)(A) is the quotient algebra IP((BSP + PR)(A)) /<.

Theorem 4.5.8 (Soundness) Theory (BSP + PR)(A) is a sound axiomatiza-
tion of the algebra P((BSP + PR)(A)),/«, i.e., P(BSP + PR)(A)),&
(BSP + PR)(A).

Proof According to Definition 2.3.8 (Model), it must be shown that,
for each axiom s = ¢ of (BSP + PR)(A), P((BSP + PR)(A))/ =5 = 1.
The proof for the axioms of BSP(A) carries over directly from the proof of
Theorem 4.4.7 (Soundness of BSP(A)) and Exercise 4.4.4. The proof for the
axioms that are new in (BSP 4 PR)(A) goes along the same lines and is left as
Exercise 4.5.5. |

Having soundness, the question is addressed whether or not the axiomati-
zation is also ground-complete. It turns out that this is the case. Informally,
the ground-completeness of (BSP + PR)(A) follows from the fact that the
addition of the projection operators to the basic theory BSP(A) does not in-
crease the set of processes that can be expressed and the ground-completeness
of BSP(A). There are two straightforward ways for proving the result for-
mally. First, it is possible to apply Theorem 3.2.26 (Ground-completeness),
which is a meta-result applicable to models fitting the operational framework
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of Chapter 3. However, the ground-completeness result also follows in a fairly
straightforward way from the basic results developed in this chapter, namely
the elimination theorem (Theorem 4.5.2), the conservativity theorem (Theo-
rem 4.5.3), and the ground-completeness of BSP(A) (Theorem 4.4.12). For
illustration purposes, both proofs are given below.

Theorem 4.5.9 (Ground-completeness) The process theory (BSP 4+ PR)(A)
is a ground-complete axiomatization of the term model P((BSP+PR)(A)), <,
i.e., for any closed (BSP + PR)(A)-terms p and g, P((BSP + PR)(A)),«
p = g implies (BSP +PR)(A) - p =gq.

Proof The first way to prove the desired result is the application
of Theorem 3.2.26 (Ground-completeness). In the proof of Theorem 4.5.3
(Conservative ground-extension), it has already been established that the two
theories (BSP + PR)(A) and BSP(A) and their associated deduction systems
and models satisfy the conditions of Theorem 3.2.21 (Conservativity). Thus,
Theorem 4.5.2 (Elimination) immediately gives the desired result.
The second proof builds on the basic results for theories (BSP 4+ PR)(A) and
BSP(A) directly, without resorting to the meta-results of Chapter 3. Let p and
q be closed (BSP + PR)(A)-terms. Suppose that P((BSP + PR)(A)),« &=
p = q. Then, by definition, p<¢q. By Theorem 4.5.2 (Elimination), there
exist closed BSP(A)-terms p; and g; such that (BSP + PR)(A) - p = p;
and (BSP + PR)(A) F g = g1. This implies p< p; and g<¢;. Since bisim-
ilarity is an equivalence (Theorem 3.1.13), the fact that p<¢q, p< p;, and
q<q implies that p;<q1. From the facts that p; and ¢ are closed BSP(A)-
terms and that BSP(A) is a ground-complete axiomatization of the term model
PP(BSP(A)),«, it follows that BSP(A) I p; = g (Corollary 4.4.13). Since
(BSP+PR)(A) is a conservative ground-extension of BSP(A) (Theorem 4.5.3)
and since pp and g are closed BSP(A)-terms, it follows that (BSP+PR)(A) F
p1 = q1. Combining results yields that (BSP + PR)(A) - p = p1 =q1 = ¢,
completing the proof. U

Exercises

4.5.1 Let p be the closed term a.(b.1 4 ¢.d.0) 4+ a.b.1. Calculate 7, (p) (as
a closed BSP(A)-term) for all n > 0.

4.5.2  Prove that, for all closed (BSP+PR)(A)-terms p, it holds that (BSP+
PR)(A) F mo(p) = 1 if and only if (BSP + PR)(A)F p = p+ 1 and
that (BSP + PR)(A) F mo(p) = 0 otherwise.
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4.5.3  Prove that the term rewriting system that is given in the proof of
Theorem 4.5.2 (Elimination) is strongly normalizing.
(Hint: use induction on the total number of symbols that occur in the
term that is the operand of the projection operator.)

4.54  Give an inductive proof of Theorem 4.5.2 (Elimination).
(Hint: difficult.)

4.5.5 Complete the proof of Theorem 4.5.8 (Soundness) by proving the
validity of Axioms PR1 through PR5 of Table 4.5.

4.5.6  Prove by structural induction that for all closed BSP(A)-terms p and
all natural numbers n, m > 0 the following holds:

(BSP + PR)(A) = 11, (1 (P)) = Tmin(n,m) (P)-

4.5.7 Starting from theory MPT(A), develop the theory (MPT + PR)(A).
That is, define the equational theory (MPT + PR)(A), prove an elim-
ination and a conservativity result, and give a term model proving
soundness and ground-completeness. Also, prove that theory (BSP +
PR)(A) is a conservative ground-extension of (MPT + PR)(A).

4.6 Prefix iteration

Recall Theorem 4.5.4 (Bounded depth). A consequence of that theorem is the
fact that none of the process theories considered so far allows us to specify
behavior with unbounded depth. Most example processes that will be consid-
ered in the following chapters have unbounded depth. Thus, it is interesting
to investigate extensions of basic process theory that remove this bounded-
ness restriction. This section extends the process theory BSP(A) with prefix
iteration. This will constitute a limited instantiation of much more general con-
structs to be discussed in the following chapter. For each action a € A, a new
unary operator a*_ called a prefix-iteration operator is added to the signature
of BSP(A). The process a*x can execute a any number of times before starting
the execution of x. Note that this construction indeed allows unbounded-depth
behavior; for instance, a*0 will execute a an unbounded number of times.

The extension of BSP(A) with prefix-iteration operators is called BSP*(A).
The axioms of BSP*(A) are the axioms of BSP(A) plus Axioms PI1 and PI2
given in Table 4.7. These axioms, and their names, are taken from (Fokkink,
1994). The first axiom explains that a process a*x has a choice between ex-
ecuting a and repeating itself, and executing x. The second axiom expresses
idempotency of prefix iteration, i.e., allowing two iterations before continuing
with x is the same as allowing only one iteration.

It is straightforward to extend the term model of theory BSP(A) to a model
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__BSP*(A)

BSP(A):

unary: (a*_)gea:

X3
a.(a*x) +x =a*x PI1
a*(a*x) = a*x PI2

Table 4.7. The process theory BSP*(A).

of BSP*(A). The closed BSP*(A)-terms with the signature of theory BSP*(A)
form the term algebra P(BSP*(A)). This term algebra can be turned into a term
model for BSP*(A) via the deduction system given in Table 4.8. Compared to
the deduction system for theory BSP(A) (see Tables 4.2 and 4.4), it contains
three new deduction rules, all three for prefix-iteration operators. The first
prefix-iteration rule implies that a closed term a*p can execute action a an
arbitrary number of times. The other two rules state that closed term a* p can
mimic the behavior (action execution and termination) of closed term p.

__TDS(BSP*(A))
TDS(BSP(A));
unary: (@* )gea;
x, x';
a x 3 ¥ x
a*x = a*x — =
a*x — x' a*x}

Table 4.8. Term deduction system for BSP*(A) (with a, b € A).

Example 4.6.1 (Transition systems) The transition systems that can be asso-
ciated with terms a*1, a*0, and a*(b.1) are given in Figure 4.7. Note that
transition systems induced by closed BSP*(A)-terms are still regular, but now,
loops from a node to itself can occur. The relationship between (closed terms
in) equational theories and regular transition systems is addressed in more
detail in the next chapter. One of the results given in that chapter is an equa-
tional theory that precisely captures all regular transition systems.

Proposition 4.6.2 (Congruence) Bisimilarity is a congruence on term algebra
P(BSP*(A)).
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| | |

7

Fig. 4.7. Transition systems of a*1, a*0, and a*(b.1).

Proof Using Theorem 3.2.7 (Congruence theorem), the property fol-
lows immediately from the format of the deduction rules given in Tables 4.2,
4.4 and 4.8. |

Theorem 4.6.3 (Soundness) The process theory BSP*(A) is a sound axiom-
atization of the algebra P(BSP*(A)) /< .

Proof Exercise 4.6.2. |

In contrast with the extension of the process theory BSP(A) with projection
operators, the extension with prefix iteration actually allows to define more
processes. It is not possible to prove an elimination result similar to Theo-
rem 4.5.2 (Elimination). It is possible though to prove a conservativity result,
which implies that in the extended theory BSP*(A) it is not possible to prove
any equalities between closed BSP(A)-terms that cannot be proven in BSP(A).

Theorem 4.6.4 (Conservative ground-extension) Theory BSP*(A) is a con-
servative ground-extension of process theory BSP(A).

Proof The result follows immediately from Theorem 3.2.21 (Con-
servativity) and the facts that BSP(A) is a ground-complete axiomatization of
the term model P(BSP(A)),« (Theorem 4.4.12), that BSP*(A) is a sound
axiomatization of P(BSP*(A)),« , and that TDS(BSP*(A)) is an operational
conservative extension of TDS(BSP(A)) (Table 4.4). This last fact is a direct
consequence of the format of the deduction rules in Tables 4.2, 4.4 and 4.8,
and Theorem 3.2.19 (Operational conservative extension). ]

Figure 4.8 visualizes the conservativity result proven by Theorem 4.6.4. For
the sake of completeness, it also shows conservativity results regarding the
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Fig. 4.8. Conservativity results for MPT*(A) and BSP*(A).

theory MPT*(A), the minimal process theory of Section 4.2 extended with
prefix iteration. The details of this theory and the conservativity results do not
play a role in the remainder and are therefore omitted.

It still remains to support the claim, made in the introduction to this sec-
tion, that the extension of BSP(A) with prefix iteration allows us to describe
unbounded processes. Consider the extension of theory BSP*(A) with projec-
tion operators, i.e., the theory (BSP* 4+ PR)(A). Details of this extension are
straightforward and left to the reader; see Exercise 4.6.3. The extension allows
us to introduce a notion of boundedness for process terms, following the idea
of Theorem 4.5.4 (Bounded depth).

Definition 4.6.5 (Bounded depth) Let p be a closed (BSP* + PR)(A)-term.
Term p has a bounded depth if and only if there exists a natural number n such
that for all £ > n,

(BSP* + PR)(A) F mx(p) = p.

Note that this definition introduces a notion of boundedness for all process
theories introduced so far, because theory (BSP* + PR)(A) contains all other
theories.

Notation 4.6.6 (n-fold action prefix) For any atomic action a € A, any natu-
ral number 7, and any term x, the term a”"x denotes the n-fold application of
the action-prefix operator a._ to x. An inductive definition is as follows:

0

a’x =x, and, for alln € N,

a"tlx = a.a'x.

Example 4.6.7 ((Un-)boundedness) Let a be an action in A. Consider the
process term a*0. It can easily be established that, for all natural numbers
neN,

(BSP* + PR)(A) F 7, (a*0) = a”"0. (4.6.1)
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The proof is left as an exercise (see Exercise 4.6.5).

Since all the finite projections of a*0 are different, by Definition 4.6.5, it
cannot have bounded depth. To see this, assume that there is a natural number
n such that for all k > n, (BSP* + PR)(A) F 7 (a*0) = a*0. It then follows
from property (4.6.1) that, for all k > n, (BSP*+PR)(A) a0 = a*0, which
in turn implies that for all k, [ > n with k # I, (BSP* 4+ PR)(A) + a0 = 4'0.
This contradicts the fact a¥0 and a’0 correspond to different processes in the
term model P(BSP*(A)),« . Hence, a*0 has unbounded depth.

Note that by Theorem 4.5.4 (Bounded depth) all closed (BSP 4+ PR)(A)-
terms are bounded according to Definition 4.6.5. Thus, this example illustrates
that the extension of BSP(A) with prefix iteration is a true extension that allows
to describe unbounded-depth processes, as already claimed informally in the
introduction to this section.

This section ends with a ground-completeness result.

Theorem 4.6.8 (Ground-completeness) Process theory BSP*(A) is a ground-
complete axiomatization of the term model IP(BSP*(A)) J<>.

Proof The proof is a straightforward adaptation of the proof given in
(Fokkink, 1994) for a theory similar to BSP* but without empty process. [

As a final remark, it is important to note that prefix iteration can be seen
as a simple form of recursion, as process a*p can be seen as the solution of
the recursive equation X = a.X + p. The next chapter is fully devoted to
recursion.

Exercises

4.6.1  Draw the transition system of the following closed BSP*(A)-terms:

(a) a*b*1,
(b) a*(b*0 + c.1), and
(c) a*b.c*0

(witha, b, c € A).

4.6.2  Prove Theorem 4.6.3 (Soundness).

4.6.3  Develop the theory (BSP* +PR)(A). That is, define (BSP* +PR)(A)
by extending BSP*(A) with the projection operators and axioms of
Table 4.5, prove elimination and conservativity results, and give a
term model proving soundness and ground-completeness.
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4.6.4  Define by induction a series of closed BSP(A)-terms (p,)neN such
that, for all n € N, (BSP* 4+ PR)(A) - 7, (a*1) = p,.
4.6.5 Recall Notation 4.6.6 (n-fold action prefix).

(a) Prove that, for all natural numbers n € N, (BSP 4+ PR)(A)
7, (@"10) = a"0.

(b) Prove that, for all natural numbers n € N, (BSP* + PR)(A)
7, (a*0) = a™0.

4.6.6  Consider the so-called proper iteration operators a®_, with a an ac-
tion in A. The process described by a®x, for some term x, is the
process that executes a a number of times, but at least once, and then
continues as the process described by x. Give deduction rules for the
transition relations _ —> _ and the termination predicate _| that spe-
cify the expected operational semantics of proper iteration. Give also
axioms for proper iteration without using prefix iteration. Finally, ex-
press proper iteration in terms of action prefix and prefix iteration,
and express prefix iteration in terms of proper iteration.

(Hint: difficult.)

4.7 Bibliographical remarks

Minimal Process Theory is the same as basic CCS, see e.g. (Hennessy & Mil-
ner, 1980). The inaction constant is denoted O or nil. The present formulation
of MPT is the theory MPA, minimal process algebra, from (Baeten, 2003). It
is a subtheory of the theory BPA;, Basic Process Algebra with inaction, of
(Bergstra & Klop, 1984a). In both of these theories, the inaction constant is
denoted §. The system was called FINTREE in (Aceto et al., 1994). The
summand relation of Exercise 4.2.3 can be found in (Bergstra & Klop, 1985).

The material of Section 4.3 is based on (Van Glabbeek, 1987). Section 4.4
again follows (Baeten, 2003). The addition of the empty process 1 in ACP-
style process algebra originates in (Koymans & Vrancken, 1985), and was
continued in (Vrancken, 1997), (Baeten & Van Glabbeek, 1987). In all of
these papers, the empty process is denoted €. In CSP, the empty process is
written SKIP; see (Hoare, 1985).

The theory BPA (Basic Process Algebra) of Bergstra and Klop (Bergstra &
Klop, 1982) (later published as (Bergstra & Klop, 1992)), (Bergstra & Klop,
1984a; Bergstra & Klop, 1985) is related to BSP as follows: BPA has constants
a for each atomic action a, which in BSP would be represented as a.1; further-
more, BPA has general sequential composition, introduced in the framework
of this book in Chapter 6.
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The operational semantics of BSP has an action relation and a termination
predicate; there is no need for a mixed relation _ Y 4/ as in (Baeten & Weij-
land, 1990) or (Baeten & Verhoef, 1995).

The material on presence and absence of deadlocks is based on (Baeten &
Bergstra, 1988). Projection operators appear in many process algebras, see e.g.
(De Bakker & Zucker, 1982b; Bergstra & Klop, 1982). Conservativity of the
(ground-)extension is addressed e.g. in (Baeten & Verhoef, 1995).

Section 4.6 discusses an iteration operator. The origin of such an operator,
and the star notation, dates back to (Kleene, 1956). The article (Copi et al.,
1958) introduced a unary variant of Kleene’s operator, and later, (Bergstra
et al., 1994) went back to the binary variant (in the absence of the empty
process 1). With the constants 0 and 1, there is no finite ground-complete
axiomatization for iteration modulo bisimulation (Sewell, 1997), which led to
the consideration of restricted iteration operators like the prefix iteration intro-
duced in this chapter, see (Fokkink, 1994) and (Aceto et al., 1998). A general
(unary) iteration operator in the context of this book is discussed in Section
6.5. An overview of iteration concepts in a process-algebraic context is given
in (Bergstra et al., 2001).
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Recursion

5.1 Introduction

Section 4.6 has introduced operators for describing unbounded processes. The
collection of unbounded processes that can be described using the syntax pre-
sented so far is, however, still very limited. For example, it is not possible
to describe the process given as a transition system in Figure 5.1: it executes
an action a followed by a b any number of times before continuing with the
execution of c. To extend the expressiveness of the algebraic framework devel-
oped up to this point, so that it is possible to describe more realistic processes,
this chapter investigates the notion of recursion.

b

O

Fig. 5.1. Transition system that cannot be described by a process term so far.

Example 5.1.1 (Coffee machine) Consider a simple coffee machine that op-
erates as follows: after the insertion of a quarter by a client, a cup of coffee
is dispensed. A description of such a coffee machine (called SCM) could be
given as follows:

SCM = quarter.coffee.1,

where the atomic action guarter represents the insertion of a quarter and the
atomic action coffee represents the handing out of coffee. An objection to

109
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this description is that after one cup of coffee has been dispensed no coffee is
handed out ever again. A better description therefore would be the following
equation:

SCM = quarter.coffee. SCM.

In this equation, the object to be described, namely the simple coffee machine,
is represented by a variable, namely SCM, that occurs not only as the left-hand
side of the equation but again in the right-hand side of the equation. Such an
equation is called a recursive equation and a variable such as SCM is called a
recursion variable.

A set of recursive equations (that satisfies some simple requirements to be
detailed below) is called a recursive specification. In the remainder of this
chapter, an extension of the process theory BSP(A) with recursive specifica-
tions is presented. Recursion is needed in any practical algebraic framework.
It turns out that with recursive specifications, in principle, any process can be
described.

5.2 Recursive specifications

Definition 5.2.1 (Recursive specification) Let X be a signature and let Vg
be a set of recursion variables. A recursive equation over ¥ and Vg is an
equation of the form X = r where X is a recursion variable from Vg and ¢
is a term over the signature ¥ in which no other variables than those from Vg
occur. A recursive specification E over £ and Vp is a set of recursive equations
that contains precisely one recursive equation X = ¢ over ¥ and Vp for each
recursion variable X from V. To denote the set of all recursion variables in
specification E notation V¢ (E) is used.

The reader familiar with fixed point equations may recognize that recursive
specifications are nothing but sets of fixed point equations. However, in the
context of process algebra, the terminology recursive specification is preferred.

Observe from the above definition that recursion variables can be used in
terms (see Definition 2.2.3) just like ordinary variables. However, recursion
variables are not the same as ordinary variables. Intuitively, a recursion vari-
able is meant to specify some specific process of interest, whereas ordinary
variables are meant to denote arbitrary processes. To emphasize the special
role of recursion variables, they are usually written with capitals. In the re-
mainder, the role of recursion variables is investigated in some more detail.
The signature and/or the set of recursion variables are often left implicit when
they are clear from the context.
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Example 5.2.2 (Recursive specifications) Let A be the set of actions that in-
cludes a, b, ¢, and d. The following are examples of recursive specifications:

1) E; = {X = a.(b.1 + ¢.d.0)}. The only recursion variable is X.
Observe that X does not appear in the right-hand side of the recursive
equation. Nevertheless, although no recursion is present, the equation
still is a recursive equation according to Definition 5.2.1.

(i) Ey = {X = a.(b.X + c.0)}. Again, X is the only recursion variable.
It does occur in the right-hand side of the recursive equation.

(i) E3 = {X = a.Y,Y = b.X + a.Y}. This recursive specification has
two recursion variables, namely X and Y.

(iv) Eq4 = {Xo = a. X1, Xi+1 = a.Xi42 + b.X; | i € N}. This recursive
specification has an infinite number of recursion variables, namely
Xo, X1, ....

Example 5.2.3 (Recursive specifications) Intuitively, the transition system
of Figure 5.1 can be specified by recursion variable X of the recursive speci-
fication £ = {X = a.Y + .0, Y = b.X}. Alternatively, the process can be
specified by recursion variable Z in the recursive specification E/ = {Z =
a.b.Z + c.0}. Of course, it remains to formalize the claims that these recursive
specifications represent the transition system of Figure 5.1. In other words, an
operational semantics for recursive specifications in terms of transition systems
is needed. Such a semantics is given in Section 5.4.

In deriving equalities between terms in a process theory with recursion,
it seems natural to use the equations of recursive specifications as ordinary
axioms. Actually, under certain assumptions, they are axioms. A recursive
specification can be seen as an extension of some given process theory. The re-
cursion variables should then be interpreted as constants in the signature of this
process theory. This corresponds to the intuition that a recursion variable spec-
ifies a specific process in a model of the theory. Recall that the construction
of a model of an equational theory from some algebra requires that constants
from the signature of the theory are mapped onto precisely one element in the
domain of the algebra (Definitions 2.3.6 (Validity) and 2.3.8 (Model)). Let E
be some recursive specification. Table 5.1 gives the process theory BSP(A)
extended with E.

Example 5.2.4 (Derivations) Consider the recursive specification £ = {X =
a.Y,Y = b.X}. Theory (BSP + E)(A) can be used to derive equation X =
a.(b.X) as

BSP+ E)YA)FX =a.Y =a.(b.X).
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__(BSP+ E)(A)
BSP(A);

constant: (X) xe vy (E);

(X =0 x=tcE R

Table 5.1. The process theory (BSP + E)(A).

This result can, in turn, be used in for example the following derivation. For
readability, redundant parentheses are omitted.

(BSP+ E)(A) - X =a.b.X =a.b.ab.X.

Notation 5.2.5 (Recursion variables) Sometimes, it is desirable to empha-
size the fact that recursion variables should be interpreted as constants, or it
is necessary to explicitly provide the recursive specification in which a recur-
sion variable occurs. Notation uX.E denotes recursion variable X interpreted
as a constant as defined by recursive specification E.

Notation 5.2.6 (Process theories with recursion) Table 5.1 shows the exten-
sion of a process theory with a single recursive specification. It is convenient
to have a notation for a process theory extended with all recursive specifica-
tions of potential interest. In such a case, a subscript rec is used. For example,
process theory BSP(A) extended with arbitrary recursive specifications of in-
terest is denoted BSPr.c(A). The set of all recursive specifications of interest
is denoted Rec.

Exercises

5.2.1 A manis playing a game of Russian roulette. After pulling the trigger
of the gun either a bang or a click follows. This game is repeated until
the man dies due to the occurrence of a bang. Describe the process
of playing this game with a recursive specification. Use the following
atomic actions in the description:

o ¢ for pulling the trigger;
e b for hearing a bang;

e ¢ for hearing a click;

e d for the act of dying.

In this description, you can assume that the man is alive when he starts
playing.



5.3 Solutions of recursive specifications 113

5.2.2 A more complicated vending machine than the one described in Ex-
ample 5.1.1 (Coffee machine) charges 25 cents for coffee and 20 cents
for hot chocolate. The machine accepts the following coins: 5 cents,
10 cents, and 20 cents. Give a recursive specification for this vending
machine. In order to do this, several questions must be answered. For
instance: Is it allowed to insert too much money? Can coins be in-
serted in arbitrary order? Can coins be inserted simultaneously? Can
the machine ever terminate? Pay attention to the moments at which
choices are made.

5.2.3  Consider a vending machine for refreshing drinks (coffee is not con-
sidered to be such a drink). This machine accepts 5 cent, 10 cent, and
20 cent coins only. The customer has to pay 25 cents for a refresh-
ment. When a wrong coin is inserted, it is rejected by the machine.
Sometimes the machine does not accept a good coin. Describe this
vending machine using the following atomic actions:

e 5 for inserting a 5 cent coin;
e 10 for inserting a 10 cent coin;

20 for inserting a 20 cent coin;

re for rejecting a wrong coin;

a for accepting a coin;

na for not accepting a good coin;

r for returning a refreshment.

5.3 Solutions of recursive specifications

An operational semantics for a process theory with recursive specifications
is, as before, based on a model built from transition systems. That is, it is an
algebra of transition systems modulo bisimilarity. The semantics of a recursive
specification in such a model is then a set of processes from the domain of this
model, one for each recursion variable in the specification, that validates the
equations in the specification when interpreted in the model. Such a set of
processes is called a solution of the recursive specification. Before turning to
the construction of a term model for BSP(A) with recursion in the next section,
the concept of solutions is investigated in some more detail.

Definition 5.3.1 (Solution) Let T be a process theory with signature ¥, let E
be a recursive specification over ¥ and recursion variables Vg, and let M be
a model of T with respect to interpretation ¢. The signature consisting of X
and the variables in Vi as additional constants is referred to as the extended
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signature. Let k be an interpretation of this extended signature into algebra
M that is identical to ¢ for elements of X. Interpretation « is a solution of
recursive specification E in IM if and only if the equations from the recursive
specification are valid in the model under interpretation x: M, k¥ = X =t for
any equation X =t € E.

Most of the time, one of the recursion variables in E represents the process
of interest. In such cases, a process p in the domain of IM is called a solution
of X if and only if there exists a solution « of E such that ¥ (X) = p.

As an aside, recall that a recursive specification can be seen as a set of fixed
point equations. Consequently, solutions of recursive specifications are in fact
fixed points.

Example 5.3.2 (Solutions) Consider again recursive specification £’ = {Z =
a.b.Z + c.0} of Example 5.2.3 (Recursive specifications). It has been men-
tioned that the transition system of Figure 5.1 is a solution for Z. Based on Def-
inition 5.3.1, it is only possible to talk about solutions in the context of some
basic equational theory and a model for this theory. Process theory BSP(A)
is our basic equational theory. For now, let us assume the existence of some
operational model for BSP(A) with as its domain equivalence classes of arbi-
trary transition systems (assuming bisimilarity as the equivalence). Under this
assumption, it is possible to prove the claim that the (equivalence class corre-
sponding to the) transition system of Figure 5.1 is a solution for Z by showing
that the transition system for the left-hand side of the equation Z = a.b.Z+c.0
equals (i.e., is bisimilar to) the transition system for the right-hand side of this
equation. The transition system for Z is the transition system of Figure 5.1;
the transition system for a.b.Z + .0 can intuitively be constructed via the
semantics of BSP(A)-terms (see Section 4.4) and substitution of the transition
system for Z at the appropriate point, fusing the two deadlock states. The result
is shown in Figure 5.2. It is not difficult to see that the two transition systems
of Figures 5.1 and 5.2 are indeed bisimilar. The construction of a bisimulation
is left as Exercise 5.3.1.

At this point it is useful to consider the special role of recursion variables
in a bit more detail. It has already been mentioned that in the context of an
equational theory, they should be considered as constants. Nevertheless, they
are called recursion variables, and, intuitively, they also behave like variables
in some aspects. Considering the above definition of a solution sheds some
light on these two faces of recursion variables. Recall that validity (Definition
2.3.6) requires a fixed interpretation for the constants and operators of an equa-
tional theory in the model under consideration, and an arbitrary interpretation
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Fig. 5.2. A transition system for a.b.Z + ¢.0 using the transition system of
Figure 5.1 for Z.

for all the normal variables in a term. Definition 5.3.1 (Solution) shows that
a recursion variable can be interpreted in any way that satisfies the recursive
specification defining the recursion variable. In that sense, recursion variables
are in fact constrained variables that behave like variables in the context of a
recursive specification but turn into constants when added to the signature of
an equational theory.

A question that arises from the introduction of recursion is how to deal with
equality between recursion variables, possibly from different recursive speci-
fications. That is, when do two recursion variables specify the same process?

Example 5.3.3 (Equivalence of recursion variables) Consider the recursive
specifications E; = {X| = a.X1} and Ey = {X» = a.a.X3}. It can be shown
that any solution of X is also a solution of X». Assume that BSP(A) is the
basic equational theory, and that M with domain M is a model of BSP(A)
with interpretation ¢. Suppose that process p taken from M is a solution for
recursion variable X1, i.e., there exists an interpretation x| of the signature of
BSP(A) plus recursion variable X consistent with interpretation ¢ such that
k1(X1) = p. According to Definitions 5.3.1 (Solution) and 2.3.6 (Validity), it
follows that p =m «1(X1) =M k1(a.)(k1(X1)) =m k1(a.)(p) =M t(a.)(p),
ie., p =m t(a.)(p). Let k2 be the interpretation of the signature of BSP(A)
consistent with ¢ and of recursion variable X, with «3(X2) = p. It can be
shown that x> specifies a solution of X;. Using the previous result and the as-
sumption, it follows that k2 (X2) =m p =m t(@.)(p) =wm t(a.)(t(a.)(p)) =m
kz(a.)(k2(a.)(k2(X2))), i.e., M, k2 = X2 = a.a.X>. This shows that k3, and
thus p, is indeed a solution of X». Since p was chosen as an arbitrary solution
of X1, this proves that any solution of X is also a solution of X».

Using equational reasoning, the fact that any solution of recursion variable
X is a solution of X7 can be achieved by deriving the equation defining X5 in
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recursive specification E, with all occurrences of X5 replaced by X; from the
equation defining X in E; in the equational theory (BSP + E1)(A):

BSP+ENAF Xy =a.X1 =a.a.X;.

Note that this derivation does not assume that recursive specification Ej is
part of the equational theory. It is therefore not allowed to use the equation of
E» as an axiom in the derivation. Despite the fact that E, is not a part of the
equational theory, the above derivation proves a property of recursion variable
X» of E,, namely that any solution of X is also a solution of X».

The results derived thus far in this example do not yet mean that X; and X»
have the same solutions. It can still be the case that there are solutions of X»
that are not solutions of X . In fact, an attempt to prove (BSP+ E»)(A)F X, =
a.X», which would imply that any solution of X3 is also a solution of X, will
not be successful.

As an aside, the above example shows that equational theory BSP(A) allows
the derivation of a so-called conditional equation. The reasoning proves that
BSP(A) - X =a.X = X = a.a.X, for any action a and (recursion) variable
X. Note that, from the validity point of view, variable X can be interpreted
as a normal variable in this conditional equation. The equation has to be valid
for any interpretation of X, which emphasizes the special role of recursion
variables. This book does not study equational theories with conditional equa-
tions and axioms in detail. The interested reader is referred to, e.g., (Hussman,
1985).

An important consequence of the reasoning in the above example is the fol-
lowing useful theorem, stating that two recursive specifications E1 and E>
specify the same solutions if and only if there is a one-to-one mapping between
the recursion variables from E| and E> such that both E can be rewritten into
E» with its variables replaced by the corresponding ones in £ and E> can be
rewritten into E; with its variables substituted by those in E;. The theorem
uses the notion of substitution of variables of Definition 2.2.6 (Substitution)
overloaded to recursion variables (which are strictly speaking constants in the
context of an equational theory).

Theorem 5.3.4 (Equivalence of recursive specifications) Let E; and E; be
two recursive specifications over the signature of theory BSP(A). These two
specifications define the same solutions in any model of BSP(A) if and only if
there is a bijective substitution o : Vg(E1) — Vg (E3) with inverse o~ ! such
that, for all Xo = 10 € E», (BSP + E|)(A) F o~ (X2) = f2[o '] and for all
X1 =1t € E;, BSP+ E2)(A) Fo(Xy) =1nlo]
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Example 5.3.3 (Equivalence of recursion variables) illustrates some of the
subtleties of recursive specifications and their solutions. The main idea is that
a recursive specification defines a process that cannot be expressed as a closed
term. (Recall that the major purpose of recursive specifications is to extend
the expressiveness of basic process theories.) That is, in principle, a recur-
sive specification is usually expected to have a single solution. However, the
definitions of recursive specifications and their solutions allow that a recursive
specification has no solutions at all in some model of the basic process the-
ory under consideration, or that it has two or more different solutions. This is
illustrated by the following examples.

Example 5.3.5 (No solutions) Consider the following recursive specification:
E = {X = a.X}. In the term model for process theory BSP(A) given in Sec-
tion 4.4, namely the algebra of transition systems IP(BSP(A)),« , this recur-
sive specification has no solutions. This can be seen as follows.

Suppose that some process p from the domain of P(BSP(A)),« is a so-
lution of X. The construction of the term model as a quotient algebra (see
Definition 2.3.18) implies that there exists a closed BSP(A)-term ¢ such that p
is the equivalence class of ¢ under bisimilarity: p = [t]« . In other words,  is
a representative of the equivalence class p. From Definition 5.3.1 (Solution),
it follows that there must be an interpretation « such that « (X) = p. The con-
struction of the term model P(BSP(A)),« and the interpretation of recursion
variable X as a constant imply that X must be a representative of equivalence
class p, and thus that X and ¢ are representatives of the same equivalence class.

Consider term ¢ again. As any closed BSP(A)-term is also a closed (BSP +
PR)(A)-term, by Theorem 4.5.4 (Bounded depth), there exists a natural num-
ber n such that (BSP+PR)(A) + mx(¢) = t for all k > n. Thus, the soundness
result of Theorem 4.5.8 implies that (1)<t for all kK > n.

Next, recall the n-fold action prefix of Notation 4.6.6. It is not hard to prove
that (BSP + PR + E)(A) F 7,,,(X) = a™0 for any natural number m. Since
term ¢t and constant X are representatives of the same equivalence class under
bisimilarity in the term model P(BSP(A)) <, it follows that 7, () <a™0 for
any natural number m.

Combining the facts derived in the last two paragraphs means that it must
be the case that for all natural numbers k, [ > n, ak0<m; (1)<t < (1) <d'0.
However, it is easily shown that the process terms a0 and 4’0 are not bisimilar
for the cases that k # [. Hence, a contradiction results, which implies that
there cannot be a process p in the algebra P(BSP(A)),« that is a solution of
E. Thus, this example shows that the algebra P(BSP(A)),« cannot be turned
into a model for (BSP + E)(A).
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The observation made at the end of the above example relates solutions to
models, and can be generalized as follows.

Theorem 5.3.6 (Solutions vs. models) A model M of BSP(A) has a solution
for a recursive specification E if and only if M is also a model of the extended
theory (BSP + E)(A).

Proof Given the definition of theory (BSP + E)(A) in Table 5.1,
the result immediately follows from Definitions 5.3.1 (Solution) and 2.3.8
(Model). ]

Example 5.3.7 (Multiple solutions) Consider recursive specification {X =
X}. For any process theory and any model M of that theory, each element
p of the domain M of that model is a solution for X. If M has at least two
elements, the recursive specification has at least two different solutions. Thus,
it does not uniquely define a process.

The first of the above examples indicates that there are recursive specifica-
tions that in some models of some given basic process theory do not have a
solution at all. In some sense, this is a desirable result, as the goal of intro-
ducing recursion is to increase expressiveness. The second example indicates
that in any model with two or more elements there is more than one solution
for some recursive specifications. When constructing a model for a process
theory with recursion, it is necessary to take these intricacies into account. It
should also be investigated under what conditions a recursive specification pre-
cisely defines one unique process. Section 5.5 addresses these issues in more
detail. First, the next section presents a term model for BSP(A) with recursive
specifications.

Exercises

5.3.1  Give a bisimulation relation between the two transition systems of
Figures 5.1 and 5.2.

5.3.2  Consider Example 5.3.2 (Solutions). Along the lines of this example,
provide a solution for recursion variable SCM defined in the recursive
specification of Example 5.1.1 (Coffee machine), including a correct-
ness argument.

5.3.3  Find in the term model P(BSP(A)),« two different solutions of the
recursive equation X = X + a.0.

5.3.4  Does the term model IP(BSP(A)),« have a solution of the recursive
equation X = a.X + X?
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5.3.5  Show that any solution of X from {X =Y, Y = a.X} is also a solution
of Z from{Z =a.W,W =a.Z}.

5.4 The term model

This section presents a term model for BSP(A) with recursion. Recall Nota-
tions 5.2.5 (Recursion variables) and 5.2.6 (Process theories with recursion).
Since recursion variables are interpreted as constants in the process theory
BSP(A) with recursion, that is, BSP.(A), note that C(BSP;e.(A)) denotes all
closed terms over the BSP(A) signature extended with all recursion variables
of potential interest.

Definition 5.4.1 (Term algebra) The term algebra for BSP(A) is the al-

gebra P(BSPrec(A)) = (C(BSPrec(A)), +, (@.2)aca, (WX.E)EcRec, XeVr(E)
0,1).

Notation 5.4.2 (Solutions of terms) Let E be a recursive specification over a
set of recursion variables Vg. For convenience, the notation uX.E for some
variable X in Vp is generalized to ut.E for some arbitrary term ¢ in C((BSP +
E)(A)). An inductive definition of this notation is given by:

(i) ul.E=1;
(i) u0.E =0;
(iii) for any recursion variable X € Vg, u(uX.E).E = uX.E;
(iv) foranya € A andr € C((BSP + E)(A)), u(a.t).E = a.(ut.E);
(v) forany s,t € C((BSP + E)(A)), u(s +1t).E = us.E + ut.E.

The termination predicate and the ternary transition relation in the transition-
system space underlying the model under construction are defined via the term
deduction system in Table 5.2, which extends the term deduction systems in
Tables 4.2 and 4.4. Essentially, the new deduction rules express that a solution
for a recursion variable in a recursive specification behaves as the right-hand
side of its defining recursive equation.

Proposition 5.4.3 (Congruence) Bisimilarity is a congruence on term algebra
P(BSPrec(A)).

Proof The property follows immediately from the format of the de-
duction rules given in Tables 4.2, 4.4, and 5.2, and Theorem 3.2.7 (Congruence
theorem). |
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__TDS(BSPrec(A))

TDS(BSP(A));

constant: (WX.E) EcRec,Xe Vg (E)

v
ut.E\ ptE 5y
uX.E| uX.ESy

Table 5.2. Deduction rules for recursion (witha € Aand X =t € E).

Definition 5.4.4 (Term model of BSP...(A)) The term model of BSP;e.(A) is
the quotient algebra P(BSPrec(A)) /< -

Theorem 5.4.5 (Soundness of BSP.(A)) Theory BSP.(A) is a sound
axiomatization of P(BSPyec(A)) /<>, 1.€., P(BSPrec(A)) /<> = BSPrec(A).

Proof According to Definition 2.3.8 (Model), it must be shown that,
for each axiom s = t of BSPyec(A), P(BSPrec(A)) /< = s = . The proof for
the axioms of BSP(A) carries over directly from the proof of Theorem 4.4.7
(Soundness of BSP(A)) and Exercise 4.4.4. The proof for the axioms that are
new in BSPrec(A), i.e., all the recursive equations in all recursive specifications
of interest, follows in a straightforward way from the deduction rules in Table
5.2. If X = t is some recursive equation in recursive specification E, then
R = {(uX.E, ut.E)} U {(p,p) | p € C(BSPc(A))} is the bisimulation
relation showing the desired result. |

Example 5.4.6 (Solutions in term models) Solutions of recursive equations
over the BSP(A) signature in the term model of BSP.(A) are equivalence
classes of closed BSPyc(A)-terms under bisimilarity. Consider again recur-
sive specification £ = {X = a.Y + ¢.0,Y = b.X} of Example 5.2.3. The
solution of X in the term model of BSP.(A) is [uX.E]« . The solution of
Z of recursive specification E' = {Z = a.b.Z + ¢.0} of the same example is
[LZ.E' )« . Itis easy to show that uX.E<uZ.E’'. Figure 5.3 shows the tran-
sition systems for uX.E and uZ.E'. Hence, [uX.E]w = [uZ.E']« , which
means that X and Z specify the same process in the term model of BSPrec(A).
These results confirm the claims made in Example 5.2.3.

For reasons of brevity, it is often said that a closed BSP(A)-term is a
solution of some recursive specification over the BSP(A) signature, meaning
that the corresponding equivalence class under bisimilarity is a solution.
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© ©

Fig. 5.3. Transition systems for 4 X.E and uZ.E’ of Example 5.4.6.

It is interesting to observe that the term model P(BSPc(A)),;« defines
specific solutions for every recursive specification in the theory BSPr.(A),
even for the ones that have multiple solutions. Recall that, following Defi-
nition 2.3.18 (Quotient algebra), the standard interpretation of constants and
functions of theory BSPrec(A) in the term model IP(BSPrec(A)) /<> maps all
constants, including the constants corresponding to recursion variables, onto
their equivalence classes under bisimilarity, and each operator onto the corre-
sponding function in the term model. For the recursive specification {X = X},
for example, which has all processes in P(BSPrec(A)),/« as solutions, the
standard interpretation in the term model maps X onto (the equivalence class
of) 0, because the term deduction system of Table 5.2 does not allow the
derivation of any steps or the successful termination of X. This observation is
consistent with the fact that any model of a process theory, and therefore also
any model of BSP..(A), is always accompanied with an interpretation that
maps every closed term, and hence every recursion variable in the signature
of BSP;..(A), to precisely one process in the model. These observations once
again emphasize the dual role of recursion variables, as constrained variables
when considering solutions in some given model of the basic theory under
consideration and as constants when considering a model of the basic theory
extended with recursion.

It is not possible to give a general ground-completeness result for BSPec(A)
and the term model introduced in this section, because in general it is not
guaranteed that the recursive equations capture all equalities between recursion
variables that are valid in the term model. The following example illustrates
this fact.

Example 5.4.7 (Ground-completeness of BSP;..(A)) Consider again Exam-
ple 5.3.3 (Equivalence of recursion variables). Assume that the set of recursive
specifications Rec equals {E7, E»}. It has been mentioned in Example 5.3.3
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that it is not possible to prove that the two recursion variables X; and X al-
ways have the same solutions. Thus, in particular, it is not possible to prove that
BSP..(A)F X1 = X». However, in the term model constructed in this section,
the equality X1 = X is valid, i.e., P(BSPec(A))/« = X1 = X». The bisim-
ulation relation proving this is the relation {(Xy, X»), (X1, a.X2)}. This simple
example proves that theory BSP.c(A) is in general not ground-complete for
the term model. Note that for specific instances of the set of recursive specifi-
cations Rec it may still be possible to obtain a ground-completeness result.

Given the results obtained so far, it is possible to prove that the extension
of BSP(A) with recursion is conservative. In other words, using the extended
theory, it is not possible to derive any new equalities between closed BSP(A)-
terms. Note that it is not possible to prove an elimination result; that is, it is in
general not possible to eliminate recursion variables from closed BSP.(A)-
terms resulting in BSP(A)-terms. This last observation should not be very
surprising given the fact that recursion has been introduced in order to extend
the expressiveness of the process theory BSP(A). It is also possible to show
that BSPrec(A) is a conservative ground-extension of theory MPTy..(A), i.e.,
the minimal theory MPT(A) of Section 4.2 extended with recursion.

Theorem 5.4.8 (Conservative ground-extension) The theory BSP..(A) is a
conservative ground-extension of theories BSP(A) and MPT . (A).

Proof The desired conservativity result for theory BSP(A) follows
immediately from Theorem 3.2.21 (Conservativity), the fact that BSP(A) is a
ground-complete axiomatization of the term model P(BSP(A)),;« (Theorem
4.4.12), the fact that BSPec (A) is a sound axiomatization of P(BSPec(A)) /< ,
and the fact that TDS(BSP.(A)) is an operational conservative extension of
TDS(BSP(A)) (Table 4.4). This last fact is a direct consequence of the format
of the deduction rules in Tables 4.2, 4.4 and 5.2, and Theorem 3.2.19 (Opera-
tional conservative extension).

For theory MPTe.(A), it is not possible to give a similar proof, because the-
ory MPTy..(A) is not a ground-complete axiomatization of the underlying
term model (see Example 5.4.7 and Exercise 5.4.3). Instead, the proof goes
along the lines of Theorem 4.4.1. The signature and axioms of BSPrec(A)
include the signature and axioms of MPTec(A), implying that BSP;..(A) is a
(ground-)extension of MPTye.(A). Furthermore, since no axioms of BSPrec(A)
can introduce a completely new or entirely eliminate a 1 constant, any deriva-
tion in BSP.:(A) showing the equality of two closed MPTye.(A)-terms is in
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fact a derivation in MPTyc(A), which yields the desired conservativity result.

O

Fig. 5.4. Conservativity results for MPTrec(A) and BSPrec(A).

Figure 5.4 shows the conservativity results for theory BSP...(A). It also
shows that MPT;..(A) is a conservative ground-extension of MPT(A). The
proof is left as an exercise.

54.1
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Exercises

For each of the following terms, give the transition system associated
with it by means of the deduction rules presented in this section.

(@) uX{X =aY, Y =>b.X},

b) uX{X=14aY,Y =0>0X},

© wa@X){X=abX+bY+0,Y=X+a.(Y +X)},
d pubX+DH{X=aX+YY=aVY}

Assume the standard interpretation of constants and functions of the-
ory BSPye(A) in its term model P(BSPrec(A)) /<>, i.€., all constants
are mapped onto their equivalence classes under bisimilarity, and each
operator is mapped onto the corresponding function in the term model
following Definition 2.3.18 (Quotient algebra).

Check that P(BSPec(A)) /< =

(@) uXA{X=X}=0,

®) uXA{X =a.0} =a.0,

© uX{X=aX+Y,Y=a¥Y})=uzZ{Z =a.z},
(d) uX{X =X+a.0} =a.0,and

e uX{X=X+aX}=uY{Y =a.¥}

Develop the theory MPTye.(A) by extending theory MPT(A) with
recursion. Define the equational theory MPT.(A), provide a term
model, prove soundness, and prove a conservativity result. Argue that
there are no general elimination and ground-completeness results.
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5.5 Recursion principles

It is a common situation that there is a need to add recursion to some given
basic process theory without recursion. It is then interesting to know to what
extent it is possible to build upon existing models of that basic theory when
developing an operational semantics of the theory with recursion. The models
of interest are those in which recursive specifications have precisely one solu-
tion. However, Example 5.3.7 (Multiple solutions) shows that it is in general
impossible to find interesting models in which all recursive specifications have
precisely one solution. Furthermore, Example 5.3.5 (No solutions) gives a re-
cursive specification over the signature of theory BSP(A) that has no solutions
in the term model IP(BSP(A)) /< .

These examples illustrate that it is interesting to study which models of pro-
cess theories allow an easy extension of a theory with recursion. Example
5.3.7 (Multiple solutions) shows that the goal of precisely one solution for
each recursive specification cannot be achieved without at least some restric-
tions. Section 5.4 has already shown the construction of a term model for a
theory with recursion in such a way that every recursive specification has a
solution. However, this term model does not address the issue that some re-
cursive specifications have multiple solutions. To investigate these issues in a
generic setting, this section introduces a number of so-called recursion princi-
ples. A recursion principle specifies characteristics of models and/or recursive
specifications. A very elementary recursion principle is the Recursive Defini-
tion Principle (RDP), stating that, given a basic theory with some model, any
recursive specification over the syntax of that theory has at least one solution
in the given model.

Definition 5.5.1 (RDP) Assume some equational theory and some model of
this theory. The Recursive Definition Principle (RDP) is the following as-
sumption: every recursive specification over the signature of the theory has a
solution in the given model.

The notion of validity for ordinary equations (see Definition 2.3.6) carries
over to recursion principles. Given a model M of some equational theory and
some recursion principle R, M = R denotes that R is valid in model M.
Since a recursion principle must be valid in the algebra that is considered as a
potential model for the process theory at hand, the introduction of a principle
restricts the allowed models of the process theory.

It is interesting to consider the recursion principle RDP in a bit more detail in
the context of process theories BSP(A) and BSPy..(A) and their term models.
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An immediate consequence of Example 5.3.5 (No solutions) is that RDP is
not valid in the term model of theory BSP(A), i.e., the algebra P(BSP(A)) /<.

Theorem 5.5.2 (Invalidity of RDP for P(BSP(A)),« ) Principle RDP is not
valid in the term model of BSP(A), i.e., P(BSP(A)),« [~ RDP.

In the term model of theory BSP..(A), however, which is also a model of
theory BSP(A), RDP is valid.

Theorem 5.5.3 (Validity of RDP in P(BSPc(A)),«) Recursion principle
RDP is valid in the term model of BSPrec(A), i.e., P(BSPec(A))/« = RDP.

Proof The validity of RDP follows immediately from the construc-
tion of the model P(BSPr(A)),« . For any recursive specification £ and
recursion variable X in E, the equivalence class [uX.E]/« is a solution for
X. Hence, each recursive specification has a solution. |

Theorem 5.5.3 is not really surprising. Theory BSPrc.(A) and its model
P(BSP;ec(A))/«> have been constructed in such a way that every recursive
specification has at least one solution. In fact, given the construction of theory
BSP.c(A), this observation straightforwardly yields the following result.

Theorem 5.5.4 (BSP;..(A) and RDP) An arbitrary algebra M is a model of
BSPec(A) if and only if it validates theory BSP(A) and recursion principle
RDP, i.e., M = BSP...(A) if and only if M = BSP(A) and M = RDP.

As already mentioned before, the construction of theory BSP;..(A) does not
enforce that a recursive specification has only one solution; recursive specifi-
cations may have multiple solutions in some given model. One solution to this
problem would be to simply disallow all such models. However, as a direct
consequence of Example 5.3.7 (Multiple solutions), this only leaves models
in which all processes are equal, so-called one-point models. This is clearly
undesirable. Other solutions are to restrict the recursive specifications that are
allowed or considered relevant, or to select a unique default solution of a re-
cursive specification in case it has more than one. The latter is done in for
example CCS, where the notion of a least fixed point is used to select solutions
(Milner, 1980; Milner, 1989). Also the deduction rules for recursion underly-
ing a term model for a theory with recursion, as for example given in Table 5.2,
generate one particular solution, as explained in the previous section and fur-
ther illustrated by Exercise 5.4.2. However, choosing this generated solution
as the default solution does not allow the interpretation of recursion variables
as constrained variables, and is furthermore model-dependent. Therefore, a
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restriction of the set of the allowed recursive specifications is considered. This
can be done independent of any particular model. To this end, the notion of
guardedness of recursive specifications is introduced. The basic idea is that
guarded recursive specifications have precisely one solution.

Definition 5.5.5 (Guardedness, part 1) Let s be a BSP.(A)-term. An oc-
currence of a (normal or recursion) variable x in term s is called guarded if
and only if it occurs in the operand of an action-prefix operator, i.e., s has a
subterm of the form a.t for some a € A and BSP,e.(A)-term ¢, and this x oc-
curs in ¢. Term s is called completely guarded if and only if all occurrences of
all variables in s are guarded. A recursive specification E is called completely
guarded if and only if all right-hand sides of all recursive equations of E are
completely guarded.

Example 5.5.6 (Guardedness)

(i) Lett; =a.X+Y +c.(b.0+ X). In this term, both occurrences of re-
cursion variable X are guarded: the first one because it is the operand
of the action-prefix operator a._; the second one because it occurs in
the operand of the action-prefix operator c._. The occurrence of Y is
unguarded. Therefore, #; is not completely guarded.

(ii) Lettr =a.X +Y +a.(b.0+ Y). In this term, the occurrence of X is
guarded and Y occurs both guarded and unguarded. As a result, #, is
not completely guarded.

(iii) Let 73 = a.(X + Y). The occurrences of X and Y are guarded and
hence #3 is completely guarded.

(iv) Recursive specification £1 = {X| = a.X, Y1 = a.X1} is completely
guarded.

(v) Recursive specification E; = {X; = a.X7,Y> = X3} is not com-
pletely guarded because X, occurs unguarded in equation Y, = X».

A closer look at the last two examples reveals that the notion of guarded-
ness presented in Definition 5.5.5 is too restrictive. Recursive specification
E1 is completely guarded. Recall that a guarded specification is supposed to
have a single solution in some appropriate model of the basic theory BSP(A).
Assuming that this is the case, recursion variables X and Y7 in E; each de-
termine precisely one process in that model. However, recursive specification
E» is not completely guarded, suggesting that recursion variables X» and Y»
do not determine precisely one process each. It can be shown that the latter is
not true by proving that the two recursive specifications are equivalent in the
sense of Theorem 5.3.4 (Equivalence of recursive specifications), meaning that
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all solutions of X and Y; in some model of BSP(A) are also solutions of X,
and Y, and vice versa. In other words, the two recursive specifications specify
precisely the same processes.

Example 5.5.7 (Guardedness anomaly) Consider again recursive specifica-
tions £ = {X; = a.X1,Y) = a.X1}and E; = {X2 = a. X, Y, = X»}
of Example 5.5.6. In order to obtain that all solutions of X and Y; are also
solutions of X5 and Y> in some given model of BSP(A), it suffices to show that
the recursive equations from E» with the occurrences of X; and Y replaced by
X1 and Y1, respectively, are derivable from the process theory (BSP + E1)(A)
(Theorem 5.3.4). This is easily achieved as follows:

BSP+ ENA X1 =a.Xy
and
BSP+ENA)FY =a.X; = X;.

Similarly, the fact that all solutions of X, and Y, are solutions of X; and Y1,
can be seen as follows:

BSP+ E))(A)F Xo =a. Xy
and
BSP+ E))(A) Yy, =X, =a.X;.

But this means that X and Y determine unique processes if and only if X, and
Y, determine unique processes, showing that the notion of guardedness intro-
duced in Definition 5.5.5 (Guardedness, part 1) is not suitable for the intended

purpose.

The reason for the anomaly observed in the above example is that the defi-
nition of guardedness is a purely syntactical one. It does not take into account
that syntactically different process terms can be semantically equivalent. In the
following definition, a notion of guardedness is defined that also includes E;
of the above example as a guarded recursive specification; the definition builds
upon the notion ‘completely guarded’ as defined in Definition 5.5.5 (Guarded-
ness, part 1).

Definition 5.5.8 (Guardedness, part 2) Let s be a BSP.(A)-term. Term s
is guarded if and only if there exists a BSPc(A)-term ¢ that is completely
guarded and derivably equal to s, i.e., BSPrc(A) - s = ¢. A recursive spec-
ification E is guarded if and only if it can be rewritten into a completely
guarded recursive specification F, i.e., there exists a completely guarded re-
cursive specification F with VR(E) = Vg(F) and for all X = t € F,
(BSP+ EY(A)F X =1t.
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Example 5.5.9 (Guarded recursive specifications) Consider again recursive
specification Er = {X, = a.X», Y» = X3}. Although this recursive specifica-
tion is not completely guarded, the derivations

BSP+ E))(A)F X, =a.X,
and
BSP+E)(A)FY,=X,=a.X,

show that it can be rewritten into the completely guarded recursive specifica-
tion F = {X, = a.X», Y» = a.X»}, indicating that it is guarded.

Note that, although the guardedness notions in the above definitions are de-
fined in the context of theory BSP(A), they can be generalized to arbitrary
process theories in a straightforward way.

The question remains whether the notion of guardedness defined in Defini-
tion 5.5.8 is satisfactory. To investigate this issue, a new recursion principle
is introduced that disallows models in which guarded recursive specifications
have more than one solution. This principle is called the Recursive Specifica-
tion Principle.

Definition 5.5.10 (RSP) Assume some equational theory and some model of
this theory. The Recursive Specification Principle (RSP) is the following as-
sumption: a guarded recursive specification over the signature of the theory
has at most one solution in the model.

In the context of process theory BSP(A) and its models P(BSP(A)) /< and
IP(BSPrec(A)) /<, the following theorem holds.

Theorem 5.5.11 (Validity of RSP) Principle RSP is valid in both the term
model of BSP(A) and the term model of BSPc(A), i.e., P(BSP(A))/« =
RSP and P(BSP;ec(A)) /<« = RSP.

Proof The theorem is a consequence of Theorems 5.5.29 (Relation
between the recursion principles) and 5.5.23 (Validity of AIP™), proven later
in this section. Note that these theorems are only proven for theories with
projection operators. However, since extensions of BSP(A) and BSP.(A)
with projection operators are ground-conservative, any element in the term
models of BSP(A) and BSP;..(A) is also an element of the term models of
(BSP+PR)(A) and (BSP + PR)...(A). Hence, if a recursive specification over
the signature without projection operators has at most one solution in the term
models of the theories with projection, it has also at most one solution in the
term models of the theories without projection. U
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Through the introduction of the recursion principles RSP and RDP, it has
been shown that, in the term model P(BSPrec(A)),;«, every guarded recur-
sive specification over the signature of theory BSP(A) has at most one solution
and that every recursive specification over the BSP(A)-signature has at least
one solution. Together, this gives that every guarded recursive specification
has precisely one solution. Thus, the notion of guardedness introduced in Def-
inition 5.5.8 is meaningful indeed.

So how can recursion principles be used to reason about the equivalence of
recursive specifications? In general, recursion principles may affect the notion
of derivability, as defined in Definition 2.2.8. Thus, recursion principles may
be used to derive equations between terms of some process theory that cannot
be derived from the basic axioms of the theory, in particular equations involv-
ing recursion variables. Recursion principle RDP does not affect derivability.
However, RSP does have an effect. The detailed redefinition of derivability is
omitted, in this case and also in the remainder when other recursion principles
are introduced. The use of recursion principles in the derivation of equations
with recursion variables is illustrated through examples, as for instance Exam-
ple 5.5.12 that follows below.

To clarify that a recursion principle is assumed to hold in derivations, its
acronym is added to the name of the process theory being used. For example,
the notation (BSP. + RSP)(A) indicates that the theory BSP.c(A) is being
used for derivations while assuming RSP to hold.

Example 5.5.12 (Recursion principle RSP) Consider again recursive speci-
fications E; = {X; = a.X1} and E; = {X» = a.a.X3} of Example 5.3.3
(Equivalence of recursion variables). On intuitive grounds, it is expected that
X1 and X, define the same process. How can this (correct) intuition be cap-
tured in the equational theory? Observe that it is necessary to consider theory
(BSP + E| + E3»)(A), or an extension of this theory. Only when E;| and E;
are part of the equational theory, the theory has a means to reason about the
recursive specifications, and in particular about the equivalence of X and X».
As already mentioned in Example 5.3.3, an attempt to prove the equivalence of
X1 and X5 using only the basic axioms of (BSP+ E| + E»)(A) will not be suc-
cessful. However, assuming recursion principle RSP, the desired equivalence
can be proven.

First, it is shown that any solution of X is a solution of X; by deriving the
equation for X, with all occurrences of X, replaced by occurrences of X from
the process theory (BSP 4 E1)(A) as shown before in Example 5.3.3:

BSP+ EN(A F X1y =a.X1 =a.aX.
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Second, assume the validity of principle RSP. This means that only models
of theory (BSP+ E| + E»)(A) that satisfy this principle, such as the term mod-
els P(BSP + E; + E3)(A))/« or P(BSPc(A))/«, are considered. RSP,
the fact that both E and E; are guarded, and the fact that every model of
(BSP + E{ + E»)(A) contains solutions for £ and E; by definition (see The-
orem 5.3.6 (Solutions vs. models)) imply that both X and X, have precisely
one solution in any model considered. Since any solution for X is a solution
for X», the solutions for X and X, must be the same. This shows that X; and
X, are derivably equivalent in the process theory (BSP+ E| + E> +RSP)(A):

(BSP + E| + E2 + RSP)(A) F X| = X».

Note that the reasoning leading to this conclusion is completely model-
independent. It illustrates how the recursion principle RSP can be used to
derive equations involving recursion variables.

Example 5.5.13 (Recursion principle RSP) Consider the two recursive spec-
ifications

Xo = a.X
E = { 0 = a.21, ne N}
X,H_l = G.Xn+2 +bXn
and
Yio =aYi, - }
F = ’ ’ i,jeN;.
{ Yijt1 = a.Yijpo +bYip1j /

These recursive specifications are guarded. Hence, each of them has precisely
one solution in the term model P(BSPrc(A)),« . Using the principle RSP, it
can be shown that (BSP + E 4+ F + RSP)(A) + X, = Y;, for any natural
numbers i and n. This shows that the recursive specification F' where variables
have a double index can be simplified to the recursive specification E where
variables have only one index.

One way to arrive at the desired result is to show that the equations of F are
derivable from the equations of E after replacing the occurrences of the Y; ; by
occurrences of X ;. Hence, it has to be shown that (BSP+E)(A) - X = a.X;
and, forany j € N, (BSP + E)(A) - X411 = a.X;42 + b.X;. Obviously,
this is the case. This result implies that any solution of X ; is also a solution of
Y; j, for any i € N. Furthermore, both E and F have precisely one solution in
any model of theory (BSP 4+ E + F 4+ RSP)(A), leading to the desired result
that (BSP+ E + F + RSP)(A) - X, =Y, , forany i, n € N.

A reasoning where the equations of E are shown to be derivable from the
equations of F also leads to the desired result. In this approach, the occur-
rences of variables X, in E can be replaced by occurrences of Yy, (or any
other Y; ,). Hence, it has to be shown that (BSP 4+ F)(A) F Yy = a.Yp 1
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and, for any n € N, (BSP 4+ F)(A) F Yo.u+1 = a.Yon+2 + b.Yo,. This is
much more elaborate than the above proof as it requires additional proofs of
(BSP+ F)(A)FY;; =Y;qy jforanyi, j € N.

The above examples show that the principle RSP and the notion of guard-
edness are meaningful and useful. Guardedness of a recursive specification
over the signature of BSP(A) implies that it has a unique solution in the term
model P(BSPec(A))/« , and RSP allows equational reasoning about guarded
recursive specifications. It turns out that guardedness is also exactly the no-
tion needed to characterize recursive specifications with unique solutions when
considering the theory BSPec(A) and its term model P(BSPrec(A)) /<. Ev-
ery unguarded recursive specification over the signature of BSP(A) with a
finite or infinite but countable number of equations has multiple solutions in
PP(BSPyec(A));« when A is not empty. The proof for finite unguarded recur-
sive specifications is as follows.

Proposition 5.5.14 (Guardedness) Every finite unguarded recursive specifi-
cation over the signature of theory BSP(A) has multiple solutions in the model
P(BSPrec(A)) /<> When A is not empty.

Proof Suppose E is an unguarded recursive specification over the sig-
nature of BSP(A) with a finite number of equations. As E is unguarded, then
either there is a variable X in Vg (E) that occurs unguarded in the equation of
X or there is anumber n > 1 and a sequence of variables Xy, ..., X, in Vg (E)
such that X;; occurs unguarded in the equation of X; (i < n) and X occurs
unguarded in the equation of X, (i.e., there is a ‘cycle of unguardedness’).
Consider the second case. The first case can be treated similarly.

Let p be an arbitrary closed BSP(A)-term. Consider the recursive specification
E, that is obtained from E by adding an extra summand p to each of the
equations of Xo, ..., X, so, if X; = ¢; is the equation in E, then X; = ¢, + p
becomes the equation in E .

Let X; =t;+pand X; 1 = t;41+p (fori < n)be equationsin E,. Recall that
X;+1 occurs unguarded in #;, which means that #; is derivably equal to a term
of the form s+ X; y 1, for some term s. This implies that (BSP+E,)(A)FX; =
titp=s+Xip+p=s+Xin1+Xix1+p=t;+X;y1+p,ie, X; hasan
X1 summand. It follows that (BSP+E,)(A)FX; =ti+p =t;+X;y1+p =
ti+@p+p)+p=tittip+p=ti+Xip1 =s+ X+ X1 =s+Xi1 =
ti,ie., BSP+ E,)(A) - X; =t;. In a similar way, it is possible to show that
(BSP + Ep)(A) = X, = t,. Thus, it follows that (BSP + E,)(A) - E, and
that any solution of E, is also a solution of E. When A is not empty there are
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infinitely many different instantiations that can be chosen for p (e.g., choosing
l,a.l,a.a.1,...forsomea € A).

Next, consider the deduction system of Table 5.2. It implies that every state
of the transition system defined by any recursion constant wX.E is a subterm
of one of the right-hand sides of the equations in E. As E has only finitely
many equations, there are finitely many such subterms. The deduction rules
imply that, as a consequence, the number of states of any transition system
of a recursion variable of a finite recursive specification is finite. Note that
the deduction system of Table 5.2 also shows that processes uX;.E, (i < n)
among others allow the behavior of p. Only finitely many of these behaviors
can already be present in each of the uX;.E, as the corresponding transition
systems have only finitely many states. Since there are infinitely many choices
for p and any solution for uX;.E, is also a solution for u X; . E, infinitely many
different solutions are obtained for each of the nX;.E and thus for E. ]

The above property assumes that the action set is not empty. It is not difficult
to give an unguarded recursive specification over the signature of BSP(A) with
only one solution if the action set can be empty; see Exercise 5.5.3.

It seems that there are no general conditions independent of the basic process
theory and the precise model that guarantee that guarded recursive specifica-
tions are always precisely the recursive specifications with one solution. In
Chapter 10, the so-called inaccessible process is introduced. This process
can be used to construct unguarded recursive specifications with only a sin-
gle solution, even in the presence of actions (see Exercise 10.3.2). There are
also models in which guarded recursive specifications have multiple solutions.
In the initial algebra I(BSPe:(A)) of theory BSP.(A), see Definition 2.3.19
(Initial algebra), in general many guarded recursive specifications have multi-
ple solutions. Consider for example the two guarded recursive specifications
Ei = {X =aX}and E; = {Y = a.Y}, for some a € A. Because the-
ory BSP..(A) — without assuming RSP — has no means to derive equalities
between X and Y, the initial algebra I(BSP.(A)) contains two equivalence
classes [uX.E1]- and [uY.E> ]~ that are both solutions of both X and Y. Fur-
thermore, Example 4.5.2 in (Usenko, 2002) introduces an algebra that can be
used to construct models for theories including sequential composition, as pre-
sented later in this book, in which every guarded recursive specification with
at least one recursion variable in the right-hand side of one of its equations has
infinitely many solutions. However, these models capture no longer the intu-
itive semantics of process theories and their operators. They exploit the large
freedom in constructing models for equational theories, but have no meaning
in process specification and modeling. In conclusion, the discussed examples
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show that guardedness does not capture uniqueness of solutions of recursive
specifications under all possible circumstances. However, all the examples are
exceptional or counterintuitive cases. In practice, guardedness is an appropri-
ate and commonly used way to capture the uniqueness of solutions of recursive
specifications, in a model-independent way.

An interesting observation is that principle RDP is stronger than strictly nec-
essary for the purpose of capturing all recursive specifications with precisely
one solution: it suffices to assume that guarded recursive specifications have
a solution. This weaker principle is called the Restricted Recursive Definition
Principle.

Definition 5.5.15 (RDP~) Assume some equational theory and some model
of this theory. The Restricted Recursive Definition Principle (RDP™) is the
following assumption: every guarded recursive specification over the signature
of the theory has a solution in the model of that theory.

Theorem 5.5.16 ((In-)validity of RDP™) Assuming BSP(A) as the basic pro-
cess theory, principle RDP™ is valid in P(BSP:(A)),« but it is not valid
in P(BSP(A)) /<, i.e., P(BSPrc(A))/«» = RDP™ and P(BSP(A)),;« -
RDP~.

Proof The validity of RDP™ in term model P(BSPrec(A))/« is a
direct consequence of the facts that RDP is valid in P(BSPyec(A))/«» (The-
orem 5.5.3) and that RDP implies RDP™. The invalidity of RDP™ in model
P(BSP(A)) /<> follows from the same example that proved the invalidity of
the principle RDP for this term model (Example 5.3.5 (No solutions)). |

Theorems 5.5.2 (Invalidity of RDP), 5.5.3 (Validity of RDP), and 5.5.16
((In-)validity of RDP™) show that both RDP and RDP™ are invalid in the term
model P(BSP(A)),« and valid in the term model P(BSPrec(A))/ . Itis
also possible to construct models for BSP(A) that satisfy RDP™ but not RDP,
for example the term model P(BSP(A)),« extended with bisimilarity equiv-
alence classes for all constants ©X.E for arbitrary recursion variables X and
guarded recursive specifications E.

The validity of the recursion principles RSP and RDP™ in the term model
PP(BSP;ec(A)) /<> reconfirms that every guarded recursive specification over
the signature of BSP(A) has precisely one solution in P(BSPrec(A)) /<.

Recall that the proof of Theorem 5.5.11, claiming the validity of principle
RSP in the term models of BSP(A) and BSP..:(A), was in effect postponed.
The given proof uses the validity of another recursion principle, namely the
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Restricted Approximation Induction Principle (AIP™). This recursion princi-
ple is based on the idea that a solution of a recursive specification, which is
a potentially infinite process, can be approximated by its series of finite pro-
jections, using the projection operators introduced in Section 4.5. Each such a
finite projection can be considered as an approximation of the solution itself.
In computing science and mathematics in general, and in process algebra in
particular, it is quite common to describe an infinite object in terms of a series
of approximations. The essence of AIP™ is that two processes — for exam-
ple, but not necessarily, two solutions of some recursive specification(s) — can
be considered equal if all their finite projections are equal. However, as the
name already suggests, AIP™ restricts this essential idea to some extent. It is
in fact a restricted version of a more general recursion principle that precisely
captures this idea, namely the Approximation Induction Principle (AIP). Note
that the principles AIP and AIP™ explicitly refer to projections of processes.
Hence, it is required that the basic theory under consideration contains projec-
tion operators. Therefore, in the following, the basic theories considered are
(BSP + PR)(A) and (BSP + PR).c(A) instead of BSP(A) and BSPec(A).

Definition 5.5.17 (AIP) The Approximation Induction Principle (AIP) is the
following assumption: for arbitrary (BSP+PR)c(A)-terms s and ¢, if (BSP+
PR);ec(A) F 7, (s) = m,(¢) for all natural numbers n € N, then ((BSP +
PR)ec + AIP)(A) 5 =1t1.

An equivalent formulation of AIP is obtained by also allowing the use of
the principle AIP in the derivation of 7, (s) = 7, (¢), i.e., (BSP + PR)c(A) F
7, (s) = m,(t) can be replaced by ((BSP+PR)ec +AIP)(A) F 7, (s) = 7, (2).
Furthermore, note that the above definition is formulated in terms of the theory
(BSP + PR)c(A). However, the principle can be defined for arbitrary process
theories that contain projection operators, also theories without recursion. In
the remainder, it is used without further notice for other theories as well.

Example 5.5.18 (AIP) Consider again recursive specifications {X| = a.X}
and {X» = a.a.X3}. Using AIP, it can be shown that X and X, denote the
same process, i.e., it can be shown that ((BSP + PR)ec + AIP)(A) - X1 = X».

Recall Notation 4.6.6 (n-fold action prefix). Using natural induction, it is
not difficult to show that, for any natural number n € N,

(BSP + PR)ec(A) b 1, (X 1) = a"0
and

(BSP + PR)ec(A) F 7, (X2) = a"0.
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Thus, for any natural number n € N,

(BSP + PR)yec(A) F 71, (X1) = a"0 = 7, (X2).
Using AIP gives

((BSP + PR)ec + AIP)(A) F X = X».

Unfortunately, the principle AIP is not valid in the term model of theory
(BSP + PR)ec(A). It does hold in the term model of (BSP + PR)(A), but that
model is not very interesting because not all recursive specifications have a
solution in that model. The proof of the following theorem uses a new notation,
>, which generalizes the choice operator + to a choice between an arbitrary
number of processes.

Notation 5.5.19 (Generalized choice) Let / C N be some finite index set of
natural numbers, j € N\ [ a fresh index not in 7, and ¢;, foralli € I U {j},
arbitrary terms in some process theory containing the choice operator +.
Z[,'E()and Z t,'Etj+Zt,'.
i€ ielU{j} iel
At this point, the above notation is simply an abbreviation. In Chapter 10, a
true choice quantifier, i.e., the quantifier corresponding to the binary operator
+ with 0 as its identity element, is added as an operator in process theories.

Theorem 5.5.20 ((In-)validity of AIP) Principle AIP is valid in P((BSP +
PR)(A))/«> anditis not valid in P((BSP +PR)ec(A)) /<. That is, P((BSP +
PR)(A))/«> = AIP and P((BSP + PR)ec(A)) /< = AIP.

Proof First, it is proven that recursion principle AIP holds in the term
model P((BSP + PR)(A)) /< .
Let p and g be closed (BSP + PR)(A)-terms such that 7, (p)<m, (g), for all
natural numbers n € N. It has to be proven that p«<¢. From Theorem 4.5.4
(Bounded depth), it follows that there exist natural numbers n and n, such
that, for all k; > ny and k; > ny, (BSP 4 PR)(A) + m,(p) = p and
(BSP+PR)(A) - 7y, (q) = gq. Hence, for all k > max(n1, n2), mx(p)<p and
7 (q)<q. Recall the assumption that 7, (p)<m,(g) for all n € N. Taking
an arbitrary n’ > max(ny, ny), it follows that p< 7,/ (p)< 7, (q)<q. Hence,
the principle AIP is valid in the model P((BSP + PR)(A)), < .
Second, it is shown that principle AIP is not valid in the term model IP((BSP +
PR)rec(A))/ﬁ~
Consider the recursive specifications {X,, = a"0 + X,,+1 | n € N} and {Y =
a.Y}. Asin Example 5.5.18 (AIP), it can be shown that (BSP + PR)c(A)
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1, (Y) = a0 for all n € N. Furthermore, obviously (BSP 4+ PR)(A) - a"0 =
7, (a"0) for all n € N.
By induction, it can be shown that, for any natural number n € N,

n .
(BSP 4+ PR)ec(A) - Xo = > a'0+ Xyt1.-
i=0
This results in
(BSP + PR)ec(A) F Xg = Xo +a"0

as follows, using Axiom A3 in the second step:

n .
(BSP + PR)rec(A) - Xo = 3 @0 + X1
i=0
n .
> a'0+a"0+ Xy
i=0
= Xo +a"0.

Consequently, for any natural number n € N,

(BSP + PR)rec(A) = mp(Xo + ¥) = 7 (Xo) + 70 (Y)
= m,(Xo) +a"0

7 (Xo) + 7, (a"0)

7, (Xo + a"0)

= 7, (Xo).

Applying AIP then gives

((BSP + PR)yec + AIP)(A) F X9 + Y = Xp.
Assume now that AIP is valid in model P((BSP + PR)rec(A)) /< . This yields
that Xg + Y« Xo. The term Xy + Y, however, exhibits an infinite path of a
executions as follows:

Xo+YSySyS... 5y S ..
On the other hand, the process term X only allows finite paths of a executions.
Each such path is of the form

XoS5ad05 a7 05 ... 50,
for some n > 1. However, this means that Xy + Y and X cannot be bisimilar,
1.e.,

Xo + Y <4 Xo.
When playing the bisimulation game as explained in Chapter 3, it is clear that
the player playing with X can at some point no longer match the moves of the
infinite a sequence of process X + Y, no matter what execution path of X is

chosen in the initial state. This implies a contradiction, and, as a conclusion,
principle AIP is not valid in P((BSP + PR)ec(A)) /<. O
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The problem with the Approximation Induction Principle is that it is only
capable of discriminating processes that differ in a finite initial part of their
behavior. The two process terms Xo + Y and X in the above proof do not
differ in any finite initial part of their behaviors. Hence, AIP is too strong:
It is not valid in the standard term model of the basic process theory with
recursion. Principle AIP™ restricts the applicability of AIP by requiring that
one of the process terms under consideration should be guarded, solving the
observed problem. This restricted version turns out to be valid in the standard
term model. It can also be used, as intended, to prove the validity of RSP in
the standard term model.

Definition 5.5.21 (AIP™) The Restricted Approximation Induction Principle
(AIP7) is the following assumption: for arbitrary (BSP + PR)rc(A)-terms s
and ¢ such that s is guarded, if (BSP + PR)c(A) F m,(s) = m,(¢) for all
natural numbers n € N, then ((BSP + PR)ec + AIP7)(A) s = 1.

As for AIP, also in this case, the hypothesis (BSP + PR)ec(A) F m,(s) =
7, (¢) can be replaced by ((BSP 4 PR)rec + AIPT)(A) F 7, (s) = m,(¢). Also
AIP™ can be defined straightforwardly in the context of other process theories.

Example 5.5.22 (AIP™) Consider once more recursive specifications {X| =
a.X1} and {X, = a.a.X»}. As explained in Example 5.5.18 (AIP), (BSP +
PR)ec(A) F m,(X1) = a"0 and (BSP + PR)yec(A) F 7,(X3) = a"0, and
hence (BSP + PR);ec(A) F 7, (X1) = m,(X7), for all natural numbers n € N.
As X1 and X, are guarded, applying AIP™ yields ((BSP4+PR).c+AIP™)(A) -
X1 = X».

Theorem 5.5.23 (Validity of AIP™) The principle AIP™ is valid in both term
model P((BSP+PR)(A)),« and term model P((BSP +PR)ec(A)) /<« . That
is, P(BSP 4+ PR)(A))/« = AIP™ and P((BSP + PR);ec(A))/« = AIP™.

Proof The fact that P((BSP+PR)(A)),« = AIP™ follows immedi-
ately from the observation that AIP implies AIP™ and the fact that P((BSP +
PR)(A));« k= AIP (Theorem 5.5.20).
The second part of the theorem is proven as follows. Let p,q € C((BSP +
PR);ec(A)) be such that p is guarded and 7, (p)<m,(q) for all natural num-
bers n € N. It has to be proven that p<¢q. By definition of guardedness
there exists a completely guarded term p’ € C((BSP + PR)c(A)) such that
p<p’. It suffices to prove that p’<>q. Define the relation R on closed
(BSP + PR) ¢ (A)-terms as follows:
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R = {(u,v) € (C((BSP + PR)rec(A)))? |
()<, (v) for all n € N and u is completely guarded}.

Clearly, (p’, ¢) € R. It remains to prove that R is a bisimulation relation.
Consider an arbitrary pair (4, v) € R. For technical reasons the parts of the
proof are presented in a different order than usual.

e Suppose that v — v’ for some a € A and closed term v/ € C((BSP +
PR)ec(A)). It has to be proven that there exists a u’ € C((BSP +
PR);ec(A)) such that u > u’ and (i, V') € R.

Define, for any natural number m € N,

Sm = {u* € C(BSP + PR)rec(A)) |

u > u* and 7, ()< 7, (V).

The set S, represents all processes that are reachable from u by per-
forming a once and that are bisimilar to v" up to depth m.
Then, the following observations can be made:

(i) For any natural number i € N, S; 2 S;j4+1. This follows from
the observation that, for any closed (BSP + PR)c(A)-terms p
and g and natural number k € N, mx41(p)<mi+1(g) implies that
mr(p)<mr(q) (see Exercise 5.5.8).

(ii) For any natural number i € N, S; # @. To see this, let i € N
be some natural number. From v —> v’ and the deduction rules
for projection operators in Table 4.6 in Section 4.5, it follows that
iyl (v) 5 7;(v") for any i € N. From this, and the fact that
iyl ()< mwiy1(v) (assumption (u#, v) € R), it follows that there
exists a closed (BSP + PR)ec(A)-term u’ such that 7r; 1 (1) S
and u’ < ; (v'). Inspection of the deduction rules for projection op-
erators reveals that necessarily 1’ = m; (u”) for some closed (BSP+
PR);ec(A)-term u” such that u —> u”. Hence, 7; (u")<7; (v') for
some u”. Then, by definition of S;, u” € S;. Hence S; # .

(iii) For any natural number i € N, S; is finite. This follows immedi-
ately from the fact that u is completely guarded and the property
of the deduction rules that in one transition only a finite number of
terms can be reached from a completely guarded term (see Exercise
5.5.9).

From these observations, it can be concluded that ﬂieN S; # . Take
some u’ € (Nien Si- Observe that by the definition of the sets S;

necessarily u S uw. Asu' € S; for all natural numbers i € N, it
follows that 7r; (u")<>7; (v') for all natural numbers i € N. It follows
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from the definition of R that (u’, v') € R, which completes this case
of the proof.

Suppose that u > u’ for some action ¢ € A and closed term u’ €
C((BSP + PR)ec(A)). It has to be proven that there exists a v €
C((BSP 4 PR),cc(A)) such that v > v and (u/, V') € R.

Define, similar to the previous case, for any natural number m € N,

Ty = {v* € C((BSP + PR)rec(A)) |

v 5 v* and 1, () 71, (V%))

Observe that the sequence (7;);eN is decreasing and that all 7; are
non-empty. For eachi € N, pick a term v; € 7;. Then, v 5 v
by definition. By the previous item, there are u; such that u Lo
and (4;,v;) € R for all i € N. As before, since u is completely
guarded, it follows that only a finite number of terms can be reached
from u. Therefore, the sequence (u;);eN must contain at least one
element infinitely often. Let u™* be a term that occurs infinitely often
in (u;)ieNn and k a natural number such that u* = uy. It is claimed
that (', vy) € R, thus finishing the proof. To see that this claim
indeed holds, one needs to prove that 7, (u") <7, (v;) for all n € N.
Let n be an arbitrary natural number. Let / be a natural number such
that ! > n and u* = u;. Then 7, (1)<, (v;) follows from the facts
that v; € T; and T; C T,,. Furthermore (u*, v;) € R and (u*, v;) €
R are obtained from (u;,v;) € R and u* = u;, and (ur,vr) € R
and u* = uy. Therefore, 7, ()<, (v)<n,(u*)<m,(vr). Thus,
7, (u' )<, (vy) for all n € N and thus (¢, v;) € R.

Suppose that #|. From the term deduction rules for projection op-
erators, see Table 4.6, it follows that 7, (u)| for all n € N. Since
7, ()<, (v), it follows that 7, (v)| for all n € N. Suppose that v .
Then, by the term deduction rules in Table 4.6, m,, (v) } for all n € N.
This results in a contradiction and therefore v .

Suppose that v|. Using a reasoning similar to the previous case, it
can be shown that u |, completing the proof.

O

At this point, five recursion principles have been discussed: RDP, RSP,
RDP~, AIP, and AIP™. It is interesting to consider the relations between these
principles. Obviously, by their definitions, RDP implies RDP™ and AIP im-
plies AIP™. The most interesting relation is the one already hinted at earlier,
namely that validity of AIP™ implies validity of RSP. The latter is only true
under the assumption that the equational theory under consideration has the
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so-called head-normal-form (HNF) property. This is usually the case. The re-
lations between the recursion principles are visualized in Figure 5.5, where an
arrow connecting two principles indicates a logical implication. To formally
prove these relations, the HNF property needs to be introduced, and some in-
termediate results are needed.

HNF property satisfied

RSP

Fig. 5.5. Relation between the recursion principles.

Definition 5.5.24 (Head normal form) Consider an equational theory 7 (A)
that extends BSP(A), as defined in Definition 2.2.14. The set of head normal
forms of theory T (A) is inductively defined as follows. The constants 0 and 1
are head normal forms; for any action a € A and 7T (A)-term ¢, a.t is a head
normal form; for any head normal forms s and ¢, s + ¢ is a head normal form.

Theory T'(A) is said to satisfy the head-normal-form (HNF) property if and
only if every guarded T (A)-term can be rewritten into a head normal form,
i.e., for every guarded T (A)-term s, there is a head normal form ¢ such that
TAEs=rt.

Head normal forms can always be rewritten into a very specific form.

Proposition 5.5.25 (Head normal forms) Consider a theory 7 (A) that ex-
tends BSP(A). For any head normal form ¢ of T (A), there is a natural number
n € N such that, for any i < n, there are a; € A and T (A)-terms #; such that
T(A) bt =3 aiti(+1),
<n

where the ) notation is the generalized choice notation introduced in Notation
5.5.19 and the notation ‘(+s)’ for some term s denotes an optional s-summand
which may or may not be present.

Proof Straightforward via induction on the structure of head normal
formt. O
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Proposition 5.5.26 (HNF property) Process theory (BSP + PR)ec(A) satis-
fies the HNF property.

Proof It needs to be proven that every guarded (BSP+PR)ec(A)-term

s can be rewritten into a head normal form. By Definition 5.5.8 (Guarded-
ness, part 2), it can be assumed without loss of generality that s is completely
guarded. The proof goes via induction on the structure of s.

s =1ors =0. Term s is a head normal form by definition.

s = a.s' for some a € A and (BSP + PR);e.(A)-term s’. Again, term
s is a head normal form by definition.

s = s’ + 5" for some completely guarded process terms s’ and s”. By
induction, there exist head normal forms #’ and ¢” such that

(BSP 4 PR),ec(A) F 5" = 1/
and

(BSP 4 PR);ec(A) F 5 = 1.
Hence, ¢’ +1t" is a head normal form such that (BSP+PR)e.(A) s =
s’ +s” =1t +1t”, which proves this case.

s = m,(s’) for some natural number n € N and some completely
guarded process term s’. By induction, there is a head normal form ¢
such that

(BSP + PR)ec(A) s = 1.
By Proposition 5.5.25 (Head normal forms), there exists a natural
number m € N such that for any i < m, there are @; € A and terms ¢;
such that

(BSP 4 PR)ec(A) F 5" = 3 aj.ti (+1).

r<m

If m = 0, then either (BSP + PR)c(A) 5 = m,(s’) = 0 or
(BSP + PR);ec(A) -5 = m,(s") = 1. In both cases, s is therefore
derivably equal to a head normal form. Assume that m > 0.

(BSP + PR)rec(A)

s =ma(s") = ma( Y aiti(+1) = Y- mp(ai 1) (7, (1),

i<m i<m
If n = 0, then
(BSP + PR)ec(A) s = 'Z 7y (a; ;) (+m, (1)) = 0(41).
<m
Ifn >0, l

(BSP + PR)ec (A) -
s =2 ma(@i ) (+ma (D) = 3 ai. a1 () (+1).

i<m i<m
The last term in the last two derivations is in both cases a head normal
form, which completes the proof for this case.
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e s = x for some (normal or recursion) variable x. Then s is not com-
pletely guarded, which means this case cannot occur.
|

The next proposition states that any projection of any solution of a recursion
variable specified by a guarded recursive specification can be rewritten into
an equivalent closed (BSP + PR)(A)-term, i.e., a term without any variables.
The intuition behind this result is that any guarded recursive specification can
be rewritten such that the recursion variables in the right-hand sides of the
equation in the specifications occur in the scope of any desirable number of
nested action-prefix operators, in particular a number larger than the depth of
the projection. Recall Definition 2.2.6 (Substitution). Let, for any term ¢ over
some arbitrary signature and variable x, #/x denote the substitution that maps
x to ¢ and all other variables onto themselves.

Proposition 5.5.27 (Projections of guarded recursive specifications) Let E
be a guarded recursive specification and X a recursion variable in Vg (E). For
any natural number #, there is a closed (BSP 4+ PR)(A)-term p, such that for
any (BSP 4 PR)..c(A)-term ¢ satisfying the recursive specification of X, i.e.,
(BSP + PR)ec(A) F E[t/ X1, (BSP + PR)ec(A) 7, (2) = p.

Proof Assume without loss of generality that recursive specification
E is completely guarded.
Let X = rx be the recursive equation defining X in E. Since E is guarded,
based on Propositions 5.5.26 (HNF property) and 5.5.25 (Head normal forms),
it follows that

(BSP + PR)ec(A) Ft = tx[t/ X] = Z a; .ti[t/ X1(+1),

<m

for some natural number m € N and actions g; and terms ¢; for any i < m. It
follows immediately that

(BSP + PR)rec(A) = 7n (1) = 7, ( 3 @i ti[t/ X1(+1)),

i<m

for any natural number n € N.
Therefore, in the remainder, a slightly more general property is proven, namely
that, for any natural number n, and any head normal form Zi<l bi.si(+1)
with / € N and, for any i < [, actions b; and (BSP + PR)c(A)-terms s;,
such that the s; contain only recursion variables in Vg(E), there is a closed
(BSP 4 PR)(A)-term ¢, such that

(BSP + PR)rec(A) F 7, (3 bisilt/ X1(+1)) = q.

i<l
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This generalized property can be proven via induction on 7.
First, suppose n = 0. Then,

(BSP + PR)yec (A
JTo(Zl bi.si[t/ X1(+1)) = Y mo(b;.si[t/ X])(+mo(1)) = 0(+1),
i< i<l

which satisfies the base case.
Second, suppose n > 0. Then,

(BSP + PR);ec (A)F
T, (Y bisi[t/ X1(+1) = ) bimp_1(si[t/ XD (+1).
i<l i<l

Recall that the s; contain only recursion variables from Vz(E) and no other
variables, and that E is completely guarded. It follows that all the s; are
guarded because any unguarded variable occurrences in an s; can be replaced
by the right-hand side of the defining equation of that variable. Therefore, by
Proposition 5.5.26 (HNF property), each s; can be rewritten into a head nor-
mal form }°; b;..s;. (+1) with k € N and, for any j < k, actions b; and
(BSP + PR);ec (A)-terms s} , which contain no other variables than those from
Vg (E). Induction yields that for each s;, there is a closed (BSP+PR)(A)-term
gi, such that

(BSP + PR)rec(A)F-
a1 (5il/X]) = 701 (X 5.1/ X1+ D) = g1
Jj<k ’

Substituting this in the earlier result yields,
(BSP + PR)rec(A) =, (3 bi-si[t/ X1(+1)) = ) bi.qi (+1),
i<l i<l
which also completes this case. |

The following theorem is now straightforward to derive. It implies the deriv-
able equality of all the finite projections of any two solutions of a guarded
recursive specification.

Theorem 5.5.28 (Projection Theorem) Let E be a guarded recursive specifi-
cation and X a recursion variable in Vg (E). For any (BSP + PR);cc(A)-terms
s and ¢ satisfying the recursive specification of X and any natural number n,
(BSP + PR)rec(A) b= 715 (s) = 770 (7).

Proof From Proposition 5.5.27 above, it follows immediately that
for any natural number #, there is a closed (BSP + PR)(A)-term p such that
(BSP + PR)rec(A) =, (s) = p = m, (2). U
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Note that the Projection Theorem does not use any essential aspects of the
theory (BSP 4 PR),..(A), other than the fact that it satisfies the HNF property.
It can be generalized to arbitrary process theories extending (BSP + PR)ec(A)
that satisfy this property.

Theorem 5.5.29 (Relation between the recursion principles) Let 7(A) be
some equational theory without recursion extending (BSP 4+ PR)(A). Let
Trec (A) be the corresponding theory with recursion.

(i) RDP implies RDP~;
(ii)) AIP implies AIP™;
(iii) if Tiec(A) satisfies the HNF property, then AIP™ implies RSP.

Proof The first two implications follow immediately from the defini-
tions of the principles.
The third one is more involved. Let IM with domain M be some model of
process theory Tiec(A). Suppose that M = AIP™. It has to be proven that
M E RSP. Let E be an arbitrary guarded recursive specification and X a
recursion variable in Vg (E). Suppose that s and ¢ are two Trec(A)-terms sat-
isfying the recursive specification of X. Note that, since E is guarded, this
implies that both s and ¢ are guarded. By the generalization of Theorem 5.5.28
(Projection Theorem) to Trec(A), which is allowed because Trec(A) satisfies
the HNF property, Trec(A) b m,(s) = m,(¢), for all natural numbers n € N.
Applying AIP™ then gives Tiec(A) s = t. Suppose now that ¢ and « are two
solutions of E. Since s and ¢ can among others be arbitrary variables, without
loss of generality, assume that ((X) = 4 (s) and « (X) = x4 (¢) for some vari-
able valuation «. Then, Tec(A) s = t implies that M |= s = ¢ and hence
that 1o (s) =M Kk (¢). Since E, X, s and ¢ were all chosen arbitrarily, a guarded
recursive specification has therefore at most one solution, which means that
M = RSP. |

Note that Theorem 5.5.11 (Validity of RSP), given earlier in this section, can
be derived in a straightforward way from this last result and Theorem 5.5.23
(Validity of AIP™), as explained in the proof of Theorem 5.5.11.

At the end of this section, it is interesting to consider whether the recursion
principles affect the equalities that can be derived between closed terms of the
basic theory (BSP + PR)(A). It turns out that this is not the case.

Theorem 5.5.30 (Conservative ground-extension) Theory (BSP+PR)c(A)
extended with any combination of the five recursion principles considered in
this section is a conservative ground-extension of theory (BSP + PR)(A).
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Proof Along the lines of the proof of Theorem 5.4.8 (Conservative
ground-extension BSPc(A)), it can be proven that (BSP + PR)c(A) is a
conservative ground-extension of (BSP + PR)(A). Since RDP does not af-
fect derivability, the desired conservativity result follows immediately for any
extension of (BSP 4 PR).(A) with RDP. It follows from Theorem 4.5.4
(Bounded depth) that any two closed (BSP + PR)(A)-terms that satisfy the
condition of AIP are already derivably equal in the theory (BSP 4 PR)(A).
Hence, also any extension of (BSP + PR);..(A) with principle AIP is a conser-
vative ground-extension of (BSP+PR)(A). Theorem 5.5.29 (Relation between
the recursion principles) completes the proof. |

Note that the extension of (BSP 4 PR);ec(A) with any of the principles AIP,
AIP™, or RSP is not a conservative ground-extension of (BSP + PR)c(A). It
is in fact the purpose of these recursion principles to derive equalities between
terms with recursion variables that cannot be derived in the basic theory (BSP+
PR)cc(A). The extension of (BSP+PR).(A) with RDP or RDP™ is identical
to (BSP 4 PR)ec(A), and so these extensions are trivially conservative.

Exercises

5.5.1  Determine whether in the following terms the occurrences of the re-
cursion variable X are guarded, unguarded, or both: a.X, Y + b.X,
b(X+Y)aY +X.

5.5.2  Determine whether the following recursive specifications are guarded
orunguarded: {(X =Y, Y =a X}, {X =a.Y+Z,Y =bZ+X,Z =
cX+7Y}.

5.53  Consider BSPyec(A) with its model P(BSPrec(A))/ <, and assume
that A = . Give an unguarded recursive specification with only one
solution.

5.5.4  Consider the recursive specification {X = a.X + b.c.X}. Calculate
wo(X), m1(X), and 2 (X).

5.5.5 Consider the recursive specification £ = {X = a.X}. Prove that
(BSP+PR + E)(A) F 7, (X) = a"0 for any natural number n € N.

5.5.6  Consider the recursive specification {X = a.X + b.X}. Determine
7, (X) for every natural number n € N.

5.5.7  Consider the recursive specifications £ = {X = a.X + b.X} and
Ey,={Y=aY+b.Z,Z =a.Z+b.Y}. Prove that (BSP + E| +
E, +RSPY(A)FX =Y.

5.5.8  Prove that for any closed (BSP+PR)¢c(A)-terms p and g and natural
number n € N, 7,41 (p)<m,41(q) implies that 7, (p) <, (q).
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5.5.9  Consider the term deduction system underlying the standard term
model of (BSP + PR)ec(A). Given a guarded (BSP + PR);ec(A)-
term ¢, prove that in one transition only a finite number of terms can
be reached from z.

(Hint: use Proposition 5.5.26 (HNF property).)

5.6 Describing a stack

This section illustrates the use of recursion via an example of a specification
of a data stack using the process theory BSPr..(A). The stack example is used
at several points throughout the book to illustrate some of the concepts.

Consider an arbitrary, finite set of data elements D = {dy, d, - - -, d,,}, for
some natural number n € N. Using recursion, a data stack with an unlimited
capacity can be described in a straightforward way. Such a stack consists of a
sequence of data elements from the set D. Elements from D can be added to
or removed from the stack at only one end of the sequence. Usually, this end
of the stack is called the top of the stack. The first element of the sequence
modeling the stack is considered the top. The operation of adding an element
d to the stack is modeled as the atomic action push(d). Removing an element
d from the stack is denoted pop(d). In the recursive specification of the stack
process, the following notations are used:

e The empty sequence of elements from D is denoted as €.

e The set of all finite sequences of elements from D is denoted D*.

e Concatenation of data elements and sequences into new sequences is
denoted by juxtaposition. For example, for an element d from D and
a sequence o in D*, the concatenation of d and o is denoted do.

e The stack containing only one datum d, formally denoted by de, is
written as d.

A stack can be described in BSP(A), with an infinite set of recursive equa-
tions.

Stackl = S,

Se =14 Y push(d).Sg, and,foralld € D,o € D*,
deD

Sic = pop(d).So + ) push(e).Sedo -

eeD
Note that the stack process can terminate if it is empty. This is particularly
useful and meaningful if the stack is considered in the context of an environ-
ment. If the environment using the stack terminates after emptying the stack,
then also the stack can terminate with it. In a theory with parallel composition,
developed in Chapter 7, this can be made more precise; see Exercise 7.6.7.
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In theory BSPrec(A), it is not possible to specify a stack with a finite number
of recursive equations (see Exercise 5.8.1). In Chapter 6, a theory is introduced
that does allow a finite recursive specification of a stack.

Observe that the above recursive specification is not completely guarded. It
is guarded though, as it is derivably equal to the specification

Stackl = 1+ . push(d).Sq,

deD

S = 14 Y push(d).Sg, and,foralld € D,o € D*,
deD

Sdo = POP(d)~So + Z puSh(e)~Seda,

eeD

which is completely guarded. Note that each right-hand side in this recursive
specification consists of a sum of terms where each term is either an empty-
process constant or a prefix operator applied to a recursion variable. Such a
form is convenient, because guardedness immediately follows. This specific
form of recursive specification is called a linear recursive specification, and it
occurs often in equational verifications.

Figure 5.6 shows part of the stack’s transition system, for the case that D =
{0, 1}. For simplicity, push(d) and pop(d) are written d and d, respectively.

b

Fig. 5.6. Visualization of (part of) the stack with D = {0, 1}.

Exercises

5.6.1  Calculate, for the stack process described in this section, w(Stackl),
71 (Stackl), and 7o (Stackl).
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5.6.2  Give arecursive specification describing a stack with capacity C, i.e.,
a stack that contains at most C elements. You can assume that C is a
given constant. Draw the transition system for the stack with capacity
C = 2 and data elements from D = {0, 1}.

5.6.3  Consider the recursive specification {Co = 1 + plus.C1, Cpy1 =
minus.C,, + plus.C, 12 | n € N} that specifies a counter (that can
terminate at the count of zero). Using RSP, prove that the counter
(variable C¢) and the stack (Stackl) with D = {0} are equal when
assuming that plus = push(0) and minus = pop(0).

5.6.4  Prove that the counter of the previous exercise and the stack with
D = {0} are equal when assuming that plus = push(0) and minus =
pop(0) but now using AIP™.

5.7 Expressiveness and definability

At this point, it is interesting to consider the expressiveness of process theo-
ries in a bit more detail. In Chapter 4, expressiveness of a process theory was
introduced as the class of processes that can be described by the closed terms
over the signature of that process theory. It was shown for example that the
addition of the 1 constant to the minimal theory of Section 4.2 increases ex-
pressiveness, but that the addition of projection operators in general does not
increase expressiveness.

The extension of the basic process theory of the previous chapter with re-
cursion in the current chapter was motivated from the expressiveness point of
view. With the addition of recursion, however, and in particular given the spe-
cial role of recursion variables, it is necessary to carefully consider the notion
of expressiveness. Given that, in a process theory such as BSPc(A), the re-
cursion variables are simply constants in the signature, one could consider to
define expressiveness of such a theory as the class of all processes in any model
of the theory that are the interpretation of any closed term over the signature of
that process theory. However, Example 5.3.7 (Multiple solutions) shows that
this definition does not make much sense, because any process in any model
can be the interpretation of constant uX.{X = X}. As an alternative, it is pos-
sible to consider the class of processes that can be specified via a closed term
in a theory with recursion for a specific model with a specific interpretation.
The standard term models and the operational framework of Chapter 3 are of
particular interest in this context.

The transition-system framework of Chapter 3 and the standard term mod-
els of process theories essentially introduce equivalence classes of transition
systems under bisimilarity as processes. Therefore, it is interesting to consider
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the universe of all equivalence classes of transition systems as the semantic
context for studying the expressiveness of process theories. Given the standard
interpretation for term models of process theories, the question then is which
of these equivalence classes has a transition system corresponding to a closed
term over the signature of some given theory as a representative.

Only one assumption is made, namely that, given a transition system, its set
of states can be determined, and that given a state, its set of transitions and the
existence of a termination option can be determined. This is an assumption
that is not always fulfilled. Consider for example the following definition of
transition system p (using the inaction and empty-process constants O and 1):

0, if the decimal expansion of the number 7 contains a
p= sequence of nine consecutive 9s;
1, otherwise.

The definition of p implies that it has exactly one state, but it cannot be deter-
mined whether or not this state has a termination option. (It is not possible to
define an algorithm that can conclusively decide for any arbitrary sequence of
numbers whether or not the decimal expansion of 7 contains that sequence;
the part of the decimal expansion of 7 known to date does not contain a
sequence of nine consecutive 9s.) Transition system p is an example of a non-
computable transition system. In the remainder, only computable transition
systems are considered. The formal definition of a computable transition sys-
tem is omitted. The reader interested in a formal definition of computability is
referred to any textbook on automata theory, e.g., (Linz, 2001). Informally, the
definition of a computable transition system is that the behavior of the transi-
tion system can be determined by an algorithm. This corresponds to the above
assumption that the set of states of a transition system can be determined, and
that for each state the set of transitions and the existence of a termination op-
tion can be determined. Observe that the notion of computability is not limited
to transition systems, but carries over to other concepts such as for example
recursive specifications and processes, where a recursive specification is com-
putable if and only if its set of equations can be determined by an algorithm,
and a process is computable if and only if it is an equivalence class under
bisimilarity of computable transition systems.

One final important notion used in the remainder is that of a countable set.
A set is countable if and only if it has the same number of elements as some
subset of the natural numbers, i.e., if it can be indexed using the natural num-
bers. The definition given here also considers finite sets to be countable. A
countable set is also said to have countably many elements.
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Definition 5.7.1 ((Countable) computable process) A computable process is
an equivalence class under bisimilarity of computable transition systems. A
(computable) process is countable if and only if it has a countable transition
system as a representative (where a transition system is countable if and only
if it has countably many states and countably many transitions).

Note that there are computable processes that are not countable and vice
versa. The above example of a non-computable transition system leads to a
process that is not computable, but since it has only one state and no transitions,
it is countable. Also observe that the definition allows that a countable process
may have a representative with an uncountable number of states or transitions.
However, any such a transition system is bisimilar to a countable one, which
implies that the corresponding process essentially has countably many states
and transitions.

Definition 5.7.2 (Expressiveness) A computable process can be specified in
a process theory T if and only if it has a transition system corresponding to a
closed T'-term as defined by the standard term model, as a representative.

The following two results show that in a context with all (computable) re-
cursive specifications, already the basic process theory is sufficient to specify
all countable computable processes.

Theorem 5.7.3 (Countable computable transition systems) Let the set of
recursive specifications contain all computable recursive specifications. A
transition system p is an element of the term algebra P(BSP..(A)) if and
only if p is computable and countable.

Proof First, consider the implication from left to right. A general el-
ement p of P(BSP.(A)) corresponds to an arbitrary closed BSPec(A)-term.
Such a term is by definition finite and may contain a finite number of recursion
constants. Since also the right-hand side of the equation defining any recursion
constant 4 X. E is a finite term, by following the deduction rules of the term de-
duction system of Table 5.2, every transition and every state of the transition
system defined by p can be determined and counted. As a consequence, tran-
sition system p is computable and countable.

Second, consider the implication from right to left. Let p be a countable
computable transition system. Since p is countable, it has countably many
states and countably many transitions. Enumerate the states of p as s; with
index i = 0, 1,.... Enumerate the transitions of each state s; with index k,
k =0,1,.... Assume that transition k leaving state s; has label a;, and that
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it goes to state s;; k). Define a recursive specification E over variables X;; as
follows, where variable X;( corresponds to state s;. For each variable X, E
contains equation
Xik = aik-Xji,000 + Xik+1)-

In case either the set of states or the set of transitions of a state is finite, just
put X;x = 0 for all remaining variables. If a state s; has a termination option,
which can be determined because p is computable, then a 1 summand has to
be added to the equation of X;q.

It is easy to see that the rules of the deduction system of Table 5.2 yield the

transition system p for the recursive specification E, which means p is an
element of the term algebra P(BSPc(A)). ]

Corollary 5.7.4 (Expressiveness of BSP..(A)) Theory BSP.(A) with all
computable recursive specifications as the set of recursive specifications allows
to specify precisely all countable computable processes, i.e., the term model
PP(BSP;ec(A)) /<> contains precisely all countable computable processes.

Note that this corollary implies that the algebra P(BSPec(A)),« can be
considered as an algebra of all countable computable processes, when the set
of recursive specifications is the set of all computable recursive specifications.
Given this observation, in the remainder, it is always assumed that the set of
recursive specifications of interest is the set of all computable recursive speci-
fications, or, when stated explicitly, a subset of those.

An important observation is that the notion of expressiveness introduced by
Definition 5.7.2 is model-dependent. It assumes the operational framework
of Chapter 3. Furthermore, it assumes the standard interpretation of process
terms in term models. This implies, among others, that all recursion vari-
ables are interpreted as one specific process, which is not really in line with
the interpretation of recursion variables as constrained variables. Recall that
in Section 5.5, guardedness was introduced as a model-independent way to
characterize uniqueness of solutions for recursive specifications, in line with
the interpretation of recursion variables as constrained variables. A guarded
recursive specification is supposed to define a process. Also observe that any
closed term in a process theory without recursion can be turned into an equiva-
lent (guarded) recursive specification in the theory extended with recursion by
taking that closed term as the right-hand side of an equation in a recursive spec-
ification with only that one equation (see, for example, recursive specification
E1 of Example 5.2.2 (Recursive specifications)). These considerations suggest
another notion of expressiveness, called definability, which is not depending
on any particular model, and is consistent with the interpretation of recursion
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variables as constrained variables. This latter notion of expressiveness orig-
inates from ACP-style process algebra, whereas the notion of expressiveness
defined in Definition 5.7.2 finds its origins in CCS-style process theory.

Definition 5.7.5 (Definability) Let 7 be a process theory without recursion.
A process in some model of theory T is definable (over T) if and only if it
is the unique solution of (some designated recursion variable of) a guarded
recursive specification over the signature of theory 7. A process is finitely
definable if and only if it is the unique solution of a finite guarded recursive
specification over the signature of T, i.e., a guarded recursive specification
with a finite number of equations.

In the remainder, for simplicity, the recursion variable of the considered
recursive specification for which a process is a solution is sometimes left im-
plicit.

Finite definability is introduced because it is of particular interest whether
or not a process can be defined via a finite guarded recursive specification. In
the previous section, it was for example claimed that the stack process is not
finitely definable over BSP(A). The next section returns to the notion of finite
definability in some more detail.

Definition 5.7.5 (Definability) raises the question whether, when returning
to the algebra of countable computable processes P(BSPrec(A))/«, all these
processes are definable over BSP(A). It turns out that this is not the case.
Observe that the proof of Theorem 5.7.3 (Countable computable transition
systems) uses unguarded recursion. It can be shown that this use of unguarded
recursion is essential.

Recall Definition 3.1.16 (Finitely branching transition system).

Definition 5.7.6 (Finitely branching process) A finitely branching process is
an equivalence class of computable transition systems under bisimilarity con-
taining at least one finitely branching transition system as a representative.

Note that this definition allows that infinitely branching transition systems
are elements of the equivalence class defining a finitely branching process.
Since any such infinitely branching transition system is bisimilar to a finitely
branching one, the corresponding process essentially has finitely many out-
going transitions in each state. Also observe that a finitely branching process
is necessarily countable. This follows from the fact that a transition system
is defined as a reachable subspace of a transition-system space (see Defini-
tion 3.1.5). With finitely many outgoing transitions per state, only a countable
number of states can be reached.
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Theorem 5.7.7 (Processes definable over BSP(A)) A computable process is
definable over BSP(A) if and only if it is finitely branching.

Proof First, consider the implication from left to right. Assume a
process p is the unique solution of a guarded recursive specification E over the
signature of BSP(A). By Exercise 5.5.9, the state corresponding to any uX.E
for some recursion variable X of E has only finitely many outgoing transitions.
As a consequence, the transition system corresponding to any p X . E is finitely
branching, which means that process p is finitely branching.

Second, consider the implication from right to left. If a process is finitely
branching, then it follows that the process has a finitely branching transition
system s as a representative, which has countably many states with finitely
many outgoing transitions per state. It is straightforward to define a guarded
recursive specification corresponding to transition system s. Enumerate the
states of s as s; with index i = 0, 1, .... Enumerate the transitions of each
state s; with index k, k = 0, 1, ..., n; — 1, where n; is the number of outgoing
transitions of state s;. Assume that transition k leaving state s; has label a;,
and that it goes to state s ). Define a linear recursive specification E over
variables X; as follows, where variable X; corresponds to state s;. For each
variable X;, E contains equation

ni—1

Xi= ) aix-Xjihn
k=0

where the ) notation is the generalized choice notation of Notation 5.5.19. If
s; has a termination option, then a 1 summand is added to the equation.

It is straightforward to see that the deduction system of Table 5.2 yields the
transition system s for the recursive specification E. Since E is guarded
and defined over the signature of theory BSP(A), and since the term model
PP(BSP;ec(A)) /<> satisfies RSP, the process represented by s is a unique solu-
tion for E and therefore definable over BSP(A). |

As a final note, observe, in the context of the algebra of countable com-
putable processes P(BSP;ec(A)), <, the subtle difference between the phrases
that ‘a process can be expressed’ or ‘specified’ and ‘that a process can be
defined’. The former means that there is a closed BSP;e.(A)-term with that
process as its standard interpretation. The latter means that there is a guarded
recursive specification over BSP(A) with that process as a unique solution,
where this solution of course is the standard interpretation of this recursive
specification.



154 Recursion

Exercises

5.7.1  Consider the following recursive specifications. Recall the n-fold
action-prefix notation of Notation 4.6.6.

@ E = (X, = Xpp1 +a"¥ [n eNJU{Y = 1};
(b) F={Xy=Xpi1 +a"Y |n e NJU{Y =a.Y).

These recursive specifications specify processes uXo.E and uXo.F
in the standard term model of BSP,..(A) (which means that both these
processes are expressible in theory BSPre.(A)). Which of these pro-
cesses are also finitely definable over theory BSP(A)? Either give a
guarded finite recursive specification to show that a process is defin-
able, or give an (informal) argument why such a specification does
not exist.

5.8 Regular processes

The previous section has introduced the notion of finite definability. A process
is finitely definable over some given theory if and only if it is the unique solu-
tion of a finite guarded recursive specification over the signature of that theory.
In Chapter 3, the notion of a regular transition system has been introduced, see
Definition 3.1.15, which captures precisely all finite transition systems. In light
of Theorem 5.7.7 (Processes definable over BSP(A)), note that the regular tran-
sition systems form a subset of the finitely branching transition systems, and
that finite definability is a restriction of definability. These observations sug-
gest that it is interesting to have a closer look at the relation between regular
transition systems and finite definability. It turns out that the regular transition
systems can be captured precisely by all finite guarded recursive specifications.

Definition 5.8.1 (Regular process) A regular process is an equivalence class
of computable transition systems under bisimilarity containing at least one reg-
ular transition system as a representative.

The definition allows non-regular transition systems as representatives of
regular processes, which is in line with the earlier definitions of countable and
finitely branching processes. Since any such non-regular transition system is
bisimilar to a regular one, the corresponding process has finitely many states
and transitions, which is the essence of regularity.

Theorem 5.8.2 (Regular processes) A computable process is regular if and
only if it is finitely definable over BSP(A).
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Proof Consider the implication from left to right. A regular process
has a regular transition system s as a representative. Enumerate the states of
s as s; withindexi = 0, 1,...,n — 1, where n is the number of states of s.
Enumerate the transitions of each state s; with index k, k = 0,1, ...,n; —
1, where n; is the number of outgoing transitions of state s;. Assume that
transition k leaving state s; has label a;; and that it goes to state s k). Let
recursive specification E over variables X;, where variable X; corresponds to
state s;, contain for each variable X;, equation

n;i—1
Xi= Y ai-Xjin,

k=0
with an additional 1 summand if s; has a termination option. The deduction
system of Table 5.2 yields transition system s for recursive specification E.
Since E is guarded, finite, and defined over the signature of BSP(A), and since
P(BSP;ec(A)),« satisfies RSP, the process represented by s is a unique solu-
tion for £ and therefore finitely definable over BSP(A).
Consider the implication from right to left. Assume a process p is the unique
solution of a finite guarded recursive specification E over the signature of
BSP(A). It follows from Theorem 5.7.7 (Processes definable over BSP(A))
that p is finitely branching. The deduction system of Table 5.2 implies that
every state of the transition system defined by E is a subterm of one of the
right-hand sides of the equations in E. As E has only finitely many equa-
tions, there are finitely many such subterms, and hence the transition system
has finitely many states. As a consequence, the transition system is regular,
which means that process p is regular. |

Consider again the stack process of Section 5.6. Since the given recursive
specification is guarded, the stack is definable over BSP(A). However, it is
not finitely definable, as already claimed in Section 5.6 and shown in Exercise
5.8.1. This implies that a stack is not a regular process.

Given the importance of regular processes, let process theory BSPgfrec (A),
term algebra IP(BSPgfrec(A)), and process algebra P(BSPgfrec(A))/« be the
theory, term algebra, and term model obtained by extending the basic theory
BSP(A) with constants only for guarded finite recursive specifications. The-
ory BSPgfrec(A) and its model P(BSPgfec(A))/« can be considered as an
equational theory and an algebra of regular processes. Note that the proof of
Theorem 5.8.2 implies that all the processes in the algebra of regular processes
PP(BSPgfiec(A)) )« contain in fact only regular transition systems as represen-
tatives, leading to the following corollary.
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Corollary 5.8.3 (Regular transition systems) A transition system p is an
element of the term algebra P(BSPgrec(A)) if and only if p is regular.

This corollary confirms the observation made in Example 4.3.2 (Transition
systems for closed MPT(A)-terms) that all transition systems corresponding
to closed MPT(A)-terms are regular, because all closed MPT(A)-terms are
closed BSPgfrec(A)-terms. Note that the algebra of countable computable pro-
cesses P(BSPyec(A)) /<, obviously, contains all regular processes, but that in
P(BSPyec(A)) /<, different from IP(BSPgfrec (A)) /<>, regular processes may
contain non-regular transition systems as representatives.

Since regularity and (finite) definability are so closely related, it is inter-
esting to have a look at the validity of the recursion principles of Section 5.5
in the algebra of regular processes P(BSPgfrec(A)) /<. Since principles AIP
and AIP™ are only meaningful in a context with projection operators, consider
theory (BSP + PR)gfrec(A), basic process theory with projection and guarded
finite recursion, and its term model P((BSP + PR)gfrec(A))/«<>. The proof
of Theorem 5.8.2 (Regular processes) carries over to this setting, showing
that P((BSP + PR)gfrec(A))/« is isomorphic to the algebra of regular pro-
cesses P(BSPgfrec(A)) /<« . Obviously, P((BSP + PR)gfrec(A)) /< is a model
of BSP(A). It does not satisfy RDP and RDP™, however, because the guarded
recursive specification given for the stack in Section 5.6 does not have a solu-
tion in P((BSP+PR)gfrec (A)) /< (see Exercise 5.8.1). In fact, the observation
that the algebra of regular processes does not satisfy principles RDP~ and RDP
corresponds to the observation that regular processes form a strict subclass of
the definable and countable computable processes, respectively. The algebra of
regular processes does satisfy AIP, AIP~, and RSP. Since any regular process
in P((BSP + PR)gfrec (A)) /< can be specified via a (finite) guarded recursive
specification, Theorem 5.5.23, that shows the validity of recursion principle
AIP™ in the term model P((BSP + PR);ec(A)) /<, shows that the more gen-
eral principle AIP, formulated for all (BSP + PR)gfrec(A)-terms, is valid in the
algebra P((BSP + PR)gfrec(A)) /<> . Theorem 5.5.29 (Relation between the re-
cursion principles) then implies that algebra P((BSP + PR)gfrec(A)) /< also
satisfies AIP™ and RSP.

Theorem 5.8.4 (Regular processes and the recursion principles) The alge-
bra of regular processes P((BSP + PR)gfrec(A)) /<> does not satisfy recursion
principles RDP and RDP™ but it does satisfy AIP, AIP™, and RSP.

For readers familiar with automata theory (see e.g. (Linz, 2001)), the results
of this section can be rephrased as follows. Finite non-deterministic automata
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under bisimulation equivalence correspond to right-linear grammars. This con-
firms that it is meaningful to speak of regular processes. Note that left-linear
grammars cannot be formulated in the present setting. When such a notion can
be formulated (in Chapter 6, Section 6.6), it turns out that it can be used to
specify also non-regular processes. Also, in Section 6.5, a notion of regular
expressions can be formulated. But then it turns out that not all regular pro-
cesses are equivalent to a regular expression under bisimulation equivalence.
The conclusion is that some results of automata theory remain valid in the cur-
rent algebraic setting, when language equivalence is replaced by bisimilarity,
but most do not.

It is also possible to consider equivalence classes of closed BSPgfrec(A)-
terms under language equivalence as a model of equational theory BSPgfiec(A).
As expected, this yields the usual algebra of finite automata with language
equivalence. In Section 6.5, the relation between regular processes as defined
in this section and finite automata is considered in a bit more detail.

Exercises

5.8.1  Prove that the stack process of Section 5.6 is not finitely definable
over BSP(A), which shows that the stack process is not regular.

5.9 Recursion and BSP*(A)

In the introduction to this chapter, it was already indicated that prefix iteration
only allows for the description of a limited class of unbounded processes. To
solve this expressiveness problem, recursion has been introduced. In a setting
with recursive specifications, prefix-iteration operators are redundant in the
sense that every process described by a closed term from the process theory
BSP*(A) can easily be described by recursion in the process theory BSPpec(A).
This is achieved by replacing all occurrences of a*p, for some action a € A
and closed BSP*(A)-term p, by a recursion variable X with recursive equation
X = a.X + p, resulting in a recursive specification.

Example 5.9.1 (Prefix iteration and recursion) The closed BSP*(A)-term
a.(b*(c.0) + 1) defines the same process as the closed BSPye.(A)-term a.(X +
1) where X is defined by the recursive specification {X = b.X + c.0}.

The closed BSP*(A)-term a*(b.1 4 ¢*0) can be represented by the recursion
variable X where X = a.X + b.1 + ¢*0. In turn, ¢*0 can be replaced by Y
with Y = ¢.Y 4+ 0. As aresult, a*(b.1 4+ ¢*0) defines the same process as X
with{X =a.X+b.1+Y,Y =c.Y}
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Although the expressiveness of the process theory BSP*(A) is less than the
expressiveness of the process theory BSP...(A), the latter is not a (conserva-
tive) extension of the former. The reason for this is the fact that the signature
of BSP*(A) is not contained in the signature of BSPe.(A). It is interesting to
observe that in fact BSP*(A) is not more expressive than the theory of regular
processes BSPgfrec (A) of the previous section. Using Axiom PI1 in Table 4.7,
every occurrence of a*p in some closed BSP*(A)-term can first be rewritten
into a.(a*p) + p, after which the action-prefix occurrence can be replaced
by a recursion variable as sketched in the above example. Since any closed
BSP*(A)-term can only contain a finite number of prefix-iteration operators,
this conversion results in a finite guarded recursive specification. Thus, theory
BSP*(A) allows only specifications of regular processes, which confirms the
observation made in Example 4.6.1 (Transition systems of BSP*(A)-terms). It
is in fact easy to see that BSP*(A) is strictly less expressive than BSPgfrec(A);
the process in Figure 5.1 is regular but cannot be described in BSP*(A).

If for whatever reason it is needed to have both prefix iteration and recur-
sion as means to describing unbounded processes, the addition of recursion to
the process theory BSP*(A) goes along the same lines as for the process the-
ory BSP(A), resulting in theory BSP}, (A). The term model P(BSP*(A))/«
is not a model of theory BSP}, .(A) if the set of recursive specifications is
sufficiently rich specifying processes that cannot be described by prefix iter-
ation. The extended term model IP(BSP},.(A)),/« does result in a model of

rec
BSP},.(A). Furthermore, theory BSP. (A) is a conservative ground-extension

rec

of theory BSP*(A). The notion of guardedness does not change: the occur-
rence of recursion variable X in a term a*X cannot be considered guarded
because of the possibility that X starts executing immediately. In the extended
term model P(BSP},.(A)) /<>, the principles RSP, RDP, and RDP™ are valid.
Principle AIP™ is valid if also projection is included.

Example 5.9.2 (Prefix iteration and recursion) Consider again the closed
BSP*(A)-term a.(b*(c.0) + 1) and the recursive specification E; = {X =
b.X + ¢.0}. It can be shown that

(BSP* + E| + RSP)(A) Fa.(b™(c.0) + 1) = a.(X + 1),

which confirms the claim made in Example 5.9.1 that the two terms in the
equality define the same process. To show this equality, it suffices to show that
(BSP* + E1 + RSP)(A) = X = b*(c.0). It follows from Axiom PI1 in Table
4.7 that BSP*(A) + b*(c.0) = b.(b*(c.0)) + c.0. This implies that 5*(c.0) is
a solution of X. Assuming RSP implies that (the process specified by) b*(c.0)
is the only solution, showing that (BSP* + E| + RSP)(A) + X = b*(c.0).
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Consider now closed BSP*(A)-term a*(b.1 + ¢*0) and recursive specifica-
tion By ={X =a.X+b.1+7Y,Y = c.Y}. Itis not difficult to show that

(BSP* + E 4+ RSP)(A) F a*(b.1 + ¢*0) = X,

which confirms also the second claim in Example 5.9.1.

Exercises
59.1  Show that P(BSP},.(A))/« = nX{X =a.X} = a*0.

rec

5.9.2  Show that (BSP* + E» + RSP)(A) Fa*(b.1 + ¢*0) = X, with E; as
specified in Example 5.9.2.

5.9.3  Find two different solutions of the recursive equation X = a*X in the
term model P(BSP}, (A)) /< .

5.9.4  Consider the proper-iteration operators of Exercise 4.6.6. Give an
argument that recursion variable X in term a®X can be considered
guarded. Show that recursive equation X = a®X has a unique so-
lution in the term model of theory BSP(A) with proper iteration and
recursion.

5.10 The projective limit model

An important motivation for equational reasoning is that it is model-indepen-
dent. That is, any derivation in an equational theory yields an equality that is
valid in any model of that theory. Recursion principles have been introduced
for similar reasons. They allow us to reason about certain meaningful classes
of models in the context of recursion, without limiting ourselves to specific
models.

So far, term models have been the most important models that were consid-
ered, but also the initial algebra (see Definition 2.3.19) has been mentioned.
Considering process theory (BSP + PR)(A) as the basic theory, an interesting
observation is that none of the term models P((BSP + PR)(A)),« , P((BSP +
PR)gfrec (A)) /< and P((BSP+PR)ec(A))/ <>, and none of the initial algebras
of the various considered equational theories I((BSP + PR)(A)), I((BSP +
PR)gfrec (A)), and I((BSP + PR)ec(A)) validates both RDP and AIP, the two
strongest recursion principles (see Theorem 5.5.29).

Table 5.3 gives an overview of the validity of the recursion principles in
the various models. The results for the three term models have been proven
in Sections 5.5 and 5.8. Note that the inclusion of the projection operators in
the theories does not affect the results derived for principles RDP and RDP™.
The fact that the initial algebras I((BSP +PR)(A)) and I((BSP + PR)gfrec (A))
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do not satisfy RDP™ and RDP follows from the same examples used to show
the invalidity of these principles in the corresponding term models. The fact
that I((BSP + PR);.c(A)) satisfies RDP and RDP™ follows from the simple
observation that theory (BSP + PR):(A) contains a constant for each recur-
sion variable in each recursive specification. Initial algebra I((BSP 4 PR)(A))
satisfies AIP (and therefore AIP~ and RSP) because the model only con-
tains bounded-depth processes, whereas I((BSP + PR)gfrec(A)) and I((BSP +
PR);ec(A)) do not satisfy RSP, AIP™, or AIP simply because without recursion
principles the equational theories (BSP + PR)gfrec(A) and (BSP + PR)ec(A)
do not have any generally applicable means to derive equalities between re-
cursion variables specified by different recursive specifications. As already
explained on Page 132, this implies that it is easy to construct guarded re-
cursive specifications with multiple solutions. Note that AIP and AIP™ are
valid in the models I((BSP+PR)(A)) and P((BSP+PR)(A)),« for arbitrary
(BSP+PR)(A)-terms, i.e., terms of the basic theory without recursion. The re-
sults in Table 5.3 for the term models and initial algebras of (BSP+PR)gfrec(A)
and (BSP + PR);ec(A) refer to AIP and AIP™ formulated for arbitrary closed
(BSP + PR)gfrec(A)- and (BSP + PR)rec(A)-terms, respectively, i.e., for terms
including recursion variables. An interesting observation is the fact that the
initial algebra I((BSP 4 PR)gfrec (A)) does not satisfy any of the five recursion
principles.

RDP~ RDP RSP AIP™ AIP

I((BSP + PR)(A)) no no yes yes yes
P((BSP + PR)(A)) /e no no yes yes yes
I((BSP + PR)gfrec (A)) no no no no no
P((BSP + PR)gfrec (4)) /< no no yes yes yes
I((BSP + PR)ec(A)) yes yes no no no
P((BSP + PR)rec(A)) /<> yes yes yes yes no

I(((BSP + PR)rec + AIP)(A))  yes yes yes yes yes
TI°°((BSP + PR)(A)) yes yes yes yes yes

Table 5.3. Validity of recursion principles in models for (BSP + PR)(A).

So, is it possible to create a model that satisfies all five recursion principles
introduced in Section 5.5? It is in fact relatively straightforward to do so. The
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initial algebra I(((BSP + PR)ec + AIP)(A)) satisfies RDP and AIP by defini-
tion, and hence by Theorem 5.5.29 (Relation between the recursion principles)
also the other principles. However, it could be that this model is a one-point
model, which contains only one process and in which everything is equal. It
has already been mentioned before that these models are not very interesting.

This section introduces another model that satisfies all five recursion princi-
ples, namely the so-called projective limit model 1°°((BSP 4+ PR)(A)). This
model is not trivial in the sense that it contains many processes, and it provides
a meaningful and intuitive interpretation of process specifications. Since in the
initial algebra I(((BSP 4 PR);ec + AIP)(A)) the valid equalities are precisely
those that are derivably equal, any equality valid in this initial algebra must
be valid in any other model of (BSP + PR)c(A) that satisfies AIP as well.
In particular, if I(((BSP 4+ PR)ec + AIP)(A)) is a one-point model, any other
model of (BSP 4 PR)c(A) that satisfies AIP must be a one-point model. The
existence of the projective limit model therefore implies that also the initial
algebra I(((BSP + PR);ec + AIP)(A)) is not a trivial model. Note that for both
T(((BSP 4 PR);ec + AIP)(A)) and I°°((BSP + PR)(A)), AIP and AIP™ are
valid for arbitrary (BSP + PR);cc(A)-terms, i.e., for terms including recursion
variables of arbitrary recursive specifications.

Besides the fact that the projective limit model is interesting from the point
of view of recursion, it is also an example of a model for process theories that
is constructed in an entirely different way than the term models and the initial
algebras seen so far. The basic idea behind the projective limit model is that
behavior is something that evolves over time. As there is no explicit notion of
time in the process theories and algebras considered so far, the abstract notion
of counting actions that have been executed is used to represent evolution. For
this purpose, the projection operators are very useful. In the projective limit
model, a process is an infinite sequence of finite projections. Two processes
are considered equal if and only if their sequences of projections are the same.

Definition 5.10.1 (Projective limit model) Recall Definition 2.3.19 (Initial
algebra). Consider the initial algebra I((BSP 4 PR)(A)) of the process theory
(BSP +PR)(A). Let I denote the universe of the equivalence classes of closed
(BSP + PR)(A)-terms under derivability, and let 4+, (7T,)neN, (@--)aea, O,
and - denote the operators and constants of the algebra. An infinite sequence
(po, p1, P2, -..) of elements of I is called a projective sequence if and only if
it satisfies the following: 7, (py+1) =1 pn, for all natural numbers n € N.

Define T°°((BSP + PR)(A)) as the algebra with as its universe I°° the set
of projective sequences of elements of I. By definition, (po, p1, p2,...) =1
(90,91, q2, . ..) if and only if p, =1 g, foralln € N.
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The operators +°°, 7° (for each n € N), and a.* (for each a € A) are
defined as follows:

(po, P1.--) +% (g0, g1, -..) = (Po ++ 90, P1 ++q1, .. ),
nr?O(va plv . ) = (nnk(pO)» ni’lF(pl)v . ')7 and
a.*(po, p1,...) = (O, a.-po, a.-pi, ...).

The proof that these defining equations are sound, i.e., that the right-hand
sides are projective sequences, is left as Exercise 5.10.1.

Finally, the constants 0% and 1°° are defined as the projective sequences
(O, 0,0, ...) and (11, I, 11, .. .), respectively.

AlgebraI*°((BSP+PR)(A)) = (I, +°°, (7 °)neN, (a.%)aea, 0, 1) is
called the projective limit model of theory (BSP + PR)(A).

The above definition defines the projective limit model for the basic theory
(BSP+PR)(A), but it can be defined in a similar way for any other theory with
projection operators. It turns out that the projective limit model of (BSP +
PR)(A) is in fact a model of (BSP + PR)..(A) that satisfies all five recursion
principles.

As a first step, it is shown that I1°°((BSP + PR)(A)) is a model of (BSP +
PR)(A). The expected interpretation of the signature of (BSP+PR)(A) into the
functions and constants of the algebra 1°°((BSP+PR)(A)) is used, namely the
interpretation that maps every operator or constant symbol f in the signature
of (BSP+ PR)(A) to the function or constant ' of I°°((BSP+ PR)(A)). Let
¢ denote this interpretation.

The following proposition shows that the projective sequence of a closed
(BSP + PR)(A)-term can be calculated by deriving all its projections. Each
such a projection is the representative of one of the equivalence classes in the
projective sequence.

Proposition 5.10.2 (Projective sequences) Let p be aclosed (BSP+PR)(A)-
term. Projective sequence ¢(p) is equal to ([ro(p)]-, [71(p)]r-. [m2(P) s - . ).

Proof The proof is straightforward via induction on the structure of
closed (BSP + PR)(A)-term p.

e p = 1. It follows from Axiom PR1 in Table 4.5 that (BSP+PR)(A)+
(1) = 1 for all n € N. Hence, it is straightforward to show the de-
sired result: ¢(1) = 1° = (1, 1, 11, ...) =1 ([ro(D)]-, [71 (D],
[r2(D]-, .. ).

e p = 0. It follows from Axiom PR2 that (BSP + PR)(A) m,(0) =0
for all n € N, which makes the proof straightforward also in this case.
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p = a.q for some a € A and closed (BSP + PR)(A)-term ¢. It fol-
lows that (BSP 4+ PR)(A) - mo(p) = 0 and 7,,4+1(p) = a.m,(q),
for all n € N. It also follows that ¢(p) = a.*t(g). By induction,
Uq) = (mo(@l-, [m1 (-, [r2(¢)]-, . ..). Hence, a.*u(q) =y
([0)-, [a.70o(g) ], [a.t1(g)], . . .), which proves this case.

p = g + r for some closed (BSP + PR)(A)-terms ¢ and r. (BSP +
PR)(A)Fm,(p) = mp(q)+m, (r), for all n € N. By induction, ¢(g) =
([0 (DI, [71 (P, [m2(P]-, - . ) and ¢«(r) = ([mo(N)]-, [T1()]-,
[72(r)], ...). It follows that «(p) = t(q) +°° 1(r) =1 ([7o(g) +
oM -, [m1(g) +m1(N)]k, [m2(g) + 2], - . ) =1 ([7wo(g +7)]-,
[1(g + N, [r2(g + 1), .. ).

p = m,(q) for natural number n € N and closed (BSP+ PR)(A)-term
q. It follows from Exercise 4.5.6 that (BSP + PR)(A) F mx(p) =
7, (q), for all natural numbers £ < n, and (BSP + PR)(A) - m;(p) =
1, (q), for all natural numbers / > n. By induction, ¢(q) = ([7o(gq)]+,
[71(@)], [m2(g)]-, ...). Thus, again using the result of Exercise
4.5.6, it follows that «(p) =y~ ([n(mo(g)]r, [Ta(T1(g)]-, - ..\

(770 (T (@), [T (Tng1 (@) ) =10 ([0 (D) [T1 (D] - - -

[0 (@], [0 (g)], . . .), which completes also this last case.
|

Example 5.10.3 (Projective sequences) The projective sequence associated
to the (BSP 4 PR)(A)-term p = a.(b.0 + c.a.1) can be obtained in two ways,
namely directly via the definition of the projective limit model and the accom-
panying interpretation ¢ or via Proposition 5.10.2.

(i) Interpretation of the operators and constants:

t(a.(b.0+ c.a.l))

= a.(b.?P0%® +> ¢.%q.*1%®)

=0 a.®b.C O, 0, ...) +° c.®a.®(1, 1, ...)

=10 a.®((O, b.-0, b.-0, ...) +°
C.OO(OF, a.klh a.klk, .. ))

=10 a.®((O-, b.-0, b.-0, ...) +°
(OF, C.FOF, C.Fa.FlF, C.Fa.FlF, .. ))

= a.(0r ++ O, b.-0- + c.- O, b.-Or ++ cra.r-1,
b O+ crarl-,..)

=1~ a.*([0]-, [b.0 + ¢.0]-, [b.0+c.a.1]-,[p.0+c.a.l]-,...)

=1~ ([0]-, a.-[0], a.-[b.0 + ¢.0), a.-[b.0 4 c.a.1]-,
a.rb.0+c.all-,...)

=1~ ([0]-, [a.0]-, [a.(b.0 4+ c.0)]-, [a.(b.0 + c.a.1)]-,
[a.(b.0+c.a.D]-,...).

3
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(ii) Via projections: it is straightforward to see that
(BSP +PR)(A) F

mo(p) =0,

m1(p) = a.0,

m(p) =a.m(b.0+c.a.l) = a.(m(b.0) + w((c.a.l))
=a.(b.0+ ¢c.0),

m,(p)=a.(b.0+c.a.l) = p (forn > 3).
Hence, the projective sequence ¢(p) equals
([O]-, [a.0]-, [a.(b.0 + c.0)]+, [a.(b.0 + c.a.1)]+,

[a.(b.0+c.a.D]-,...),
which is the same result as derived in the previous case.

The example shows that the projective sequence corresponding to a bounded-
depth closed term (i.e., any closed (BSP + PR)(A)-term, see Theorem 4.5.4
(Bounded depth)) ‘converges’ in the sense that the projections at some point in
the sequence do not change anymore.

Theorem 5.10.4 (Soundness of (BSP + PR)(A) for I°°((BSP + PR)(A)))
Theory (BSP+PR)(A) is a sound axiomatization of the projective limit model
I*®°((BSP + PR)(A)), i.e., I°°((BSP + PR)(A)) = (BSP + PR)(A).

Proof Tt must be shown that 1°°((BSP+PR)(A)) validates all axioms
of (BSP + PR)(A).
Consider Axiom Al, x +y = y + x. Let p,, qu, for all n € N, be closed
(BSP + PR)(A)-terms such that s1 = ([pol-, [P1], [P2]-,...) and 55 =
([gol+-, [g1]-, [g2]-, - . .) are projective sequences. It needs to be shown that
s1 +°° 57 =10 52 +°° 51. From the definitions of a projective sequence and an
initial algebra, it follows that
s1+° 52
= ([pol-. 1l [P2)-. .. ) +%° (lg0). [q1]F. [@2]+. . . )
=1~ ([pol- ++ [qolr, [P1]- ++ [q1], [P2]- ++ [g2)-, .. )
=1 ([po+ qol-. [p1 + g1+, [P2 + @2], .. ).
Similarly, s2 +°° s1 =1~ ([g0 + pol+-, [q1 + p1]-. [q2 + p2]-. . ..). Obviously,
(BSP+PR)(A)Fp+q = g+ p for any closed (BSP+PR)(A)-terms p and gq.
This implies that for all n € N, (BSP+PR)(A) + p,, +gn = gn + pn, and thus
that [p, + gnl- =1 [gn + pul-. Hence, s1 +%° s =1~ 51 +°° 57, completing
the proof for Axiom Al.
The other axioms are left as an exercise. 0

The next step is to show that the projective limit model of (BSP + PR)(A)
satisfies recursion principle RDP. For this purpose, it needs to be shown that
every recursive specification has a solution in this model. Proposition 5.5.27
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(Projections of guarded recursive specifications) implies that the projections
of recursion variables of guarded recursive specifications correspond to closed
(BSP + PR)(A) terms. Thus, a recursion variable of such a specification can
be interpreted as the projective sequence of these projections.

Example 5.10.5 (Interpretation of recursion constants) Consider the recur-
sion constant X defined by the guarded recursive specification £ = {X =
a.X}. Then, (BSP + PR + E)(A) - mo(X) = 0, 71(X) = a.0, and m2(X) =
a.m1(X) = a.(a.0). In general, (BSP + PR + E)(A) F 7, (X) = a"0, where
a" is the n-fold action prefix of Notation 4.6.6.

Let s = ([0]-, [a.0]-, [a.a.O]-, ..., [a"O]-, [a"T10]., .. .) be the projec-
tive sequence associated with X. To show that s is indeed a solution of X,
it needs to be shown that s =y a.*s. This follows immediately from the
definition of a.°°, see Definition 5.10.1 (Projective limit model).

The construction of solutions for unguarded recursive specifications is more
involved. The details are beyond the scope of this book. The interested reader
is referred to (Bergstra & Klop, 1982). Given solutions for arbitrary recursive
specifications, the following theorem follows.

Theorem 5.10.6 (Validity of RDP) Assuming theory (BSP + PR)(A) as the
basic process theory, recursion principle RDP is valid in T°°((BSP 4 PR)(A)),
i.e., I°°((BSP + PR)(A)) &= RDP.

Proof See (Bergstra & Klop, 1982), where the result is proven for a
slightly different theory. UJ

Theorem 5.5.4 (BSP.(A) and RDP), which generalizes to process theory
(BSP + PR)ec(A), yields immediately the following corollary.

Corollary 5.10.7 (Soundness (BSP + PR);c.(A) for I°°((BSP + PR)(A)))
Theory (BSP + PR)c(A) is a sound axiomatization of the projective limit
model I°°((BSP + PR)(A)), i.e., I°°((BSP + PR)(A)) = (BSP + PR)ec(A).

The final step is to prove the validity of AIP.

Theorem 5.10.8 (Validity of AIP) Recursion principle AIP, as formulated in
Definition 5.5.17 for all (BSP+PR)¢c(A)-terms, is valid in the projective limit
model of (BSP + PR)(A), i.e., I°°((BSP + PR)(A)) = AIP.

Proof Let s1 and s, be projective sequences such that, for all n € N,
70 (s1) =100 70 (52). It needs to be shown that 51 =g s7.
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Let py, gn, for all n € N, be equivalence classes of closed (BSP 4 PR)(A)-
terms such that s; = (po, p1, p2,...) and s2 = (g0, q1, g2, ...). It follows
from the definition of the 7° operators that 7°(s1) =1 (7n-(po), Tn-(p1),
Tn-(p2), ...) and 2°(s2) =1 (7n-(q0), Tn-(q1), Tn-(q2), - . .). It follows
from the definition of projective sequences that 7, (p,+1) =1 pn and that
Tn-(gn+1) =1 gn. The assumption that w°(s;) =y 7.°(s2) implies that
Pn =1 Tn-(Pnt1) =1 Tnr-(gn+1) =1 gn. Hence, for all n € N, p, =1 qn,
which means that s; =y~ 2. [

Since (BSP + PR)c(A) satisfies the HNF property (Proposition 5.5.26),
Theorem 5.5.29 (Relation between the recursion principles) yields the follow-
ing corollary.

Corollary 5.10.9 (Recursion principles and the projective limit model)
Projective limit model I°°((BSP+PR)(A)) satisfies recursion principles RDP,
RDP~, AIP, AIP~, and RSP.

At the end of this section, it is interesting to once more consider the nature
of the projective limit model. Many facts about processes in this book (for
instance the notion of a regular process in Section 5.8) are stated in terms of
transition systems, and so do not directly apply to other models such as the pro-
jective limit model considered here. However, any model can be turned into
a transition-system space. The following definition illustrates this transforma-
tion for the projective limit model. The transition-system space can be turned
into a model for theory (BSP + PR).c(A), that is isomorphic to the projective
limit model, and therefore satisfies all five recursion principles. Note however
that the notion of equivalence on this transition-system space induced by the
identity in the projective limit model is not bisimilarity, but simply identity, be-
cause there is a one-to-one correspondence between projective sequences and
transition systems.

Definition 5.10.10 (Transition-system space of the projective limit model)

The projective limit model TI°°((BSP + PR)(A)) with set of projective se-
quences I*° induces the transition-system space (I*°, A, — , ) with, for
any projective sequences s, t € I°, s 4 tifand only if s =y @.*°t +*°s and
s if and only if s =0 1° 4+ s.

This definition can be used to define a notion of regular processes in the
context of the projective limit model. Recall Definitions 3.1.15 (Regular tran-
sition system) and 5.8.1 (Regular process). The first definition is still valid
in the current setting. The second definition defines a regular process in the
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context of the standard operational framework with bisimulation equivalence
as an equivalence class of transition systems under bisimilarity that contains
at least one regular transition system as a representative. Adapting this defini-
tion to the current context with identity as the equivalence yields the following
straightforward definition of a regular projective sequence.

Definition 5.10.11 (Regular projective sequence) A projective sequence is
regular if and only if its corresponding transition system is regular.

Exercise 5.10.6 investigates the possibility to give a direct definition of regu-
larity of projective sequences, not using a transformation to a transition-system

space.

5.10.1

5.10.2

5.10.3

5.10.4

5.10.5

Exercises

Prove that for an arbitrary projective sequence s from the projective
limit model 1°°((BSP + PR)(A)), the sequences a.*°s (for any a €
A) and 7°(s) (for any natural number n € N) are again projective
sequences. Also, prove that for any two projective sequences s1 and
52, the sequence s1 +°° 57 is a projective sequence.

Complete the proof of Theorem 5.10.4 (Soundness).

Consider the recursive specification {X,, = a"0 + X,4+1 | n € N},
used in the proof of Theorem 5.5.20 ((In-)validity of AIP). Show that
the solution for variable X in the projective limit model 1°°((BSP +
PR)(A)) is the process ([0]-, [a.0]-, [a.0 + a®0]-, .. .).

The algebra I"(BSP(A)), for some n € N, has as its domain
I, = {m.(p)|p € I}, where I is the domain of the initial alge-
bra I((BSP + PR)(A)), operators +,, (a.n)qca defined by p +,, g =
p+rqganda.,p = my-(a.-p), and constants 0, = O and 1,, = 1}-.

(a) Show that I"(BSP(A)) = BSP(A).

(b) Define projection operators on I, with algebra I" ((BSP+PR)(A))
as a result, such that " (BSP 4+ PR)(A)) &= (BSP + PR)(A).

(c) What process in I (BSP + PR)(A)) is a solution of X = a.X?

(d) Show that recursion principles AIP, RDP™, and RSP are valid in
I"((BSP + PR)(A)).

(e) In what sense is I1°°((BSP 4 PR)(A)) the limit of the algebras
T*((BSP + PR)(A)), for all n € N?

The so-called Limit Rule is the statement that all equations (contain-
ing variables) that are derivable from some given process theory when
closed terms are substituted for the variables, are derivable from that
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theory in general. Formulate this Limit Rule in a formal way and
show, by using AIP and Proposition 5.5.26 (HNF property), that it
holds for theory ((BSP 4 PR);ec + AIP)(A). (Note that this implies
that theory ((BSP 4+ PR)c + AIP)(A) is w-complete, as defined in
Section 2.3; observe that the projective limit model introduced in this
section is a model of that theory, but that, due to the assumption of
AIP, the standard term model is not a model.)

5.10.6 Definition 5.10.11 (Regular projective sequence) shows how to de-
fine regularity of projective sequences via a transformation to a
transition-system space. Define regularity directly in terms of pro-
jective sequences and argue that your definition gives the same notion
of regularity as the one defined in Definition 5.10.11.

(Hint: the number of outgoing transitions of every state, the branching
degree, stabilizes.)

5.11 Bibliographical remarks

Recursion is an essential ingredient of every concurrency theory. There are
algebraic treatments in CCS (Milner, 1980), CSP (Hoare, 1985), ACP (Baeten
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Sequential processes

6.1 Sequential composition

In the process theory BSP(A) discussed in Chapter 4, the only way of combin-
ing two processes is by means of alternative composition. For the specification
of more complex systems, additional composition mechanisms are useful. This
chapter treats the extension with a sequential-composition operator. Given two
process terms x and y, the term x - y denotes the sequential composition of x
and y. The intuition of this operation is that upon the successful termination
of process x, process y is started. If process x ends in a deadlock, also the
sequential composition x - y deadlocks. Thus, a pre-requisite for a meaningful
introduction of a sequential-composition operator is that successful and unsuc-
cessful termination can be distinguished. As already explained in Chapter 4,
this is not possible in the theory MPT(A) as all processes end in deadlock.
Thus, as before, as a starting point the theory BSP(A) of Chapter 4 is used.
This theory is extended with sequential composition to obtain the Theory of
Sequential Processes TSP(A). It turns out that the empty process is an identity
element for sequential composition: x - 1 =1-x = x.

6.2 The process theory TSP

This section introduces the process theory TSP, the Theory of Sequential Pro-
cesses. The theory has, as before, a set of actions A as its parameter. The
signature of the process theory TSP(A) is the signature of the process theory
BSP(A) extended with the sequential-composition operator.

To obtain the axioms of TSP(A), the axioms from Table 6.1 are added to the
axioms of the process theory BSP(A) from Table 4.3. Axiom AS states that
sequential composition is associative. As mentioned before, and now formally
captured in Axioms A8 and A9, the empty process is an identity element with

171
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respect to sequential composition. Axiom A7 states that after a deadlock has
been reached no continuation is possible. Note that the theory does not contain
the axiom x -0 = 0; so the inaction constant 0 is not a ‘true’ zero for sequential
composition. Axiom A4 describes the distribution of sequential composition
over alternative composition from the right. The other distributivity property is
not desired as it does not respect the moment of choice (recall Example 4.2.2
(The lady or the tiger?)). Finally, Axiom A10 describes the relation between
sequential composition and action prefixes. The unary action-prefix operators
bind stronger than the binary sequential composition.

__TSP(A)
BSP(A)

binary: -;
X, Y, 25

R o— =

1
= o
>
oo

x+y)-z=x-z+y-z A4 0 A7
x-y)-z=x-(y-2) A5 X
1

ax-y=a.(x-y) Al0

Table 6.1. The process theory TSP(A) (with a € A).

Axiom A5 (associativity of sequential composition) is redundant in the sense
that for closed TSP(A)-terms, it can be proven from the other axioms (see
Exercise 6.2.8). This means that the axiom is not necessary to obtain a ground-
complete axiomatization of the standard term model for TSP(A). This could be
a reason not to include the axiom in the theory. However, as soon as recursion
comes into play, it is needed to allow all derivations of interest.

The addition of the sequential-composition operator to the process syntax
has been motivated from a user’s perspective. From the expressiveness point
of view, with respect to the description of processes by means of closed process
terms (see Definition 5.7.2 (Expressiveness)), the addition of this operator is
not needed. This is shown in the following elimination theorem. It states that
for any closed term described using sequential composition, there is also an
equivalent description in which sequential composition is not used.

Theorem 6.2.1 (Elimination) For any closed TSP(A)-term p, there exists a
closed BSP(A)-term ¢g such that TSP(A) - p = g.

Proof The property is proven by providing a term rewriting system
with the same signature as TSP(A) such that
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(i) each rewrite step transforms a process term into a process term that is
derivably equal,
(ii) the term rewriting system is strongly normalizing, and
(iii) no closed normal form of the term rewriting system contains a se-
quential-composition operator.

Consider the term rewriting system that has the following rewrite rules, ob-
tained directly from the axioms of TSP(A) (Table 6.1) by replacing = by —;
for any a € A, and TSP(A)-terms x, y, z:

x+y)-z—>x-z2+y-z,

x-y)-z—=x-(y-2),

0-x—= 0,

x-1—x,

1-x— x,

ax-y—a.(x-y).
A consequence of the construction of the rules from the axioms of TSP(A) is
that each rewrite step transforms a term into a term that is derivably equal.
The second step of the proof, the strong normalization of the term rewriting
system, is left to the reader, as an exercise (Exercise 6.2.4).
The last part of the proof is to show that no closed normal form of the term
rewriting system contains a sequential-composition operator. Thereto, let u be
a normal form of the above term rewriting system. Suppose that u contains
at least one sequential-composition operator. Then, # must contain a subterm
of the form v - w for some closed TSP(A)-terms v and w. This subterm can
always be chosen in such a way that v is a closed BSP(A)-term. It follows
immediately from the structure of closed BSP(A)-terms that one of the above
rewrite rules can be applied to v- w. As a consequence, u is not a normal form.
This contradiction implies that ¥ must be a closed BSP(A)-term. [

Exercises

6.2.1  Give a derivably equivalent closed BSP(A)-term for each of the fol-
lowing TSP(A)-terms:
(a) a.1-b.1;
(b) (@a.1+b.1)-(a.14+b.1);
() (a1+b.1)-(al+b.1)-(a.14b.1).

6.2.2  From Theorem 6.2.1 (Elimination), it follows immediately that for
any two closed BSP(A)-terms p and g, there exists a closed BSP(A)-
term r such that TSP(A) - p - g = r. Prove this result, without using
the elimination theorem.
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6.2.3  Define the n-fold sequential composition _" as an operator in TSP(A),
by induction on 7, in a similar way as in Notation 4.6.6 (n-fold action
prefix). Show that (a.1)" = a”1 for any a € A, where a"_ is the
n-fold action prefix.

6.2.4  Prove that the term rewriting system used in the proof of the elimina-
tion theorem (Theorem 6.2.1) is strongly normalizing.

(Hint: try induction on the weighted number of symbols in a term,
where symbols in the left operand of a sequential composition opera-
tor have a higher weight than other symbols.)

6.2.5 Prove Theorem 6.2.1 (Elimination) by induction on the structure of
closed TSP(A)-term p.

6.2.6  Show that in TSP(A), the axiom x + x = x (A3) is equivalent to the
equation 1 + 1 = 1. More precisely, show that TSP(A) -1+ 1 =1
and that A1,A2,1+1=1,A4 - Al0F x4+ x = x.

6.2.7  Show that in TSP(A) the axiom x + 0 = x (A6) is equivalent to the
equation 1 + 0 = 1. More precisely, show that TSP(A) - 14+ 0 =1
and that Al — A5, 1+0=1,A7T-A10Fx+0=x.

6.2.8 Prove that, for closed TSP(A)-terms p, ¢, and r, the associativity of
sequential composition, i.e., (p-¢q) -r = p - (q - r), is derivable from
the other axioms of TSP(A).

6.3 The term model

The term model for the process theory TSP(A) is obtained in a similar way
as earlier term models have been obtained. Starting from the term algebra
P(TSP(A)), first the term deduction system for TSP(A) is defined, and then
the quotient algebra IP(TSP(A)),« is obtained. It is shown that the process
theory TSP(A) is indeed a sound and complete axiomatization of the term
model P(TSP(A)) ;<.

Definition 6.3.1 (Term algebra) The ferm algebra for theory TSP(A) is the
algebra P(TSP(A)) = (C(TSP(A)), +, -, (@.)aea, 0, 1).

The term algebra is not a model of the process theory TSP(A). The set of
closed terms C(TSP(A)) is turned into a transition-system space by means of a
term deduction system. The term deduction system for TSP(A), given in Ta-
ble 6.2, is obtained by extending the term deduction system for BSP(A) of
Table 4.4 with deduction rules for the sequential-composition operator.

The first of these rules describes that the sequential composition of two pro-
cesses p and ¢ in the transition-system space has an option to terminate if both
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__TDS(TSP(A))

TDS(BSP(A));

binary: -;

x,x' y, v
xy vl P Xy oy Sy
(x- i x-y Sy Xy Sy

Table 6.2. Term deduction system for TSP(A) (with a € A).

p and g have this option; the second deduction rule states that actions from p
can be executed; and the third deduction rule explains that actions from g can
be executed in case p has an option to terminate.

Proposition 6.3.2 (Congruence) Bisimilarity is a congruence on P(TSP(A)).

Proof The property follows immediately from the format of the de-
duction rules in Tables 4.2, 4.4, and 6.2 by application of Theorem 3.2.7 (Con-
gruence theorem). UJ

Definition 6.3.3 (Term model of TSP(A)) The term model of theory TSP(A)
is the quotient algebra P(TSP(A)) <, see Definition 2.3.18 (Quotient alge-
bra), where P(TSP(A)) is the term algebra defined in Definition 6.3.1.

Theorem 6.3.4 (Soundness) The process theory TSP(A) is a sound axioma-
tization of the algebra IP(TSP(A)), <, i.e., P(TSP(A)),« = TSP(A).

Proof The proof of this statement follows the same lines as the proof
of soundness of BSP(A) with respect to P(BSP(A));« (Theorem 4.4.7). It
must be shown that, for each axiom s = ¢ of TSP(A), P(TSP(A)),;& E
s = t. The axioms of BSP(A) form a subset of the axioms of TSP(A) and
no deduction rules have been added for the operators from the signature of
BSP(A). Therefore, the validity proof of the BSP(A) axioms remains valid.
Hence, only the validity of the additional axioms A4, A5, and A7-A10 has to
be proven. This is left as an exercise (Exercise 6.3.3). ]

The above theorem has two immediate corollaries.

Corollary 6.3.5 (Soundness) Let s and ¢ be two TSP(A)-terms. If TSP(A) +
s =t,then P(TSP(A))/ =5 =1.
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Corollary 6.3.6 (Soundness) Let p and g be two closed TSP(A)-terms. If
TSP(A) - p = g, then pegq.

Theorem 6.3.7 (Conservative ground-extension) Process theory TSP(A) is
a conservative ground-extension of process theory BSP(A).

Proof See Exercise 6.3.2. |

Theory TSP(A) is a conservative ground-extension of BSP(A). This is
visualized in Figure 6.1. Obviously, by Theorem 4.4.1, TSP(A) is also a con-
servative ground-extension of MPT(A).

A4,A5JA7—A10

Fig. 6.1. TSP(A) is a conservative ground-extension of BSP(A).

Corollary 6.3.8 (Conservative ground-extension) Theory TSP(A) is a con-
servative ground-extension of theory MPT(A).

Theorem 6.3.9 (Ground-completeness) Process theory TSP(A) is a ground-
complete axiomatization of the term model P(TSP(A)) < , i.e., for any closed
TSP(A)-terms p and g, P(TSP(A))/« = p = q implies TSP(A) - p =gq.

Proof Using Theorem 3.2.19 (Operational conservativity), obviously
TDS(TSP(A)) is an operational conservative extension of TDS(BSP(A)). As
additionally BSP(A) is a ground-complete axiomatization of the model in-
duced by TDS(BSP(A)) (Theorem 4.4.12), TSP(A) is a sound axiomatization
of the model induced by TDS(TSP(A)) (Theorem 6.3.4), and TSP(A) has the
elimination property with respect to BSP(A) (Theorem 6.2.1), from Theorem
3.2.26 (Ground-completeness), the desired result follows immediately. Ul

Corollary 6.3.10 (Ground-completeness) Let p and ¢ be arbitrary closed
TSP(A)-terms. If p<gq, then TSP(A) - p = q.
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Exercises
6.3.1  Draw the transition system of the following TSP(A)-terms:

(@ (a.1+1)-0;
®) (@1+1-1;
©) (@al1+4+1) -(a.l14+1).

6.3.2  Prove Theorem 6.3.7 (Conservative ground-extension).

6.3.3  Finish the proof of soundness of theory TSP(A) for the term model
P(TSP(A))/« (Theorem 6.3.4), i.e., prove that P(TSP(A)),«
A4, AS, AT-A10.

6.4 Projection in TSP(A)

In Chapter 4, the process theory BSP(A) has been extended with projection
operators to obtain (BSP 4+ PR)(A). In this section, the extension of pro-
cess theory TSP(A) along these lines is discussed. This extension of TSP(A)
with the family of projection operators (7,),,cN is called (TSP 4+ PR)(A). The
process theory (TSP + PR)(A) is obtained by extending the process theory
TSP(A) with Axioms PR1 through PRS of Table 4.5, or by extending (BSP +
PR)(A) with the axioms of Table 6.1. In both cases, the same process theory
results. Due to Theorem 6.2.1 (Elimination), no additional axioms are needed
for the projection operators in combination with sequential composition. Given
two closed TSP(A)-terms p and ¢, the projection 7, (p-g) can be computed by
first reducing p - g to a closed BSP(A)-term and then applying the axioms for
projection from the process theory (BSP + PR)(A). This observation implies
several elimination results.

Theorem 6.4.1 (Elimination) For any closed (TSP + PR)(A)-term p, there
exists a closed TSP(A)-term g such that TSP(A) - p = gq.

Proof Exercise 6.4.1 |

In addition, (TSP + PR)(A) has the elimination property with respect to
theories BSP(A) and (BSP + PR)(A), i.e., closed (TSP 4+ PR)(A)-terms can
be reduced to BSP(A)- and (BSP + PR)(A)-terms, respectively.

The term deduction system underlying the standard term model of theory
(TSP + PR)(A) consists of the deduction rules from the term deduction sys-
tem for TSP(A) and the deduction rules from the term deduction system for
(BSP + PR)(A). Furthermore, bisimilarity is a congruence on the term alge-
bra of closed (TSP + PR)(A)-terms. The process theory (TSP + PR)(A) is a
sound and ground-complete axiomatization of the corresponding term model
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IP((TSP + PR)(A))/«. Finally, (TSP + PR)(A) is a conservative ground-
extension of both TSP(A) and (BSP + PR)(A), and hence also of theories
BSP(A), MPT(A) and (MPT + PR)(A), as illustrated below.

PR2-PRS. | (MPT + PR)(4) |
l lPRl

A4,ASIA7-A10 A4,A5lA7-A10

Tsp(a)| LRIPRS Frep PR (4)

Exercises

6.4.1  Prove Theorem 6.4.1 (Elimination). Thereto provide a term rewriting
system such that

(a) each rewrite step transforms a process term into a process term that
is derivably equal,

(b) the term rewriting system is strongly normalizing, and

(c) no closed normal form of the term rewriting system contains a pro-
jection operator.

(Hint: have a look at the proofs of Theorems 4.5.2 and 6.2.1.)
6.4.2  Prove by structural induction that for all closed TSP(A)-terms p and
gandn >0,

(TSP + PR)(A) by (p - q) = 700 (7wu(p) - 7 (q))-

6.5 Iteration
6.5.1 Prefix iteration

Another extension of basic process theories that has been discussed before is
the introduction of a family of prefix-iteration operators (a¢*_),c 4. Analogous
to the extension discussed in the previous section, it is possible to extend the
process theory TSP(A) with these operators. The resulting theory is abbrevi-
ated TSP*(A). The axioms of TSP*(A) are the axioms of the process theory
TSP(A), with additionally the prefix-iteration axioms PI1 and P12 of Table 4.7
and Axiom PI3 given in Table 6.3. The unary prefix-iteration operators bind
stronger than the binary sequential-composition operator.
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__TSP*(A)
TSP(A), BSP*(A);

X,y
a*(x-y)=a*x-y PI3

Table 6.3. The process theory TSP*(A) (with a € A).

The process theory TSP*(A) does not have the elimination property for
TSP(A), but it has the elimination property for BSP*(A).

The term deduction system underlying the term model for TSP*(A) consists
of the rules of the term deduction systems for TSP(A) and BSP*(A). Bisim-
ilarity is a congruence on the term algebra of closed TSP*(A)-terms. Theory
TSP*(A) is a sound and ground-complete axiomatization of the term model
P(TSP*(A)) /<. TSP*(A) is a conservative ground-extension of both TSP(A)
and BSP*(A).

A4,A5lA7-A 10 PI3lA4,A5,A7-A10

TsP(a)| TP frgpr 4y

6.5.2 General iteration

The sequential-composition operator can be considered as a generalization of
the action-prefix operators, allowing to prefix a process with an arbitrary pro-
cess. Similarly, the prefix-iteration operator can be generalized to a general
iteration operator. Thus, the theory (TSP 4+ IT)(A), the Theory of Sequential
Processes with Iteration, is introduced. The signature of (TSP + IT)(A) is the
signature of the process theory TSP(A) extended with the unary iteration op-
erator _*. The axioms of (TSP + IT)(A) are obtained by adding the axioms
of Table 6.4 to the axioms of the process theory TSP(A) of Table 6.1. As
before, the unary iteration operator binds stronger than the binary sequential-
composition operator.

Axiom IT1 can be compared to Axiom PI1 for prefix iteration: it states
that x* can execute its body at least once (followed by the iterated process
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__ (TSP +IT)(A)

TSP(A):

unary: _*;

X, Y
xF=x-x*+1 IT1
(x+ D* =x* 1T2
X+ =x* -+ +1) IT3

Table 6.4. The process theory (TSP + IT)(A).

again), or terminate immediately. Axiom IT?2 states that a 1 summand inside
an iteration does not make a difference, as this is not something that can be
executed and, by IT1, any iteration term can terminate already. Finally, Axiom
IT3 is a difficult axiom due to Troeger (Troeger, 1993), that is not discussed
here any further.

The axioms of (TSP + IT)(A) do not state anything explicitly about itera-
tions of the basic inaction and empty processes. From IT1, however, it can
easily be derived that (TSP 4+ IT)(A) - 0* = 1. Using IT2, it can then be
inferred that (TSP + IT)(A) - 1* = 1. Both results are as intuitively expected.

The iteration operator cannot be eliminated from closed terms in all circum-
stances, so there is no elimination theorem. This becomes more clear when the
term model is considered.

A term deduction system for (TSP + IT)(A) is constructed by extending
the term deduction system for TSP(A) of Table 6.2 with deduction rules for the
iteration operator. Table 6.5 gives the term deduction system. The additional
deduction rules should not come as a surprise.

__TDS((TSP + IT)(A))
TDS(TSP(A));
unary: _*;
x,x';
a g
x*i xa—> X

Table 6.5. Term deduction system for (TSP + IT)(A) (with a € A).

Based on the term deduction system, the term model IP((TSP +1T)(A)) /<
can be constructed, because, as before, bisimilarity is a congruence on the
term algebra by the format of the deduction rules. Theory (TSP + IT)(A) is



Exercises 181

a sound axiomatization of the term model, and the theory is a conservative
ground-extension of TSP(A), but it is not a ground-complete axiomatization
of the term model (see (Sewell, 1997)).

The theory (TSP + IT)(A) is more expressive than the theory TSP*(A). In
the term model of TSP*(A), a loop can only occur from a certain state to itself.
Or in other words, a loop can only consist of one action. On the other hand,
in the term model of (TSP 4 IT)(A), processes can have loops consisting of
multiple actions and states. Consider for example the process (a.b.1)*, which
has a cycle consisting of two states (see Exercise 6.5.2).

An interesting observation is that equational theory (TSP 4+ IT)(A) can be
viewed as a theory of regular expressions. When eliminating the action-prefix
operators a._in favor of action constants a.1, (TSP + IT)(A) has the same con-
stants and operators as the algebra of regular expressions known from automata
theory (see e.g. (Linz, 2001)). The model of closed (TSP + IT)(A)-terms mod-
ulo language equivalence known from automata theory (see Definition 3.1.7) is
in fact the algebra of finite automata. In this book, theory (TSP + IT)(A), how-
ever, builds upon bisimulation equivalence instead of language equivalence.
In automata theory, every finite automaton (regular process in the context of
this book, see Section 5.8) can be expressed as a regular expression (closed
(TSP + IT)(A)-term). In the current context, it is not possible to represent all
regular processes as closed (TSP + IT)(A)-terms. Figure 6.2 shows a transition
system for which it can be shown that there is no closed (TSP + IT)(A)-term
with a transition system in the term algebra P((TSP + IT)(A)) that is bisimi-
lar to this transition system. The proof of this fact is beyond the scope of this
text; the interested reader is referred to e.g. (Bergstra ef al., 2001). This ex-
ample also shows that the theory (TSP + IT)(A) is less expressive than theory
BSPgtrec(A) of Section 5.8. In other words, iteration is less expressive than
general guarded finite recursion, which is not very surprising. It is interesting
to observe that theories (TSP + IT)(A) and BSPgfec(A) are equally expressive
when language equivalence is the basic semantic equivalence. It follows from
the results in Section 5.8 and language theory that both equational theories cap-
ture precisely all finite automata (regular transition systems in the terminology
of this book).

Exercises

6.5.1  Prove that (TSP + IT)(A) F 0* = 1 = 1*.

6.5.2  Draw the transition system of the following (TSP + IT)(A)-terms:
(a.b.1)*, (a.0)*, (a.b.1)* -0, (a.1 + b.1)*.
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a
~
b
Fig. 6.2. A transition system that is not bisimilar to the transition system of
any closed (TSP + IT)(A)-term.

6.6 Recursion

In Section 6.2, it has been shown that from each closed TSP(A)-term all
occurrences of the sequential-composition operator can be eliminated (thus
obtaining a closed BSP(A)-term). This, however, does not mean that the ad-
dition of sequential composition is without consequences. In a setting with
recursion, the elimination property for sequential composition does not hold
anymore. This section discusses the extension of TSP(A) with recursion.

6.6.1 The theory

The theory TSPrc(A), the Theory of Sequential Processes with Recursion, is
obtained by extending the signature of theory TSP(A) with constants corre-
sponding to all recursion variables in all recursive specifications of interest,
and by adding all the recursive equations of these specifications as axioms to
the theory, along the lines of Section 5.2. The term model P(TSPec(A)) /< of
TSPrec(A) is based on the term deduction system 7DS(TSPrec(A)), obtained by
combining the term deduction systems of Tables 6.2 (Term deduction system
of TSP(A)) and 5.2 (Term deduction system of BSPre.(A)). It is straightfor-
ward to prove that TSP (A) is a sound axiomatization of IP(TSPec(A)) /<.
There is no ground-completeness result, because in general the recursive
equations do not capture all equalities between recursion variables that are
valid in the term model. It is in general also not possible to eliminate re-
cursion variables, and as a consequence, sequential-composition occurrences,
from closed TSP.(A)-terms. However, the extension of TSP(A) with recur-
sion is conservative, i.e., theory TSPr..(A) is a conservative ground-extension
of process theory TSP(A). Intuitively, TSP (A) should also be a conser-
vative ground-extension of BSP..(A). However, none of the standard proof
techniques, via term rewriting or the theory of structural operational seman-
tics, can be applied to prove this result. Figure 6.3 shows the conservativity
result and conjecture for theory TSPrec(A), extending Figures 5.4 and 6.1.
Recursion principles are needed to allow meaningful equational reasoning
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l |

)
)

A4,A5lA7-A10 l?

Fig. 6.3. Conservativity results for TSPrec (A).

in a context with recursion. Recall that principles AIP and AIP™ are only
meaningful in a context with projection operators. Note that the definition of
guardedness, Definition 5.5.8, carries over to (TSP + PR)ec(A)-terms.

Theorem 6.6.1 (Recursion principles) Recursion principles RDP, RDP™,
RSP, and AIP™ are valid in the term model P((TSP + PR);ec(A)) /<. Prin-
ciple AIP is not valid in this model. RDP, RDP™, and RSP are also valid in
model P(TSPrec(A)) /< .

The validity of principle RDP, and hence RDP™, in both mentioned models
follows immediately from the construction of the process theories and their
term models. The proof of Theorem 5.5.23 (Validity of AIP™ in P((BSP +
PR)rec(A)) /<) carries over to the context of theory (TSP + PR)ec(A), show-
ing the validity of principle AIP™ in P((TSP 4 PR);ec(A)),/ <« . The invalidity
of AIP in P((TSP + PR)ec(A)) /<> follows from the same example as used to
show the invalidity of AIP in model P((BSP + PR);ec(A));« (see Theorem
5.5.20). Assuming the validity of RSP in model P((TSP + PR);ec(A)) )<, its
validity in P(TSPyec(A)),« follows from the fact that (TSP + PR)rec(A) is
a ground-conservative extension of TSP(A), following the reasoning in the
proof of Theorem 5.5.11 (Validity of RSP in BSP;.c(A)). Finally, the validity
of RSP in IP(TSPyec(A)) /< follows from Theorem 5.5.29 (Relation between
the recursion principles) and the following proposition.

Proposition 6.6.2 (HNF property) Process theory (TSP 4+ PR)c(A) satis-
fies the HNF property, as defined in Definition 5.5.24 (Head normal form).

Proof The proof goes via induction on the structure of a completely
guarded (TSP + PR);ec(A)-term s, similar to the proof of Proposition 5.5.26
(HNF property for (BSP + PR)...(A)). Five out of six cases in the current



184 Sequential processes

proof are straightforward adaptations of the corresponding cases in the proof
of Proposition 5.5.26. The sixth case is the case that s = s" - s, for two
completely guarded (TSP + PR)ec(A)-terms s’ and s”. Tt then follows by in-
duction that both s and s” can be rewritten into head normal forms, say ¢’ and
t”, respectively. Proposition 5.5.25 (Head normal forms) implies that there ex-
ists a natural number n € N such that, for any i < n, there are a; € A and
(TSP 4 PR)ec(A)-terms ¢; such that
(TSP + PR)ec(A) 1/ = > a;.ti (+1).

i<n
Then, applying the axioms of (TSP + PR);ec(A),
(TSP + PR)ec(A) s =1t -t/ =
D aiti(+1) - 1" =Y (ait;) - t"(+1-1") = Y a;i.(4; - t")(+1").

i<n i<n i<n
The last term in this derivation is a head normal form, which completes the
proof. |

6.6.2 The stack revisited

In Section 5.6, a stack has been specified using BSP(A) with recursion. For
this purpose, an infinite number of recursive equations was needed, even if the
set D of data is finite. Using the additional syntax presented in this chapter,
alternative specifications of a stack can be given and proven equal to the orig-
inal one. These specifications are finite as long as the set D from which the
elements in the stack are taken is finite, showing the usefulness of sequential
composition.

Recall from Definition 5.5.19 (Generalized choice) that the use of the ) -
notation is only allowed for finite index sets. Using the syntax of TSPrec(A)
and given a finite data set D, a recursive specification E for the stack can be
given as follows:

Stack2 = 1+ Y push(d).Stack2 - pop(d).Stack?2.
deD

Notice that this specification is guarded. In the equation, when an element
d is pushed on the stack, a return is made to Stack2, which can push additional
elements on the stack or terminate immediately. Eventually, d can be popped
from the stack, and then the stack is empty, after which it can terminate or start
over. Notice that, using the iteration operator of Section 6.5.2, this specifica-
tion can also be given as follows:

Stack2 = (> push(d).Stack2 - pop(d).1)*.
deD

The two descriptions of the stack given in Section 5.6 and above are deriv-
ably equivalent.
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Proposition 6.6.3 (Stacks) (TSP;c + RSP)(A) - Stackl = Stack2.

To prove this proposition, introduce the following notation: for any d € D
and arbitrary sequence o € D¥,

X, = Stack2,
Xao = Stack2 - pop(d).X.

Inspired by the transition systems of Stackl and Stack2, it is proven that X,
is a solution for Stackl and X, is a solution for S, for all o. Thereto, the
following equations have to be proven:

(TSP+ E)(A) + X = X,
(TSP+ E)(A) F X =14+ Y push(d).Xgq,
deD
(TSP + E)(A) + X4o = pop(d).Xo + Y. push(e).X cdo-
eeD

The first equation is trivial. The derivations for the second and third equation
are as follows.

(TSP + E)(A) -
X = Stack2
= 14 > push(d).Stack2 - pop(d).Stack2
deD
1+ > push(d).(Stack2 - pop(d).X.)
deD

14+ Y push(d).Xq
deD

and

(TSP + E)(A) +
Xao = Stack2 - pop(d). X,

= (14 > push(e).Stack2 -pop(e).StackZ) -pop(d). X4
eeD
= 1-pop(d).Xs +

> push(e).Stack2 -pOp(e).StackZ) -pop(d).X 5
eeD

= pop(d). Xy +
> (push(e).Stack2 - pop(e).Stack2) - pop(d).X »
eeD

= pop(d). Xy +
> push(e).Stack2 - (pop(e).Stack2 - pop(d).X )
eeD

= pop(d).Xs +
> push(e).Stack2 - pop(e).(Stack2 - pop(d).X )
eeD
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= pop(d).Xs + >_ push(e).Stack2 - pop(e).X 4o
eeD

= pop(d).Xs + Y. push(e).(Stack2 - pop(e).X45)
eeD

= pop(d).Xs + Y push(e).Xedo
eeD

At this point, it has been shown that any solution for Stack? is also a solution
for Stack1. As both recursive specifications involved are guarded, using RSP,
each of them has precisely one solution in the model IP(TSPrec(A)) /< . Conse-
quently, (TSPec +RSP)(A) - Stackl = Stack2, proving the above proposition.

Observe that the above derivations use associativity of sequential composi-
tion on terms containing recursion variables. This cannot be avoided, showing
that, in a context with recursion, associativity axiom A5 is meaningful, whereas
it could be omitted from the basic theory TSP(A) without many consequences,
as explained in Section 6.2.

6.6.3 Some expressiveness aspects

In Section 5.8, the theory BSPgfrec(A) was introduced, and it was shown that
guarded finite recursion in the context of BSP(A) coincides with regular pro-
cesses. The stack process is not finitely definable over BSP(A) (see Definition
5.7.5 (Definability)). It cannot be specified as a closed BSPgfrec(A)-term, and
it is not regular. The guarded finite recursive specification for Stack2 in this
section therefore shows that TSP with guarded finite recursion is more expres-
sive than BSPgfec(A). In fact, the specification for Stack2 shows that finite
guarded recursive specifications over TSP(A) allow the specification of non-
regular processes, or, in other words, that non-regular processes are finitely
definable over TSP(A). It is interesting to look a bit closer into these expres-
siveness aspects, particularly in relation with guardedness (which is required
by the definition of definability).

Note that the general theories BSPc(A) and TSP..c(A) allowing arbitrary
recursion are equally expressive, as defined in Definition 5.7.2 (Expressive-
ness). Process theory BSP.c(A) is already sufficiently powerful to specify all
countable computable processes, see Section 5.7. The extension with sequen-
tial composition does not affect the expressiveness of the theory, because of
the fundamental restriction that computable recursive specifications can only
specify countable processes. Recall furthermore Theorem 5.7.7 (Processes de-
finable over BSP(A)) that states that a process is definable over BSP(A) if
and only if it is finitely branching. Also this result carries over to the context
with sequential composition, i.e., a process is definable over TSP(A) if and
only if it is finitely branching. However, when allowing unguarded recursive
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specifications, already a finite specification is sufficient to specify an infinitely
branching process.
Consider the recursive specification

(X=X-(@.l) +al).

Using the deduction rules for recursion constants of Table 5.2, for any natural
number 7, the following transition can be derived:

X5 (@,

where _" is the n-fold sequential composition of Exercise 6.2.3. This can be
proven by induction on the natural number 7 as follows:

(i) n=0. Sincea.l > 1,also X-(@.)+a.l > land X > 1 = (a.1)°.

(i) n > 0. By induction, X -> (a.1)"~!. Then, X - (a.1) = (a.1)""!.
(a.1),1e., X - (a.l) 5 (a.1)"*. This means that X - (a.1) + a.1 =
(a.1)" and therefore also X 5 (a.1)".

As for different natural numbers m and n, process terms (a.1)” and (a.1)" are
not bisimilar, it must be concluded that the transition system associated with X
has an infinite number of different successor states for the state associated with
X. Hence, the process specified by recursion variable X is infinitely branching,
showing that finite unguarded recursion can describe infinitely branching pro-
cesses. (Note that the recursive specification does not define the process that
X specifies via the default interpretation in the term model; since the recursive
specification is unguarded, it has many other solutions as well (see Exercise
6.6.8).)

Another interesting observation is based on the following specification taken
from (Bosscher, 1997):

(X=a.(Y-al),Y=a(Y -Z)+a.l,Z=al+1}.

This finite guarded recursive specification over the signature of TSP(A) de-
fines, as argued above, a finitely branching process, but interestingly there is
no bound on the number of outgoing transitions that any single state of the pro-
cess might have; the process exhibits so-called unbounded branching. This can
be verified by drawing the transition system for recursion variable X, see Exer-
cise 6.6.6. Thus, this example shows that unbounded branching processes are
finitely definable over TSP(A). As shown in (Bosscher, 1997), it is not possi-
ble to finitely define processes with unbounded branching over theory BSP(A).

Finally, it is interesting to consider the expressiveness results in this sub-
section in the context of automata theory. Observe that recursive specification
E ={X = X - (a.1) + a.1} discussed above corresponds to a left-linear gram-
mar in the automata-theoretic context. In that context, left-linear grammars,
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right-linear grammars, finite automata, and regular languages are all equivalent
notions. However, in the current context, the process specified by specification
E is infinitely branching, and thus non-regular.

6.6.1

6.6.2

6.6.3

6.6.4

6.6.5

Exercises

Prove, using AIP™, that any solution of X = a.X-b.1 is also a solution
of X =a.X.
Prove that ((TSP + PR)gec + AIPT)(A) F uX{X = a. X} - uY.{Y =
b.Y}=uXA{X =a.X}.
Given the syntax of TSP(A) and a finite data set D, a recursive
specification for the stack using three equations can be given as fol-
lows:

Stack3 = 1+ T - Stack3,

r = > push(d).(U - pop(d).1),
deD
U =1+T-U.

In this set of equations, Stack3 is specified as an iteration of 7', which
represents a terminating stack. In the specification of 7', U - pop(d)
can be seen as a stack element d, where U may or may not put new
elements on top of the element, and where pop(d) removes the ele-
ment from the stack. Show that this recursive specification is guarded.
Prove that (TSP + RSP)(A) F Stack2 = Stack3.

Consider yet another recursive specification for the stack, consisting
of | D| + 2 equations, for data set D:

Stack4 = 1+ T - Stack4,

T = Y push(d).T;, and,foralld € D,
deD
Ty = pop(d).1+T - -Ty.

Show that this recursive specification is guarded. Prove that (TSPyec+
RSP)(A) & Stack2 = Stack4.

A specification of a counter can be obtained by considering a stack
that can only contain elements from a data set with one element.
When, additionally, the atomic actions representing putting this ele-
ment on the stack and taking it from the stack are represented by plus
and minus, respectively, the following specification can be derived
from the specification for Stack4 of the previous exercise:

Counter = 1+ T - Counter,
T = plus.T’,
T = minus.1+T -T'.
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Give a transition system for the process Counter. Show that this
counter specification is derivably equivalent to the counter specifi-
cation of Exercises 5.6.3 and 5.6.4.

6.6.6  Consider the recursive specification {X = a.(Y-a.1),Y =a.(Y-Z2)+
a.l, Z = a.1 4+ 1}. Draw the transition system of X (and observe that
it is a transition system with unbounded branching).

6.6.7  Find two non-bisimilar transition systems that are both solutions of
the (unguarded!) recursive equation X = X -a.1 + X - b.1.

6.6.8  Consider again recursive specification {X = X - a.1 + a.1} of the
last subsection. Give a different solution for this recursive specifica-
tion than the one already given. Give a plausible argument why any
solution of this recursive specification must be infinitely branching.

6.6.9  Prove or disprove that TSP (A) is a conservative ground-extension
of BSPc(A). (Please inform the authors of any solution to this exer-
cise.)

6.7 Renaming, encapsulation, and skip operators

In Exercises 5.6.3, 5.6.4 and 6.6.5, a counter was considered that can also be
specified as a stack over a trivial singleton data type. However, for the stack,
different action names are used (push, pop) than for the counter (plus, minus).
In the exercises, the names were just changed without any further considera-
tion. Often, it is desirable to have such a renaming inside the theory, in order
to be able to deal with this in a more formal and precise way. This is not
difficult to do. This section briefly presents the extension of the basic theory
BSP(A) with renaming and two related families of operators, namely encap-
sulation and skip operators. The extension of TSP(A) with renaming is left as
Exercise 6.7.7.

Suppose f is a renaming function, i.e., f is a function on atomic actions,
f A — A. Then, a renaming operator py can be defined on process terms.
Table 6.6 shows the extension of BSP(A) with renaming operators.

It is straightforward to obtain an elimination theorem and a conservativity
theorem. Also the operational rules are not difficult; see Table 6.7. Again, it is
a useful exercise to show that the resulting term model admits a soundness and
a ground-completeness theorem.

The remainder of this section covers two other operators that turn out to be
very useful: an operator that can block a certain action, and an operator that
can skip a certain action. The former can be considered a renaming into 0, the
latter a renaming into 1. Suppose H is a set of atomic actions, i.e., H C A.
The operator dy blocks execution of actions from H, and leaves other actions
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__(BSP + RN)(A)

BSP(A);

unary: (Pf) f:A—>A ;

X,y
pr(l)=1 RN1
pF(0)=0 RN2
prla.x) = f(a).pf(x) RN3
prx+y)=prx)+pr() RN4

Table 6.6. BSP(A) with renaming (witha € Aand f : A — A).

__TDS((BSP + RN)(A))
TDS(BSP(A));
unary: (0f) yipmn’
x, x";
x\L X —a) x’
(x)¢ fla) /
rf pr(x) =" pr(x’)

Table 6.7. Term deduction system for BSP(A) with renaming (witha € A
and f : A — A).

unchanged. For reasons that become clear in the next chapter, this operator is
called the encapsulation operator. Axioms are presented in Table 6.8.

—_(BSP+DH)(A)

BSP(A);

unary: (0g)gcas

X, y;
g (l) =1 DI
9 (0) =0 D2
dg(a.x) =0 ifae H D3
dg(a.x) =a.dg(x)  otherwise D4
og(x+y)=09g(x)+0g(1y) D5

Table 6.8. BSP(A) plus encapsulation (witha € A, H C A).

Example 6.7.1 (Encapsulation) As an example, consider, on the one hand,
the behavior of a machine performing process a.(b.1 + c.1), that, for some
reason, is unable to execute the atomic action c. Then, after having performed
a, it will continue with b, as it does not have any other choice available.
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On the other hand, consider a similar machine performing a.b.1 + a.c.1.
Assuming again that ¢ cannot be executed, this second machine will perform
an a-step and next it will either perform b, or it will be in the position that it
can only continue with the blocked ¢, which means it will end in a deadlock.

Using the encapsulation operator, this example can be modeled by blocking
c in the above two specifications; thus, H = {c}. As a consequence,

(BSP+DH)(A) -
og(a.(b.1+c.1)) =a.0g(b.1+c.1) =a.(yg(b.1) + 0g(c.1))
=a.(b.og(1) +0)=a.b.1,
and, on the other hand,
(BSP+DH)(A) +
dg(a.b.l1 +a.c.l) =0dg(a.b.1)+ dg(a.c.1)
=a.og(b.1) +a.dg(c.1) =a.b.1 +a.0.

Notice that process a.b.1 + a.0 has a deadlock, whereas a.b.1 does not (see
Definition 4.4.14).

Next, suppose [ is a set of atomic actions, I € A. The operator ¢ skips the
execution of actions from 7, and leaves other actions unchanged. It is therefore
called a skip operator. Axioms are presented in Table 6.9.

—__(BSP+ED(A)

BSP(A);

unary: (67)7cA

X, Y3
er(hH) =1 El
er(0)=0 E2
gr(a.x) =¢e7(x) ifael E3
er(a.x) =a.ej(x) otherwise E4
ef(x+y)=¢er(x)+er(y) ES5

Table 6.9. BSP(A) with skip operators (witha € A, I C A).

Also for the extensions with encapsulation and skip operators standard re-
sults can be established. Without further comment, Table 6.10 presents the
operational rules for encapsulation. The rules for the skip operators are given
in Table 6.11. The two rules in the bottom row of the table may need some
explanation. As usual, the steps and the termination option for term &;(p) are
derived from the steps and termination option of p. The bottom left rule states
that £; (p) may terminate if p can do an a-step that is skipped and p’, the result
of executing a in p, can terminate after skipping all actions in 7 in p’. The last
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provision is necessary because skipping actions can create extra termination
options. The bottom right rule states that ¢;7(p) may do a b-step if p can do
some a-step that is skipped followed by a b-step that is not skipped. Thus, the
rules look ahead at the behavior of the p process after skipping the a action to
determine the behavior of g;(p).

__TDS((BSP + DH)(A))
TDS(BSP(A));
unary: (Og)HcA'
x,x";
xy x5 x a ¢ H
g () A () > ay ()

Table 6.10. Term deduction system for encapsulation (witha € A, H C A).

__TDS((BSP + EI)(A))

TDS(BSP(A)):

unary: (67)7ca s

x,x',y;

xy xSy adl
1)} er(x) > ey (x)
x5x ael &)l xSy ael sl(x/)—b>y

er(x)y er(x) b y

Table 6.11. The term deduction system for skip operators (witha, b € A and
I C A).

As a final remark, the extensions of TSP(A) with encapsulation and skip
operators, (TSP 4+ DH)(A) and (TSP + EI)(A), respectively, are obtained by
simply combining the signatures and axiom sets of TSP(A) with those of
(BSP + DH)(A) and (BSP + EI)(A), respectively. All standard results can
be obtained as expected.

6.7.1

Exercises

Generalizing Definition 4.4.14 (Deadlock in BSP(A)-terms), a closed
(BSP + DH)(A)-term is deadlock free if and only if it is derivably
equal to a closed BSP(A)-term without O occurrence.
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6.7.3

6.7.4

6.7.5

6.7.6

6.7.7

Exercises 193

Simplify d4)(a.0 + b.1). Note that the process a.0 4 b.1 has a dead-
lock, but ¢4y (a.0+b.1) does not. Hence, encapsulation can cause the
loss of deadlock possibilities. Conversely, it is easy to find a closed
BSP(A)-term p such that p is without deadlock, whereas 9(4)(p) is
not. Give such an example.

Give an example of a closed BSP(A)-term p such that p has a dead-
lock and ¢ (p) for some appropriate I does no longer have a deadlock
(assuming a generalization of Definition 4.4.14 (Deadlock in BSP(A)-
terms) to closed (BSP + EI)(A)-terms).

Consider the behavior of the vending machine of Exercise 5.2.2 under
the assumption that due to some mechanical defect it is impossible to
insert any 10 cent coins. Does this machine have any deadlock?

Let id be the identity function on A and let o denote function com-
position. Show that for all closed BSP(A)-terms p and renaming
functions f,g: A — A,

(a) (BSP+RN)(A) - pia(p) = p,
(b) (BSP+RN)(A) = pr(pg(p)) = prog(p)-

Consider theory (BSP + EI)(A) with recursion.

(a) Given the equation X = g(4)(a.X), show that in the term model
P((BSP + EDrec(A)) /< = X =0.

(b) Find two different solutions of the equation X = g(4)(a.X) in the
term model of (BSP + EI)(A) with recursion.

(c) Find two different solutions of the equation X = a.e(,)(X) in the
term model of (BSP + EI)(A) with recursion.

(d) Can you formulate a notion of guardedness in the presence of skip
operators?

Consider the extensions of theory TSP(A) with encapsulation and
skip operators, (TSP+DH)(A) and (TSP+EI)(A). Show by structural
induction that for all closed TSP(A)-terms p,q and H, I C A,

(a) (TSP+DH)(A)F0u(p-q) =0u(p) - 9u(q),
(b) (TSP+ED(A)Fer(p-q) =¢1(p)-e1(q).

Develop the theory (TSP + RN)(A), TSP with renaming, i.e., the
equational theory obtained by extending (BSP + RN)(A) with the
sequential-composition operator and the axioms of Table 6.1. Prove
elimination and conservativity results, and give a term model proving
soundness and ground-completeness.
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6.8 Bibliographical remarks

Taking the equational theory TSP(A), replacing processes a.1 by constants a,
and subsequently removing action prefixing and the constants 0 and 1, results
in the theory BPA(A) of (Bergstra & Klop, 1984a). The present treatment
is from (Baeten, 2003), which in turn is based on (Koymans & Vrancken,
1985; Vrancken, 1997). The term deduction system of theory TSP(A) is due
to (Baeten & Van Glabbeek, 1987).

Section 6.5 is based on (Bergstra et al., 2001). Further work can be found in
(Baeten et al., 2007).

The specification of the stack in one equation is new here. The specifica-
tion of the stack in three equations of Exercise 6.6.3 is due to (Koymans &
Vrancken, 1985). The (earlier) one in |D| + 2 equations, where D is the data
set, given in Exercise 6.6.4 is from (Bergstra & Klop, 1986a). The specifi-
cation in one equation is possible due to the termination option of the empty
stack. The specifications of (Koymans & Vrancken, 1985) and (Bergstra &
Klop, 1986a) do not have such an initial termination option, and the specifica-
tions given in the current chapter have been adapted to include this termination
option.

Section 6.7 is based on (Baeten & Bergstra, 1988). Renaming operators
occur in most concurrency theories, see e.g. (Milner, 1980; Hoare, 1985).
Encapsulation, and the notation dy, is from (Bergstra & Klop, 1984a). For
skipping, see (Baeten & Weijland, 1990).



7

Parallel and communicating processes

7.1 Interleaving

So far, the focus has been on sequential processes: actions can be executed,
or alternatives can be explored, starting from a single point of control. In
this chapter, the step is taken towards the treatment of parallel or distributed
systems: it is allowed that activities exist in parallel. Just allowing separate
activity of different components is not enough. A genuine treatment of par-
allel activity requires in addition a description of interaction between parallel
activities.

Suppose there are two sequential processes x and y that can execute actions,
and choose alternatives, independently. The merge operator || denotes parallel
composition. Thus, the parallel composition of x and y is denoted x || y. To
illustrate the intuition behind the algebraic treatment of parallel composition,
consider an external observer O that observes process x || y. Observations
can be made of executions of actions. Assume that these observations are
instantaneous. Then, it can be seen that the observations of actions of x and
actions of y will be merged or interleaved in time.

Consider the example a.0 || b.0. This process involves the execution of two
actions, one from each component. Observer O might see the execution of a
first, and then the execution of b. After this, no further activity is possible. On
the other hand, observer O might see the execution of b first, then the execution
of a followed by inaction. Finally, the observer might observe the two actions
simultaneously.

The simultaneous observation of two actions is reserved for the interaction
between the two processes, i.e., processes achieve interaction through synchro-
nization; the occurrence of interaction between two processes is the result of
the simultaneous execution of matching actions. By a judicious choice of

195



196 Parallel and communicating processes

atomic actions, communication can be achieved with synchronization, i.e., a
message can be passed from one process to another.

Returning to the simple example, assume the interaction that is achieved by
the simultaneous execution of a and b is denoted by c. Summarizing the above
discussions, the execution of a.0 || .0 has three possibilities: first a and then
b, first b and then a, or ¢ (denoting a and b together). In terms of an equation,
this can be stated as follows. The merge operator || binds stronger than choice
and weaker than action prefix.

a.0]b.0=a.b.0+b.a.0+c.0.

The sketched approach to parallel composition is called arbitrary inter-
leaving or shuffle in the literature. Note that the observations of the action
executions are interleaved, not necessarily the actions themselves. So, the ac-
tions themselves can have duration (and will have duration in practice). It is
also not necessarily the case that the first action has finished when the second
action starts. If necessary, it can be made explicit that actions can overlap in
time, by allowing observations of the beginning and the ending of an action:

begin, .end,.0 || begin,.endy.0.

This process has begin,.begin,,.end,.endy.0 as one of its possible execution
sequences.

This chapter expands the theories BSP and TSP of the earlier chapters with
the interleaving merge operator, presenting equational theories and the under-
lying models for communicating parallel processes.

7.2 An operational view

Before turning to an equational theory, parallel processing and communication
is first studied from an operational point of view, to provide insight in some of
the aspects involved.

Considering parallel processing without interaction or communication, the
basic idea is that a component in a parallel composition can execute an action
by itself, independent of other components. This can be described in a straight-
forward way by the following deduction rules (as defined in the context of term
deduction systems), where x, x’, y, and y’ are arbitrary process terms and a is
an action:

a a
X — X y—>y
a an a
!/ /
Xy —=x"ly xlly—=xly

Interaction is more involved. As mentioned, interaction is the simultaneous

execution of actions that match in some sense. An example of communication
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through synchronization has already been given in the previous section where
the synchronized execution of actions @ and b resulted in an action c. More
concretely, one could consider a process that can perform a send action, and
that is executing in parallel with another process that can perform a receive
action. If it is assumed that these actions match, then the simultaneous execu-
tions of these two actions could be defined to result in a communicate action,
thus achieving communication between parallel processes.

Communication resulting from the simultaneous execution of matching ac-
tions is synchronous, as opposed to asynchronous communication in which a
message might be sent at one point in time and received at a different, later
point in time. Synchronous communication is the basic form of communica-
tion in this book. Asynchronous communication can be achieved by explicitly
specifying buffers or communication channels.

In elementary synchronous communication, every communication has two
parts. Actions that may communicate can be specified through a communi-
cation function y, that takes a pair of communicating actions and returns the
result of the communication, which is also an action. Suppose an atomic action
communicate(5) represents the communication of a data value 5. Intuitively,
when communication is reliable, this communication action should be the re-
sult of the synchronized execution of a send(5) action and a receive(5) action;
that is, the data value that is received should match the value that is sent. This
can be defined as follows:

y (send(5), receive(S5)) = communicate(5).

If two actions do nof communicate, e.g., continuing the example, when the sent
and received values do not match, then their communication is not defined. For
example,

y (send(5), receive(6)) is not defined.

Not every function is a meaningful communication function. For example,
y (send(5), receive(5)) and y (receive(S), send(5)) are typically expected to
give the same result. These ideas lead to the following definition of a com-
munication function.

Definition 7.2.1 (Communication function) As always, set A is the set of
atomic actions. A communication function on A is a partial, binary function
y 1 A x A — A satisfying the following conditions:

(i) foralla,b € A: y(a,b) = y(b, a), i.e., communication is commuta-
tive;

(i) for all a,b,c € A: y(y(a,b),c) = y(a, y(,c)), i.e., communica-
tion is associative.
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Note that equations as above for partial functions imply that one side of the
equation is defined exactly when the other side is. If y (a, b) for certaina, b €
A is not defined, it is said that @ and b do not communicate. An action ¢ € A
such that ¢ = y(a, b) for certain a, b is called a communication action. A
communication y (a, b) is called a binary communication.

A communication function in principle specifies communication between
two actions, the binary communications. The result of such a communication
can itself be allowed to communicate with other actions, which means that
it is possible to specify communication among more than two actions. The
associativity property in the definition of a communication function implies
that the result of such communications is always the same, independent of the
order in which the binary communications among pairs of actions are resolved.
In fact, it follows from the commutativity and associativity requirements that it
is possible to simplify expressions like y (a, y (y (b, ¢), d)), and simply write
y(a,b,c,d).

Having introduced the notion of a communication function, interaction be-
tween two components in a parallel composition can be described by the
following deduction rule, where x, x’, y, and y’ are arbitrary process terms,
y is a communication function, and a, b, and ¢ are actions:

x > x/ y—b>y’ y(a,b) =c

xly=>x"1y

Sometimes, one would like to express that communication is restricted. For
example, it could be the case that only binary communications, i.e., communi-
cations involving only two actions, are possible. An action y (a, b, c¢) involves
three actions, and is therefore called a ternary communication. It is an example
of so-called higher-order communication. In many applications, higher-order
communication is not possible and only binary communication occurs. This is
called handshaking and can be expressed as follows.

Definition 7.2.2 (Handshaking communication) Lety : A Xx A —> Abea
communication function. If for all a, b, ¢ € A, y(a, b, c) is not defined, then
y is said to be a handshaking communication function.

In some applications, there is no communication whatsoever between the
components. In such cases, no two atomic actions a, b € A communicate, i.e.,
y(a, b) is undefined for all a, b € A. This is indicated by writing @ for y, thus
referring to the characterization of y as the set {(a, b, ¢) € A3 | y(a,b) =c}.

These two examples illustrate that the concept of a communication function
is rather flexible. The deduction rule for communication does not change when
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restricting the allowed communication functions beyond Definition 7.2.1 as in
the above two examples. Note however, that the deduction rule for communi-
cation does not allow the derivation of any communication actions if y = {,
and is therefore redundant in that case, which is the expected result.

Finally, it is necessary to consider termination. Assume some parallel com-
position x || y, with x and y process terms. Successful termination of the
composition can be observed when both x and y are able to terminate. If one
component still needs to execute actions, or cannot terminate successfully, then
the composite process cannot terminate, and, for example, cannot pass control
to a process following x || ¥y (composed sequentially). This can be captured in
the following deduction rule, with x and y arbitrary process terms:

Xy
x| yd
The next section presents a simple example illustrating the concepts intro-

duced so far in this chapter. Section 7.4 then follows with the development of
a basic equational theory for communicating processes.

Exercises

7.2.1 On the basis of the intuition given in this section, try to reason which
of the following identities are correct. Assume there is no communi-
cation, i.e., y = (.

(@ a.l||b.l=ab.l+b.a.l.

() ab.l|cl=a.b.cl+a.cbhb.l+c.ab.l.

(¢) abl]|cl=a.(b.cl+c.b.1)+c.a.b.l.

(d (@a14+b.1)|c.l=acl+b.cl+c.(al+b.1).
(e) a.1]0=a.0.

) a.l1]0=a.l.

7.2.2  Formally describe the situation where only binary and ternary com-
munication are possible, and none of higher order.

7.2.3  Isit possible to describe the situation where only ternary communica-
tion is possible, and not binary?

7.3 Standard communication

Many examples of communication involve the transmission of data at ports. It
turns out to be useful to have some standardized notation for so-called standard
communication.
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Assume a number of locations, that are interconnected by ports or chan-
nels. Figure 7.1 gives an example. The system in the example has locations
A, B, and C and ports ia, ab, ac, and co. Locations correspond to processes
(represented by a closed term or a guarded recursive specification). Standard
communication allows only binary communication, i.e., handshaking is as-
sumed. Ports that connect two locations are called internal, ports attached to
one location only are external. External ports can be used for communica-
tion between the system of processes and its environment. In the example of
Figure 7.1, ports ab and ac are internal, and ia and co are external. The com-
munication aspects of systems like those in Figure 7.1 can be captured via the
following definition.

Definition 7.3.1 (Standard communication) Let D be a set of data elements;
let P be a set of port names. Assume, for each port p € P and eachd € D,
the presence of the following atomic actions in the set of actions A:

- pld (send data element d at port p);
- p?d (receive d at p);
- p¥d (communicate d at p).

The standard communication function ys : A x A — A is given by the fol-
lowing equation:

ys(pld, p?d) = ys(pld, p'd) = pd,
forany p € P and d € D; ys is not defined otherwise.

ab °
: °
ac G co

Fig. 7.1. A network of communicating processes.

Consider again the example of Figure 7.1. Using the actions predefined
in Definition 7.3.1, process A might for example be specified by the term
ia?d.(abld.1 || acld.l), for some data element d. Processes B and C might
be defined as ab?d.1 and ac?d.co!d.1, respectively.

The system of Figure 7.1 as a whole can be described as a parallel compo-
sition of the processes involved:



7.4 The process theory BCP 201
iald.(ab\d.1 || ac\d.1) || ab?d.1 || ac?d.cold.1.

Following the intuition of the merge operator and its operational description
discussed in the previous sections, this parallel composition allows arbitrary
interleavings of the actions of the constituent processes, including communi-
cation actions of synchronizing processes. However, communication is not
enforced. It could be desirable to enforce communication over the internal
ports ab and ac. This can be done using the encapsulation operator of Section
6.7 by blocking isolated send and receive actions over these internal ports, see
Exercise 7.3.1:

0{p2d, p\d|pelab,ac},deD}
(ia?d.(ab'd.1 | ac'd.1l) || ab?d .1 | ac?d.co'd.1).

Exercises

7.3.1  Assume that a complete execution sequence of a system is a sequence
of actions that can be performed by the system and that leads to suc-
cessful termination. Provide three complete execution sequences of
the example system discussed in this section when it is not assumed
that any form of communication is enforced. Provide a complete exe-
cution sequence when assuming that communication over the internal
ports ab and ac is enforced.

7.3.2  Provide a recursive specification for a stack with input port i and
output port o using the actions of Definition 7.3.1 (Standard com-
munication).

7.4 The process theory BCP

Coming up with a set of axioms that fully captures the intuition of communi-
cating parallel processes given in the previous sections is no easy matter. In
fact, Moller proved in (Moller, 1989) that no finite direct axiomatization ex-
ists. This means that there is no finite ground-complete axiomatization in the
signature of the basic theory BSP(A) of Section 4.4 extended with the merge
operator only of the standard term model based on bisimilarity obtained from
the deduction rules of Section 7.2. In order to give a finite axiomatization
nonetheless, an artifice is needed in the form of auxiliary operators.

First, consider the four deduction rules given in Section 7.2. The first rule
says that x || y can start by executing a step from x, and the second rule says
that x || y can start by executing a step from y. The last two rules concern
joint activity. Either x and y execute an interaction, or they join in termination.



202 Parallel and communicating processes

Thus, it can be seen that parallel composition is broken up into three alterna-
tives, namely the part where the first step comes from x, the part where the
first step comes from y, and the part where x and y execute together. Two new
operators are introduced in order to express these options: x || y denotes the
parallel composition of x and y with the restriction that the first step comes
from x; x | y denotes the parallel composition of x and y starting with a joint
activity. Using this so-called left-merge operator || and communication-merge
operator |, the alternatives of parallel composition can be presented as follows.
It is assumed that| and | have the same binding priority as ||, i.e., they bind
stronger than choice and weaker than action prefix.

xly=xLy+ylx+x]|y.

Implicitly, it is assumed here that the operators || and | will be commutative,
so that the order in which the components are presented is not relevant. Using
the above equality, the problem of axiomatizing the || operator is replaced by
the problem of axiomatizing the | and | operators. Surprisingly, the latter
problem is relatively straightforward.

First, the left-merge operator is considered. A case analysis following the
structure of the left-hand argument provides the desired axioms. Let x, y, z be
processes, and a € A an action.

First of all, the case of the prefix operators is not difficult:

ax|y=a.(x|y).
In words, in a parallel composition of processes a.x and y where the first step is
from a.x, this first step must be an . What remains is the parallel composition
of x and y (without restriction).
Second, alternative composition is also straightforward.

xtnlz=xlz+ylz
It is crucial to notice that the moment of choice on both sides is the same: the
choice is made by the execution of the first action. This is in contrast to the
situation with the || operator where (x + y) || zisnotequaltox || z+ y || z,
as the first step might be a step from z which means that the choice in the left
argument of (x + y) || z is not decided whereas the choicein x ||z + y || z is
decided.

Finally, what remains is the behavior of the left merge with respect to the
termination constants 0 and 1. The termination behavior of a parallel composi-
tion is coded into the communication-merge operator, because termination and
communication both require some form of synchronization, which means they
fit naturally together. Therefore, termination behavior is of no concern for the
left merge. The following axioms follow the intuition that a (successfully or
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unsuccessfully) terminated process cannot perform a step, which implies that
these constants as the left operand of a left merge lead to inaction.

Olx=0 and 1| x=0.

Next, the communication-merge operator is considered. A case analysis fol-
lowing the structure of the two arguments of the communication merge yields
the axioms. Let x, y, z be processes, and a, b, c € A actions.

As the communication merge involves activity from both sides, it distributes
over choice:

x+ylz=x|z+ylz and x|(Y+2)=x|y+x]z.

Obviously, an inaction constant 0 on one side of a communication merge al-
lows no joint activity whatsoever:

0]x=0 and x|0=0.

What remains are the cases where both sides are action-prefix terms or empty
processes 1. Successful termination, i.e., both sides of the communication
merge are 1, is simple:

1|1=1.
If both sides are action prefixes, the result is based on the communication
function y. If y is defined for the involved actions, then the communicat-
ing process can actually perform the defined communication action, and then
proceed as an unconstrained parallel composition of the remaining behaviors
of both operands of the communication merge; if y is undefined, the commu-
nicating process cannot perform any action at all.

ax|by=c(x|y) ify(ab)=c

ax|b.y=0 if y (a, b) is not defined.
Finally, communication-merge expressions combining an action prefix and an
empty process lead to inaction, because both a joint action and synchronized
successful termination are impossible:

ax|1=0 and 1|a.x=0.

Note that the axiom system presented below contains an axiom stipulating the
commutativity of the communication merge. This allows to save on the num-
ber of axioms required for the communication-merge operator. From the three
cases with symmetric axioms discussed above, only one axiom for each case is
needed. Assuming commutativity of the communication merge does not influ-
ence the equalities that can be derived for closed terms in the theory presented
below. However, it does allow the derivation of equalities between open terms
that cannot be derived from the theory without this axiom (and containing all
six axioms for the above three symmetric cases).
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The formal definition of process theory BCP, the theory of Basic Commu-
nicating Processes, is given in Table 7.1. It extends theory (BSP + DH)(A)
of Table 6.8. The theory thus includes the encapsulation operator because this
operator is essential in describing communication between processes, as illus-
trated by the example in Section 7.3. As before, the theory has as a parameter
the set of actions A. Besides this, it has as a second parameter a communication
function y : A x A — A satisfying the conditions of Definition 7.2.1 (Com-
munication function). The signature of process theory BCP(A, y) extends the
signature of the process theory (BSP + DH)(A) with the merge operator ||,
the left-merge operator || and the communication-merge operator |. The three
new operators bind stronger than choice but weaker than action prefix. The ax-
ioms of BCP(A, y) are the axioms in Table 7.1 added to the axioms of theory
(BSP + DH)(A) of Table 6.8. Note that Axioms LM3 and CM4-6 are actually
axiom schemes: there is such an axiom for each combination of atomic actions
a, b, c € A occurring in them.

__BCP(A, )

(BSP + DH)(A);

binary: || -, | -, -] -;

X, ¥,

xly=xLy+ylx+xly M xly=ylx SCl1
OLx=0 LM1

1| x=0 LM2 x||1=x SC2
ax|y=a.(x|y) IM3 1|x+1=1 SC3
c+»lz=xlz+ylz LM4

0lx=0 CMI xlI»lz=xl(1llz) SC4
x+ylz=xlz+vylz CM2 (x|y)lz=x[(ylz) SC5
1/11=1 CM3 (x|LylLz=xL(Ilz) SC6
ax|1=0 CM4 (x|yllz=x|Glz) SC7
ax|by=c(x|y) ifya,b)=c CM5

ax|by=0 if y (a, b) is not defined CM6

Table 7.1. The process theory BCP(A, y) (with a, b, c € A).

Axioms M, LM1-4, and CM1-6 of BCP(A, y) have been discussed above.
They serve to rewrite each closed term involving parallel composition opera-
tors into a closed BSP(A)-term (see the elimination theorem below). Besides
these axioms, the theory BCP(A, y) contains seven additional axioms de-
noting properties of parallel composition, the so-called Axioms of Standard
Concurrency. These properties are often convenient.

The commutativity and associativity of the merge operator, and the fact that
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1 is an identity element, are the most important properties. Commutativity of
the merge follows from SC1 and the commutativity of the choice operator (see
Exercise 7.4.3). Associativity is posed as Axiom SC4. The fact that 1 is an
identity element is stated by SC2. SC3 captures the fact that a communication
with the empty process either results in inaction or successful termination and
that no actions are possible, see Proposition 7.4.2 (Communication with the
empty process) below. This axiom illustrates that the communication merge is
used to capture the termination options of a parallel composition. The other
axioms of standard concurrency are variants of SC4 involving the left-merge
and communication-merge operators.

Example 7.4.1 (Communication) Consider a relay race with two runners,
Alice and Bob. First, Alice runs some distance, then she passes the baton
to Bob. Bob first takes the baton, and next runs some more. The processes
executed can be given via closed BCP(A, y)-terms as follows:

A = runA.give.l and B = take.runB.l.

The only defined communication is y (give, take) = pass (and its commutative
variant, of course). Applying the axioms of BCP(A, y) gives the following
result:
BCP(A, y)F
A || B = runA.(give.take.runB.1 + pass.runB.1
+ take.(give.runB.1 + runB.give.l)
)+
take. (runB.runA.give.l
+ runA.(give.runB.1 + runB.give.1)
).
Obviously, many unwanted action sequences occur in this term, where ‘halves’
of communication actions occur by themselves. Communication can be en-
forced by the encapsulation operator, as already illustrated in Section 7.3.
Defining H = {give, take}, it can be shown that

BCP(A, y) - 0g (A || B) = runA.pass.runB.1.

Thus, by blocking the separate components of communication actions, only
the successful communications remain. This use of the encapsulation operator
in fact explains its name: the operator prevents actions within its scope to
communicate with actions outside.

Axiom SC3 of BCP(A, y) may need some clarification. Recall the notion
of summands introduced in Exercise 4.2.3. The following can be derived, for
any process term x: BCP(A, y)Fx =x ||l =x| 1+ 1| x+x|1=x| 1+
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1| x. In other words, any process x breaks down into two parts, namely x || 1,
being all of x except a possibly occurring 1 summand (see Axioms LM1-4, in
particular LM2), and 1 | x, capturing this possibly occurring 1 summand. As a
consequence, 1 | x is either equal to 1 (if x has a 1 summand) or O (otherwise).
This is what Axiom SC3 expresses: 1 | x is a summand of 1, so it is either 1 or
0. Formally, the following can be derived.

Proposition 7.4.2 (Communication with the empty process) For any term
x,if BCP(A, y)Fx = x+1,then BCP(A, y)F1|x = 1;if BCP(A, y)Fx =
x| 1, then BCP(A, )1 |x =0.

Proof The two properties can be proven via straightforward equa-
tional reasoning, see Exercise 7.4.5. O

Thus, when a process contains a 1 summand, it can be derived from the
axioms of BCP(A, y) that BCP(A, y) F 1|x = 1. However, the general result
that 1|x is equal to O if x does not have a 1 summand cannot be derived from the
axioms of BCP(A, y) for general open BCP(A, y)-terms. It is only possible
to derive the above conditional property (the second property in Proposition
7.4.2) and an instance of it for guarded terms (see Proposition 7.6.3, in Section
7.6 which covers recursion).

The next theorem shows that the newly introduced operators can be elim-
inated from closed BCP(A, y)-terms. This means that the introduction of
parallel composition does not increase expressiveness; the same set of pro-
cesses can be specified as in the theory BSP(A), but in more different, often
more intuitive and more compact, ways. In fact, the number of symbols in a
term can increase exponentially when rewriting a BCP(A, y)-term to an equiv-
alent BSP(A)-term, see Exercise 7.4.11.

Theorem 7.4.3 (Elimination) For any closed BCP(A, y)-term p, there exists
a closed BSP(A)-term g such that BCP(A, y) - p = gq.

Proof Axioms M, LM1-4, and CM1-6 in Table 7.1 can be ordered
from left to right as a term rewriting system. It is necessary to add rewrite rules
corresponding to CM1, CM2, and CM4 where the arguments of the communi-
cation merge are swapped. This is harmless due to Axiom SC1. Furthermore,
rewrite rules corresponding to the axioms of encapsulation (see Table 6.8) need
to be added. Then, this proof follows the same pattern as earlier proofs of elim-
ination theorems. Details are left for Exercise 7.4.6. |

The Axioms of Standard Concurrency SC1 through SC7 of BCP(A, y) are
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basic axioms of the theory of parallel processes, and they cannot be derived
from the other axioms. However, except for SC1, they can be derived for all
closed terms. (If the counterparts of CM1, CM2, and CM4 are added to the
theory as in the proof of Theorem 7.4.3, then also SCI can be derived for
closed terms.)

Theorem 7.4.4 (Standard concurrency) For closed BCP(A, y)-terms, the
Axioms of Standard Concurrency SC2-7 are derivable from the other axioms
of BCP(4, y).

Proof The property for Axiom SC2 is proven by structural induction.
In view of Theorem 7.4.3 (Elimination), assume that p is a closed BSP(A)-
term.

(i) Assume p = 0. Consequently, BCP(A, y)Fp|[1 =0 1+ 1] 0+
0/1=04+04+0=0=p.

(ii)) Assume p = 1. BCP(A,y) F p|ll = 1 1+1 14+1|1 =04+0+1 =
1=p.

(iii)) Assume p = a.q, for some a € A and closed BSP(A)-term ¢g. It
follows that BCP(A,y) F p||l =aq|| 1+ 1|l ag+aq]|l =
a(@lll)+0+0=a.q=p.

(iv) Assume p = p; + p», for some closed BSP(A)-terms p; and p;.
Then, BCP(A, ) Fplll=plLl1+1Lp+pll=pilLl+pl 1+
O+pi|14+pall=pilL1+pall 1+1Lp1 +1Lp2+p1l1+p2|l =
pilll+p2ll=pi+p2=p.

The proof for Axiom SC3 is equally straightforward. Assume again that p is a
closed BSP(A)-term.

(i) Assume p = 0. Consequently, BCP(A, y)F1|p+1=1]|04+1=
O|14+1=0+1=1.

(i) Assume p=1.BCPA, ) F1|p+1=1|1+1=14+1=1.

(iii)) Assume p = a.q, for some action a € A and closed BSP(A)-term q.
BCPA,y)F1|p+1=1lag+1l=aq|l+1=04+1=1

(iv) Assume p = pj + p», for some closed BSP(A)-terms p; and p;. It
then follows that BCP(A,y) F 1 | p+1 =1|(p1+p2)+1 =
Lipi+1llpp+l=1|pi+1+1|pp+1=1+1=1

For the other four axioms, the theorem is proved simultaneously by natural
induction on the total number of symbols in closed BCP(A, y)-terms p, q,
and r. Assume that this number of symbols is k. Based on Theorem 7.4.3
(Elimination), assume again that p, g, and r are BSP(A)-terms.

The base case of the proof, where the number of symbols is three, and thus
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all three terms are 1 or 0, is left to the reader. In the induction step, it can be
assumed that all four equalities hold for all triples of closed terms containing
in total fewer than k symbols, for some natural number k. As p is a closed
BSP(A)-term, it follows from Proposition 5.5.25 (HNF property) that it may
be assumed that p can be written as follows:

p=Y aipi (+D),

1<n

for a certain natural number n > 0, atomic actions a; and closed terms p; with
fewer symbols than p, and a 1 summand which may or may not be present.
For Axiom SC6, consider the following derivation, using induction (with re-
spect to Axiom SC4) in the fifth step:

BCPA, ) (pllg)lr = ((Z a;.pi (+l)>|J_q)[|_r

i<n

(Z a;.pill q (+1U_4)) Lr

S a(pilllLr
=Y a(pilla)n)
= Y a(pi ll g 1 7)

= Z ai.pilL(glr)
= 2 ai-pil (@1 (g lr)
= (Y ai.pi(+D) L (g Il )

=plL(glr).

For Axiom SC7, besides p also g is written in sum notation:

q= 2 bj.q;(+D,

j<m

for natural number m > 0, actions b; € A, and simpler closed terms g;. The
following derivation uses the induction hypothesis in the sixth step. Note that a
communication merge has only a termination option (a 1 summand) if both its
arguments have a termination option. Therefore, in the one-but-last step of the
derivation, the optional 1 summands can be added because the resulting right
argument of the communication-merge operator does not have a termination
option due to the occurrence of the left-merge operator.

BCP(A,y) - (pllLr

= ((Z ai.pi (+D) [ (32 bj.q; (+1))) ILr

i<n j<m



7.4 The process theory BCP 209

i<n j<m

(Z > ai.pi ij-CIj)IJ_r (+1]L7)

v(ai, bj).(pi | 61j)> Lr

(i, Jj with y(a,-,bj) defined

= > yai, bj).(pillgp)Lr
i, j with y (a;, b;) defined

= > y(ai, bj).((pi Il ;) I T)
i, j with y(a,-,hj)deﬁned

= > y(ai, bj).(pi Il (gj I r)

i, j with y (a;, b;) defined

(X ai-p) | (X bj(g;lim)

i<n j<m
= (X ai.p)| (X bjgjlLr)

i<n j<m
(2 ai-pi(+D) [ (X (bj.qj(+1)[Lr)

i<n j<m

=pl@lLn-
For Axiom SCS5, all three terms are written in sum notation, so in addition to
the earlier assumptions,
r = Z cr.re (+1),
k<l

for natural number / > 0, ¢ € A, and simpler closed terms r¢. Notice that
terms of the form (p | ¢) | r and p | (g | r) only contain a 1 summand if all
three of p, ¢, and r contain a 1 summand. The following derivation uses in the
fourth step the induction hypothesis and the associativity of the communication
function.

BCP(A,y) = (plg)Ir
= (Z ai.pi (+1)| > bj.q; (+1)> |7

i<n j<m

i, j with y(a;, b;) defined

( > v(ai, bj).(pi I q;) (+1)> | r

= > y(y(ai, bj), ce).((pi 1 gj) | i) (1)
i, j,k with y(a;, bj, c) defined
= > v (i, y(bj, ce)).(pi ll (gj I re)) (1)

i, j, k with y (q;, hj, cy) defined

(> ai-pi(+1) | < > v(bj.co)(g; Il reo) (+1)>

i<n J, k with y(bj.ck) defined

=pllr).
Thus, SC5-7 are proved for all triples of closed terms with total number of
symbols k. This fact is now used in the following derivation, proving the the-
orem for SC4 for all triples of closed terms with total number of symbols &:
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BCP(A,y) = (plig) T
=@lolrtriLlo+@lglr
=(lg+qlp+rlplLr+riLplig)+riplq
=LolLr+@lplLr+@lolLr+riLlg)

+riple) +ri@lLp) +ri(plq)
=pll@ln+qlLlrn+pl@llr)+rlLqlp

+EIple+Tlplp+lglr
=pl@lIn+qlLlip+pl@ln+TlLollr

+@Inllg+@InNlLp+plglr)
=pl@ln+@lLnlp+prl@lrn)+ElLpllp

+plCle+@InNlLp+pllr)
=pl@ln+@lnLp+prl@lr
=plglr).

Induction then proves the theorem for SC4-7 for all closed BCP(A, y)-terms.
O

Because of Axiom SC4, it is not necessary to write parentheses in expres-
sions like x || y || z. Therefore, a notation for generalized parallel composition
is introduced, similar to Notation 5.5.19 (Generalized choice). Considering
Axiom SC2, the parallel composition of an empty set of process terms results
in the empty process.

Notation 7.4.5 (Generalized merge) Let I C N be some finite index set of
natural numbers, j € N\ [ a fresh index not in I, and #;, foralli € I U {;},
arbitrary terms in some process theory containing the merge operator || .
| t=1land || =t | 4.
i€f ielU{j} iel

Similarly, based on Axiom SCS5, a generalized notation for the commu-
nication merge can be introduced, where it is important to observe that the
communication merge does not have an identity element (which implies that
the notation cannot be defined for an empty index set).

Notation 7.4.6 (Generalized communication merge) Let / C N be some fi-
nite, non-empty index set of natural numbers, j € N\ / a fresh index not in
I,and t;, for alli € I U{j}, arbitrary terms in some process theory containing
the communication merge operator | .

| tiztjand | tiEl‘j| | .
ief{j} ielU{j} iel

Using these notations, the following expansion theorem can be formulated.
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This theorem is the main tool in breaking down the parallel composition of a
number of processes, and it is often used in the remainder.

Theorem 7.4.7 (Expansion theorem) Let / C N be some finite, non-empty
index set of natural numbers, and ¢;, for all i € I, arbitrary BCP(A, y)-terms.

BCPA, ) = 3 (1 pLC I )+ | 4.
iel p#£JCl jeJ iel\J iel

Proof The proof is by induction on the cardinality of index set /. In
the base case where the cardinality is 1, say the index set is singleton {0}, the
theorem reduces to a trivial equality: BCP(A, y) 1 || 1 = fo = 0 + #y. For
the induction step, assume that the theorem is proven for all index sets of car-
dinality k, with k > 1, and assume that index set / of cardinality k + 1 is equal
to K U {k} with K = {0, 1, ...,k — 1}. The following derivation inductively
applies the expansion theorem in the third step. The first four summands in the
expression after the fourth step correspond to the cases where the set of indices
(1) is a non-empty, strict subset of K, (2) equals K, (3) equals singleton {k},
and (4) contains index k and some non-empty, strict subset of K. Together,
these four cases cover all non-empty, strict subsets of /(= K U {k}). These
observations clarify the last two steps of the derivation.

BCP(A, y) F

I &i=CI )&
iel ieK

—( || t,)ll_fk-l-lk[l_( || )+ Cl )| %

ieK

:( > (] t,)[l_( I &)+ | ti)[l_tk
gAICK jel ek\J iek

+ull CII %)
ieK

o0l tl)+ |Kti) | 1k

W#JCK jeJ ieK\ i€
= > (] t,)LL(( Il t:)”tk)
P£JCK jeJ Kk\J
+C1 D&
ieK
+allCIl %)
ieK
+ > (] t,)ltk)LL( I %)
g£ICK jeJ €K\J
+C| 6) %

ieK
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> CLpLCl n)

G#ICK jeJ iel\J
+ > (| t,)[l_( I %)
J=K jeJ el\J
+ > (| t])[l_( I z)
J={k} jeJ iel\J
+ 2 CLepLCl @
{kycJclI jeJ iel\J
+ |t
iel
= (| IJ)U_( I )+ | .
(/);ﬁJCI jeJ iel\J iel
The desired result now follows by induction. UJ

The expansion theorem is an important means to rewrite a parallel compo-
sition into sequential behaviors. Therefore, it is important to understand what
it says. In the proof of the theorem, it was already noted that for an index set
of size one, it is a trivial statement. For an index set of cardinality two, the
expansion theorem reduces exactly to Axiom M of theory BCP(A, y). For an
index set of size three, it can be written out as follows:

BCP(A, y) F
xlylz=xLOla+ylL&l+zILGI2)

+xIVLlz+&lDly+OGlDlLx
+xlylz.

In words, in a parallel composition of three processes, the first step is a step
from one of the three processes (the first three summands of the right-hand
term) or a communication step between two of the three processes (the next
three summands) or a synchronization between all processes (the last sum-
mand).

The remainder of this section briefly considers two special cases of par-
allel processes, the case when communication is absent and the case when
only handshaking communication (see Definition 7.2.2 (Handshaking com-
munication)) is allowed. These special cases lead to additional axioms in the
equational theory to capture the appropriate restrictions on communication,
and to specialized versions of the expansion theorem.

First, consider the case without interaction between processes. This can be
captured by assuming that the communication function is nowhere defined,
i.e., y = (. Parallel composition without interaction between processes is
often called a free merge. In this case, Axiom SC3 of theory BCP(A, y) can
be strengthened to the Free-Merge Axiom, given in Table 7.2. The axiom states
that the synchronization of two processes either results in inaction (0) or in
successful termination (1). Thus, communication actions are indeed no longer
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possible. The role of the communication merge in the resulting equational
theory reduces to capturing the termination options of parallel processes.

—(BCP+FMA)(A, 9)
BCP(A, ¥);

X, ¥
x|y+1=1 FMA

Table 7.2. Basic communicating processes with a free merge.

For closed terms, the Free-Merge Axiom is derivable from the axioms of the
equational theory BCP(A, ¢).

Proposition 7.4.8 (Free-Merge Axiom) For closed BCP(A, #)-terms p and
q,BCP(A, ) Fplg+1=1.

Proof Exercise 7.4.7. |

In the presence of the Free-Merge Axiom, the expansion theorem of Theo-
rem 7.4.7 can be simplified. All terms containing both a communication merge
and a left merge can be omitted, because they result in inaction. The summand
in the expansion corresponding to the communication merge of all terms in
the parallel composition only denotes a possible termination option, i.e., this
summand is either 1 or 0.

Theorem 7.4.9 (Expansion theorem for free merge) Let / C N be some fi-
nite, non-empty index set of natural numbers, and ¢, for all i € I, arbitrary
(BCP + FMA)(A, ?)-terms.

(BCP+FMA)A N | =3 6L || )+ | &
iel iel jel\{i} iel

Proof The desired result follows directly from the general expan-
sion theorem, Theorem 7.4.7, by observing that Axiom FMA implies that
(BCP + FMA)(A, ¥) - (x| )|z = 0 for arbitrary terms x, y, and z (Exercise
7.4.8). U

The second special case that is considered is the case where there is only
binary communication, called handshaking before, i.e., the communication
function y satisfies that y (a, b, c) is not defined, for any atomic actions a, b, ¢
(see Definition 7.2.2 (Handshaking communication)). This case can also be
formulated in terms of an extra axiom, called the Handshaking Axiom, given
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in Table 7.3. The axiom states that any communication involving three (or
more) processes results either in inaction or in successful termination.

__(BCP+HA)(A, y)
BCP(4, y):

X, ¥, Z;

x|ylz+1=1 HA

Table 7.3. Basic communicating processes with handshaking communica-
tion (with y a handshaking communication function).

The Handshaking Axiom is derivable for all closed terms when assuming a
handshaking communication function. Furthermore, the following expansion
theorem is obtained.

Theorem 7.4.10 (Expansion theorem, handshaking communication) Let
I C N be some finite, non-empty index set of natural numbers, and #;, for
all i € I, arbitrary (BCP 4+ HA)(A, y)-terms.
(BCP+HA)A,y) - || ; =
iel
HLC I o+ X |fj)[|_(k I+ | t.
€

iel Je{i} i, jeli#] (i, j} iel

Proof The result follows from the expansion theorem of Theorem
7.4.7 and the observation that Axiom HA implies that (BCP + HA)(A, y) -
(x|yl2)| w=0forterms x, y, z, and w. O

Exercises

7.4.1  Use the axioms of BCP(A, y) to write the following terms without
parallelism and encapsulation operators (i.e., eliminate ||,|, | and
dg). The only defined communicationis y (a, b) = cand H = {a, b}.

(a) a.a.l| b.b.1;
(b) dy(a.a.l| b.b.1);

©) (a.1+b.1)| (a.1+b.1);

d) (@1 +b.1) | (a.1+b.1);

(e) a.a.a.l|a.a.a.l.

742 Let y(a,b) = c be the only defined communication and let H =
{a, b}. Show that 0y (c.(a.1 + b.1) || b.1) is deadlock free, where
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7.4.5
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7.4.9
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a closed BCP(A, y)-term is deadlock free if and only if it is deriv-
ably equal to a closed BSP(A)-term without O occurrence. Show that
oy ((c.a.l14+c.b.1) || b.1) does have a deadlock. This again illustrates
the difference between terms like c.a.1 + c¢.b.1 and c.(a.1 + b.1).
Prove that BCP(A, y) Fx ||y =y || x.

Prove that, for each atomic action a € A and natural numbers m, n €
N, BCP(A, y) Fa™1 || a"1 = a1, where a* for any k € N is the
k-fold action prefix of Notation 4.6.6.

Prove Proposition 7.4.2 (Communication with the empty process).
Complete the proof of Theorem 7.4.3 (Elimination).

Prove Proposition 7.4.8 (Free-Merge Axiom).

Prove that the following identities follow from (BCP 4+ FMA)(A, ¢),
for arbitrary terms x, y, and z:

@ x|»Lz=0;

(b) ifx=x+4+1landy=y+1,thenx |y =1;
(c)ifx=x|lory=y| 1l,thenx |y =0;
@ 1llx=1|x+1]x]|y.

In (BCP + FMA)(A, #), prove the following identities for all closed
terms p and ¢, and action a.

(@ a.plq=0;

® 1lp=1lplp;

©) p+plqg=rp;

(d plplg=plg;

© p+plldlg)+pll0O=p+pl0.

7.4.10  Write out the proofs of Theorems 7.4.9 (Expansion theorem for free

7.4.11

merge) and 7.4.10 (Expansion theorem for handshaking communica-
tion) in full detail.

Consider Theorem 7.4.3 (Elimination). Argue that the elimination of
parallelism operators from a closed BCP(A, y)-term may result in a
BSP(A)-term with a length that is exponential in the number of sym-
bols of the original term. Write a computer program that implements
the rewriting system used in the proof of Theorem 7.4.3. Use this pro-
gram to eliminate the parallelism operators from term a>1 || 531 || ¢31,
where d" for action d and natural number 7 is the n-fold action prefix
of Notation 4.6.6. For simplicity, assume there is no communication
(take y = ().
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7.4.12  Give an axiomatization of the theory BCP(A, #J) without communica-
tion-merge operator, where the termination behavior is coded into the
left-merge operator.

7.5 The term model

In the previous section, the process theory BCP(A, ), with A a set of actions
and y a communication function on A, has been introduced. This section
considers a model of this equational theory, using a set of operational rules
as in the earlier chapters. The basis is the term algebra P(BCP(A, y)) =
(CBCP(A, ¥)), +. I, 1L, |, (@-aea, (On)HcA, 0, ).

The term deduction system for BCP(A, y) is obtained by extending the term
deduction system for (BSP 4+ DH)(A) with deduction rules for the parallelism
operators merge, left merge, communication merge, and is given in Table 7.4.
The rules for the parallelism operators were already informally introduced in
Section 7.2. The rules for left merge and communication merge each show a
different part of the behavior of the merge operator.

__TDS(BCP(A, y))

TDS((BSP 4+ DH)(A));
binary: _ || _, -l -, - | =
x,x' y, v
xy vl xy oy
x|yl x|y
a a a
X —>x y—y X=X

a a a
xlly=>x"lly xly—=>xly xlly—=>x"ly

x Ly y—b>y/ y(a,b) =c x Ly y—b>y’ y(a,b) =c

C C
xlly—=>x"1y xly—=>x"|Iy

Table 7.4. Term deduction system for BCP(A, y) (with a, b, c € A).

Given the equational theory and the term deduction system, the develop-
ment of the model and soundness, conservativity, and completeness results
goes along the same lines as earlier. Figure 7.2 visualizes the conservativity
results, introducing the Minimal Theory of Communicating Processes, MTCP
(see Exercise 7.5.9).

Proposition 7.5.1 (Congruence) Bisimilarity is a congruence on term algebra
P(BCP(A, y)).
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Proof The result follows immediately from the format of the deduc-
tion rules in Tables 4.2, 4.4, 6.10, and 7.4, and Theorem 3.2.7 (Congruence
theorem). ]

Definition 7.5.2 (Term model of BCP(A, y)) The term model of BCP(A, y)
is the quotient algebra P(BCP(A, y))/« .

Theorem 7.5.3 (Soundness) Theory BCP(A, y) is a sound axiomatization of
the algebra P(BCP(A, y)) /<, ie., P(BCP(4A, y));« = BCP(A, y).

Proof Exercise 7.5.6. |

Theorem 7.5.4 (Conservative ground-extension) Process theory BCP(A, y)
is a conservative ground-extension of process theory BSP(A).

Proof Exercise 7.5.7. |

Theorem 7.5.5 (Ground-completeness) The process theory BCP(A, y) is a
ground-complete axiomatization of the term model P(BCP(A, y)),« , i.e., for
any two closed BCP(A, y)-terms p and g, P(BCP(A, y));« k&= p = q im-
plies BCP(A,y) F p =g¢q.

Proof Exercise 7.5.8. |
M,LM1,3,4,CM1,2,5,6,5C1,4-7,D2-5
MPT(A) ’ MTCP(A, y)
J LM2,CM3,4lSC2,3, DI

M,LM1+4,CM1-6,SC1-7,D1-5
BSP(A) BCP(A, y)

Fig. 7.2. Conservativity results for BCP(A, y).

Exercises

7.5.1  Draw the transition system of the following BCP(A, y)-terms, using
the operational rules of Tables 4.2, 4.4, 6.10 and 7.4. Assume that
y(a, b) = c is the only defined communication and that H = {a, b}.

(@) a.a.l1|b.b.1;
(b) dp(a.a.l1b.b.1);
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7.5.2

7.5.3

7.5.4

7.5.5

7.5.6
7.5.7
7.5.8
7.5.9
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(¢) (@.1+b.1)] (a.14+b.1);
(d) 9g((a.1 +b.1) || (a.1 +b.1));

(e) aa.a.l|a.a.a.l.

Use the definition of bisimilarity and the operational rules of the term
deduction system of BCP(A, y) to show thata.1| p < a.p, for any
action a € A and closed BCP(A4, y)-term p.

Let x, y, and z be arbitrary process terms. Give an example to show
that equation (x+y) ||z = x||z+y||z is not valid in P(BCP(A, #)) /<.
Note that the communication function is assumed to be empty, i.e.,
communication is not allowed.

Let x and y be process terms. Give an example to show that dg (x ||
y) = g (x) |9y (y) isnot valid inP(BCP(A, y)),« . Is this equation
valid if y = ¢?

Define the n-fold parallel-composition operator 1" in the process the-
ory BCP(A, @), with n € N, inductively as follows:

A% =1 and, foralln €N,

[n+1 _

x! X x.

Prove that for any action a € A, BCP(A, #) - (a.1)I" = a"1, for all
n € N, with a” the n-fold action prefix of Notation 4.6.6. Show that
BCP(A, §) t/ (a.b.D)I" = a™b"1.

Prove Theorem 7.5.3 (Soundness of BCP(A, y)).

Prove Theorem 7.5.4 (Conservative ground-extension).

Prove Theorem 7.5.5 (Ground-completeness of BCP(A, y)).
Develop the process theory MTCP(A, y). That is, define the equa-
tional theory, prove an elimination and a conservativity result, and
give a term model proving both soundness and ground-completeness.
Also, prove that theory BCP(A, y) is a conservative ground-extension
of MTCP(A, y).

7.6 Recursion, buffers, and bags

The fact that all occurrences of the parallel-composition operators can be elim-
inated from each closed BCP(A, y)-term does not imply that the addition of
parallel composition is without consequences in a context with recursion. In
fact, using parallel composition (even without communication), it is possible
to give a finite guarded recursive specification over the signature of the theory
BCP(A, y) of a process that is not finitely definable over any of the earlier
theories.

To extend BCP(A, y) with recursion, the theory is extended with constants
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wX.E for any recursion variable X in a recursive specification E, and with
axioms corresponding to the equations in all the recursive specifications of
interest. The resulting theory is theory BCPrec(A, ). The term deduction
system TDS(BCPy (A, y)) is obtained by merging the term deduction systems
TDS(BSPrec(A)) of Table 5.2 and TDS(BCP(A, y)) of Table 7.4. The resulting
term model is P(BCPyec(A, ¥))/«. There are no elimination and ground-
completeness results, but the extension with recursion is conservative.

Recursion principles are needed to allow for meaningful equational reason-
ing in a context with recursion. The development goes along the lines of
Section 6.6, which discusses the extension of TSP(A) with recursion. The
extension of BCP(A, y) and BCP(A, y) with projection, needed for AIP
and AIP™, is straightforward. Definition 5.5.8 (Guardedness) carries over to
the current context. The reasoning leading to Theorem 7.6.2 (Recursion princi-
ples) uses the following generalization of Proposition 5.5.26 (HNF property),
which shows that every guarded (BCP + PR);c(A, y)-term can be rewritten
into a head normal form (see Definition 5.5.24).

Proposition 7.6.1 (HNF property) Process theory (BCP 4 PR)c(A, y) sat-
isfies the HNF property.

Proof Tt needs to be shown that every guarded (BCP + PR)ec(A, ¥)-
term can be rewritten into a head normal form. It may be assumed that this
term, say s, is completely guarded. The proof is by induction on the structure
of 5. Compared to Proposition 5.5.26, there are four extra cases to consider:

e 5 = Jy(s"), for some completely guarded (BCP + PR)ec(A, y)-term
s” and subset of actions H C A;

e s = s'|s”, for completely guarded (BCP + PR)c(A, y)-terms s’
and s”;

e s =s'|s”, for completely guarded (BCP + PR)ec(A, y)-terms s” and

"

3
e s = s | s”, for completely guarded (BCP + PR)c(A, y)-terms s’
and s”.
These cases are not difficult. See Exercise 7.6.1. ]

Theorem 7.6.2 (Recursion principles) The principles RDP, RDP~, RSP, and
AIP™ are valid in the term model P((BCP + PR)ec(A, ¥)) /< . Principle AIP
is not valid in this model. RDP, RDP~, and RSP are also valid in model
P(BCPrec(A, ¥)) /<> -
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A few results derived earlier deserve attention in a context with recursion.
First, recall Proposition 7.4.2 (Communication with the empty process). It
shows under what conditions a communication with the empty process results
in successful or unsuccessful termination. If a process has a 1 summand, then it
can be derived that the communication of that process with the empty process
results in the empty process, i.e., in successful termination. It cannot in general
be derived that the absence of a 1 summand in the process results in inaction.
However, the second part of Proposition 7.4.2, concerning the absence of a 1
summand, holds for guarded terms.

Proposition 7.6.3 (Communication with the empty process) Assume that s
is a guarded BCPyec (A, y)-term. If term s does not contain a 1 summand, then
BCPc(A,y)1]s =0.

Proof Based on Proposition 7.6.1 (HNF property), let ¢ be a head
normal form such that BCP.(A, y) s = t. It follows from Proposition
5.5.25 (Head normal forms) and the fact that s does not have a 1 summand,
that there is a natural number n, and that there are, for any i < n, a; € A and
BCP(A, y)-terms #; such that BCP(A, y)Ft = an a;.ti. It is now possi-
ble to prove that s satisfies the condition in the second property in Proposition
7.4.2. However, it also follows directly that BCPrc(A,y)F1|s = 1|t =
1] Zi<nai'ti=Zi<n1|ai'ti22i<nO=O' U

Second, recall Proposition 7.4.8 (Free-Merge Axiom), stating that the Free-
Merge Axiom can be derived from the axioms of theory BCP(A, ¥) for all
closed BCP(A, #)-terms. This proposition can be generalized to all guarded
BCP..(A, ¥)-terms in the current context with recursion. Also the Handshak-
ing Axiom (see Table 7.3) is derivable for all guarded BCPe.(A, y)-terms
when y is a handshaking communication function.

As an example of calculations with recursive specifications in BCPr.(A, y),
let us consider buffers of finite capacity. Recall Definition 7.3.1 (Standard
communication). Assume that the set of data elements D is the set of bits
{0, 1}. In the minimal theory MPT(A) with recursion, a one-bit buffer with
input port i and output port o can be specified as follows:

Buf1 = 1 +i0.010.Buf 1 +i?1.0!1.Buf1.

Note that in this specification, an empty buffer has an option to terminate. The
reason to include this option is that an environment using the buffer can decide
to terminate. Absence of this initial termination option would prevent such
termination; see Exercise 7.6.7.

In general, a one-place buffer over a finite data set D is given as follows:
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Bufl =14 > i%d.old.Bufl.
deD
To describe a buffer with capacity two, a specification with two equations is
needed (one parameterized with a data element, meaning that the actual num-
ber of equations in the recursive specification equals the cardinality of D plus
one):

Buf2 =14 Y i?d.B; and,foralld € D,
deD
B; =o0!d.Buf2+ > i%.0!d.B,.
eeD

Fig. 7.3. A sequence of two one-place buffers.

Consider now a communication network consisting of two buffers of capac-
ity one, Buf1;; with input port i and output port [ (short for link), and Buf1,
with input port / and output port o; see Figure 7.3. The two components are
specified as above:

Bufly =1+ Y i2d.l\d.Bufl; and
deD

Bufl;, = 14+ Y 1?d.o!d .Buf1,.
deD

It is interesting to consider the parallel composition of the two processes
Buf1;; and Buf'1;,. Assume communication is specified by the standard com-
munication function ys of Definition 7.3.1. To enforce communication in
the parallel composition, encapsulation of halves of internal communication
actions is required. Thus, put H = {l?d,l!d | d € D} and consider the
process dy (Buf1;; || Buf1;,). This process can be interpreted as a two-place
buffer, with an internal communication port /. Values from D are passed along
this port, using the synchronous communication mechanism of the theory.
A guarded recursive specification can be derived for this process. Let X =
oy (Bufly || Buf1;,) and, for each d € D, let X = 0y (Buf1;; || o!d.Buf1,).

BCPrec(A, ys) F
X =0y (Buf 1y |L Buf11) + 0 (Buf 1j0 |L Buf 1)
+ 0g (Buf1;; | Buf1y,)

=3y ( S i%.(1'd.Buf1; | Bufllo)) +0+1
deD
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=1+ Y i2%d.9y(I'd -Buf1;| Bufl,
deD + Buf1;, || 1'd.Buf1;
+1'd.Buf1;; | Buf1y,
)
=14+ Y i?2d.(040+1%d.95(Buf1; || 0'd.Buf1,))
deD
=14+ Y i2d."d.X,
deD

and
BCPrec(Aa VS) = Xd
= 9y (Buf 1| o'd.Buf ;) + 3u (0!d.Buf 15, || Buf 1)
+ 3y (Buf1i | o'd.Buf1,)
= Y i%.0y (I'e.Buf1; || o'd.Buf1;,)
eeb + 0!d.9y (Buf1; || Buf1;,) + 0

= > i%.(04+0!d.9y (I'e.Buf1;; || Buf1;,) +0) + o!d.X
eeD

= Y i%.0d.(0+0+1%.9y (Bufly || ole.Buf1y)) + old. X
eeD

= Y i%.0!d.I%.X, + o\d.X.
eeD

Thus, a system of two connected one-place buffers is given by recursive
specification:
X =1+ > i2d.I'd.X; and,foralld € D,
deD

Xg=o0ld X+ ) i%.0ld.?%.X,.
eeD

Recall from Section 6.7 the concept of skip operators. It can be seen that
skipping the internal communication actions in this specification gives the two-
place buffer between ports i and o, i.e., with [ = {I?d | d € D},

((BCP + El)rec + RSP) (A, VS) =
e1(0g (Buf 1jt || Buf1j,)) = Buf2.
The next chapter introduces a notion of abstraction, which can be used to ob-
tain a similar result (in a conceptually more elegant way); see Exercise 8.8.1.

This example once more shows the general form of a system describing
a communication network: a number of component processes, in the scope
of an encapsulation operator that blocks isolated send and receive actions on
internal ports. This allows only communication actions on these internal ports
and blocks interaction with the environment over these ports.

The following considers an example of a recursive specification of a process
in BCP(A, ), i.e., the theory with a free merge where communication is
not possible. Notwithstanding, standard notation for inputs and outputs (send
and receive actions) established earlier is used. The process bag of unbounded
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capacity is able to input arbitrary elements of a finite data set D at port i and
output elements that have been input previously in any order, at port o. Thus,
input order is not important, but the number of specific elements present has to
be kept track of. To keep things simple, first consider only bits, so D = {0, 1}.
This means there are input actions i 70 and i 71, and output actions 0!0 and o!1.

An (infinite) recursive specification over the signature of the minimal theory
MPT(A) has variables B, ,, that denote the state of the bag with n zeroes and
m ones. The following equations exist for all n, m > 0, and together form the
(linear) recursive specification E.

Boo = 141i70.B10+i?1.Bo 1,
Bom+1 = 0!l.Bom +i70.B1 41 +i?1.Bo m+2,
Byt10 = 0'0.B,0+i70.Byi20+i?1.Byy1.1,

Bn+1,m+1 = O!Oan,m+1 +0!]-Bn+1,m+
+ i?O'Bn+2,m+1 +i?1 .Bn+l,n1+2~

20 20 20
N

\ 10 ! | !
My p 21 1?1 1yl

Fig. 7.4. The transition system of a bag of bits.

Figure 7.4 visualizes the transition system of the above specification of the
bag of bits, using obvious abbreviations for input and output actions.

The following gives a finite recursive specification F' of a bag, in BCP(A, ¢)
with recursion. This specification has just one variable, Bag.

Bag =1+4i70.(Bag || 010.1) +i?1.(Bag || 0!1.1).

It can be seen immediately that this is a guarded recursive specification.

Proposition 7.6.4 (Bags)
(BCP+ FMA + E + F +RSP)(A, ¥) - Bag = Byo.
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Proof Define the processes Dy, for n, m > 0, as follows:
Dym = Bag || (010)"1 ] (o!D)™1,

where as before a” for action a is the n-fold action prefix of Notation 4.6.6.
The first steps in the first derivation below show that (BCP+FMA+ F)(A, #)+
Do ,o = Bag. Therefore, to prove the theorem, it is sufficient to show that the
processes Dy, ,, form a solution of E. Consider the equations one by one. First,

(BCP + FMA + F)(A, 9)F
Do = Bag || (0!0)°1 || (0!1)°1
=Bag| 1] 1
= Bag
=1+4i20.(Bag || 0!0.1) +i?1.(Bag || 0!1.1)
=14i20.(Bag || (0!0)'1 | 1) +i?1.(Bag || 1 || (o!1)'1)
=1+ i?O.Dl’o + i?l.Doy].

The second derivation uses Axiom M. Since communication is not possible
and one of the terms does not contain a 1 summand, the communication-merge
term is skipped. This derivation also uses laws of standard concurrency and the
fact that, for each atomic action a € A and natural number k € N, the equality
a1 a.1 = a**t11 is derivable (see Exercise 7.4.4).

(BCP +FMA + F)(A, W)
Domy1 = Bag | 1] (o!)" 11

= Bag || (o!1)™*11

= Bag|_ (0!1)"*'1 + (o!1)"*'1|| Bag

= (14i20.Dyo+i?1.Dg 1) | (o!1)"*+!1
+ (0!1)™*1'1|| Bag

=i20.(D10 || (' 1)™11) +i?1.(Do 1 || (0!1)"+11)
+0!1.((0'1)"1 || Bag)

=170.D1 m+41 +i71.Dg 42 + 0!1.Dg 4.

The third derivation, for D, 0, is left as an exercise to the reader, because it
is similar to the previous one.

Finally, the last derivation starts with an application of the expansion theorem
for the free merge (Theorem 7.4.9). Again, the communication-merge term is
skipped, as no termination is possible.

(BCP + FMA + F)(A, %) - Dys1m+1
= Bag || (0!0)"T11 || (o!'1)"*+11
= Bag|| ((0!0)"™'1 || (o!1)™*+11)
+ (0!10)" 1| (Bag || (o!1)"*11)
+ (!')™ || (Bag || (0!0)"*11)
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= (14i20.D1,0+i?1.Dg. )| ((0!0)" 1 || (0! 1)™+11)
+ (010)" 11| (Bag || (0!1)"*11)
+ (!D)™H 1| (Bag || (010)"+11)
=i20.(D1.0 || (0!0)"T'1 || (o!1)"+11)
+i?1.(Dg 1 || (010)"11 || (0!1)"F11)
+0!0.((0!0)"1 || Bag || (0!1)"*+11)
+0!1.((0!1)™1 || Bag || (010)"*+11)
= i?O-Dn—i-Z,m—H + i?l-D)1+l,ln+2 + 0!0~Dn,m+l + 0!1~Dn+1,m-

The above derivations show that processes D, ,, form a solution of specifica-
tion E. Hence, by RSP, it follows that (BCP +FMA + E + F +RSP)(A, 9) -
Dy .m = By m, and in particular that (BCP + FMA + E + F 4+ RSP)(A, ¥) -
Bag = By,o. |

The above proposition shows that there is a specification for a bag over a
data set of two elements in the theory BCP..(A, @) using just one guarded
recursive equation. Such a finite guarded recursive specification does not exist
in the theory TSP.c(A). For a proof of this fact, the interested reader is re-
ferred to (Bergstra & Klop, 1984b). Recall Definition 5.7.5 (Definability). An
interesting consequence of these observations is that the parallel composition
does add expressive power, even in the absence of communication. It is pos-
sible to finitely define a process that cannot be finitely defined when parallel
composition is absent, not even when sequential composition is present. More
precisely, when A contains at least four actions, there are processes that are
finitely definable over BCP(A, () that are not finitely definable over TSP(A);
the requirement on A is necessary because the mentioned proof in (Bergstra &
Klop, 1984b) essentially uses the fact that the specification of the bag with two
data elements uses four actions.

The expressive power of finite guarded recursive specifications over the sig-
natures of theories BCP(A, y) and TSP(A) is probably incomparable. To show
this, it remains to give a finite guarded recursive specification over the sig-
nature of TSP(A) that defines a process that cannot be finitely defined over
BCP(A, y); see Exercise 7.6.10. Note that the theories with general recursion,
BCPrec (A, ) and TSP (A), are equally expressive (as defined in Definition
5.7.2 (Expressiveness)). Already in the basic theory BSPec(A), it is possi-
ble to specify all countable computable processes; this does not change with
the extensions with sequential composition or parallel composition. Without
recursion, BCP(A, y) and TSP(A) are also equally expressive. Both theories
extend the basic theory BSP(A) and all closed BCP(A, y)- and TSP(A)-terms
can be rewritten into equivalent BSP(A)-terms, which makes these three theo-
ries equally expressive.
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In case the data set D is a finite set, not necessarily containing only two
elements, the generalized-choice notation can be used to obtain an even more
compact equation for the specification of a bag over D:

Bag =1+ Y i%d.(Bag || o\d.1).
deD

The equation for a bag can be specialized to the case where the data type
contains exactly one element, say d. The bag in this case is just a counter,
which can be specified as follows when assuming that i7d = plus and o!d =
minus:

Counter2 = 1 + plus.(Counter? || minus.1).

Recall that Exercise 6.6.5 also introduced a specification of a counter, using
sequential composition. In order to reason about the relation between these
two counter specifications, a theory is needed where both sequential compo-
sition and parallel composition are present. This theory, TCP, the Theory of
Communicating Processes, is treated in the following section.

Exercises

7.6.1  Prove Proposition 7.6.1 (HNF property).

7.6.2  Letn > 1. Give a specification of an n-place buffer Bufn.

7.6.3  Describe a biscuit-tin (with unbounded capacity) with two kinds of
biscuits by means of a guarded recursive specification over theory
BCP(A, ¥) with recursion.

7.64  Consider the extension of BCP(A, y) with projection. For the pro-
cess Bag defined above (for an arbitrary finite data set D), calculate
m1(Bag), ma(Bag), and m3(Bag).

7.6.5  Sketch the transition system of a bag over data set D = {0, 1, 2}.

7.6.6  Verify that

((BCP + EI)rec + RSP) (A» VS) H
€1 (O (Buf 1y || Buf110)) = Buf2,

using among others the axioms of Table 6.9.

7.6.7  Consider two users that communicate via the one-place buffer Buf1
specified in this section. One user sends two data items O over port
i and one receives these two data items over port 0. Both users ter-
minate successfully after sending resp. receiving their data. Specify
this system, and prove that it can terminate successfully. Show that it
cannot terminate successfully if the termination option in the defining
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equation for Buf1 is omitted. Argue that the system even with the ini-
tial termination option of the buffer cannot terminate when the buffer
is not empty.

Consider again the communication network of Figure 7.3, but now
with the processes S and R instead of Buf'1;; and Buf1;,, given by the
equations:

S =14 Y i2.\d.I%ck.S,
deD
R=1+4+ Y [1%.old.llack.R.
deD

In these equations, ack & D is a special element denoting an acknow-
ledgement. Let H = {l\d,[?d | d € D U {ack}}. Find a recursive
equation for process dg (S || R).
Let p be a closed BCP(A, #f)-term. The replication of p, in the
literature on process algebra often denoted !p, is the process term
pllpllpl.... This process cannot be defined (in the sense of Def-
inition 5.7.5 (Definability)) by equation X = p || X with X some
recursion variable, as this equation is unguarded, and has infinitely
many solutions in the term model of theory BCP(A, ). However,
the equation X = p|| X + p | 1 can be used for the intended purpose
(in the theory without communication). Argue that this equation is
guarded, and yields the replication of p.
Recall Definition 5.7.5 (Definability). Give a finite guarded recur-
sive specification over the signature of theory TSP(A) that defines a
process that cannot be finitely defined over theory BCP(A, y), or, al-
ternatively, prove that TSP(A) allows to finitely define strictly fewer
processes than BCP(A, y). Inform the authors about your answer.

7.7 The process theory TCP and further extensions

It is often useful to have both sequential composition and parallel composition
present in the same theory. The process theory TCP, the Theory of Commu-
nicating Processes, is the union of the process theories BCP and TSP; see Ta-
ble 7.5. The axioms of TCP(A, y) are the axioms of BCP(A, y) and TSP(A),
see Tables 7.1 and 6.1, with one additional Axiom of Standard Concurrency.

It is straightforward to obtain elimination and conservativity results with
respect to theory BSP(A). Figure 7.5 visualizes the conservativity results for
the basic theories with parallel composition. As before, the extra Axiom of
Standard Concurrency is derivable for closed terms.
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__TCP(A, y)
TSP(A), BCP(A, y):

X3

x| [0=x-0 SC8

Table 7.5. The process theory TCP(A, y).

1,3,4,CM1,2,5,6,SC1,4-7,D2-5
MPT(A) | —LLML34CM12565C147.D MTCP(A, )

l LM2,CM3,4JSC2,3, D1
M,LM1+4,CM1-6,SC1-7,D1-5
BSP(A) BCP(A, y)
A4,5,7—10l A4,5,7—10JSC8

M,LM1+4,CM1-6,SC1-8,D1-5
TSP(A) ’ TCP(A, y)

Fig. 7.5. Conservativity results for TCP(A, y).

Theorem 7.7.1 (Standard concurrency) For closed TCP(A, y)-terms, Ax-
iom SC8 is derivable from the other axioms of TCP(A, y).

Proof By structural induction. See Exercise 7.7.2. |

The term deduction system underlying the term model of theory TCP(A, y)
is just the union of the two term deduction systems for TSP(A) and BCP(A, y).
It is a useful exercise to show that the resulting term model admits a soundness
and a ground-completeness theorem.

Extension of TCP(A, y) with other features does not present difficulties.
For instance, it is straightforward to extend the theory with projection operators
7, for all n € N, resulting in the theory (TCP + PR)(A, y), or with renaming
(see Section 6.7), resulting in (TCP + RN)(A, y).

Example 7.7.2 (CSP parallel composition and communication) As an ex-
ample of a definition in the theory (TCP 4+ RN)(A, y), consider the parallel
composition operator of CSP, see (Hoare, 1985). For a given set of action
names S, the actions in S must synchronize as much as possible, where differ-
ent actions with the same name may synchronize, resulting in one occurrence
of the same action. The difficulty is to ensure that these actions do not oc-
cur by themselves when they should synchronize. In order to achieve this,
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assume that the set of actions A is divided into two parts: a set of names N
and a set of communications N, such that for each n € N there is exactly one
ne € N.. Now take the communication function y that has y (n, n) = n, and
is not defined otherwise, and the renaming function f with f(n.) = n. Then,
CSP-style parallel composition ||§SP , with § € N, can be defined by axiom

2 §% Y = pr@supvaso @ 1)),

where S, = {n. | n € S}. As an example, if § = {a} and a, b, c € N, then it
can be derived that

b.a.b.al|§F a.c.l =b.a.(b.c.o+c.b.0).

Also the extension with recursion follows the standard steps. To illustrate
reasoning in TCP(A, y), consider the counter specifications given in the pre-
vious section and in Exercise 6.6.5. Since there is no communication and the
counter specifications use recursion, and because the equational reasoning uses
projection operators, the precise context is the theory (TCP 4 PR)..(A, ). In
the previous section, the following recursive equation for a counter was given:

Counter2 = 1 + plus.(Counter?2 || minus.1).
In Exercise 6.6.5, a different specification was given, namely,

Counter =1+ T - Counter,
T = plus.T’,
T’ = minus.1+T -T'.

It can be shown that these two specifications are equal. Recall that also
Exercise 5.6.3 gives a(n infinite) recursive specification of a counter. One way
to prove the equality of the above two specifications is by showing that the
two processes both satisfy this infinite specification and to apply RSP, which
is essentially the technique applied most often so far. To illustrate a different
proof technique, the desired equality can also be proven via AIP™.

Proposition 7.7.3 (Counters) ((TCP + PR),.. + AIP7)(A, ¥) - Counter =
Counter?.

Proof The proof shows that

((TCP 4 PR).c + AIPT)(A, D) -
(T/)k - Counter = Counter? || minus*1,

for every natural number k € N, where x* for any term x is the k-fold sequen-
tial composition of Exercise 6.2.3. Note that this equation reduces to

((TCP 4 PR),. + AIP7)(A, @) - Counter = Counter2,
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if k equals zero. By AIP7, it is sufficient to show that all finite projections
of the processes in the desired equations are derivably equal. This can be
proven by induction. Observe that the recursive specification of Counter can
be rewritten as follows:
(TCP 4+ PR) (A, ?) -

Counter = 1 + plus. T’ - Counter,

T’ = minus.1 + plus.(T")?.
The basis of the induction considers projections of depth 0. First, assume
k = 0. Then,

(TCP + PR) . (A, ?)
7o(Counter) = mo(1 + plus.T’ - Counter) = 1

and

(TCP + PR) (A, 9)
1o(Counter2) = mo(1 + plus.(Counter? || minus.1)) = 1.

Similarly, if £ > 0, then

(TCP + PR) . (A, )
no((T/)k - Counter) = 0 = my(Counter? || minuskl).

For the inductive step, assume that the desired result holds for some n € N.
Then, the following derivation can be made for n 4 1 if k equals O:

(TCP + PR) (A, 9) -
7,11(Counter) = 1,11 (1 + plus. T’ - Counter)
= 1 + plus.7, (T’ - Counter)
= 1 + plus.mt, (Counter? || minus.1)
= 41 (1 + plus.(Counter? || minus.1))
= 1,41 (Counter2).

The final part of the proof uses the equality proven in Exercise 7.4.4. If k =
[ + 1 > 0 for some natural number/ € N,

(TCP + PR),o. (A, @) b 7,11 (T - Counter)
= g1 (minus.(T")! - Counter + plus.(T")!*? . Counter)
= minus.1, ((T")" - Counter) + plus.mt, (T')!+?2
= minus.1, (Counter2 || minus'1)

- Counter
+ plus.m, (Counter2 || minus't21)
= 1,41 (minus.(Counter? || minusll)
+ plus.(Counter? || minus‘t21))
= TTp41 (minusl"'l 1| Counter2
+ plus.((Counter?2 || minus.1) || minusl""ll))
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= 741 (minus' 11| Counter2
+ plus.(Counter?2 || minus.1) | minus' 1 1)
= 7141 (minus't' 1| Counter2 + Counter2 | minus'T'1)

= 71,41 (Counter2 || minus'+11). O

At this point, it is interesting to consider some expressiveness aspects. The
results of (Bergstra & Klop, 1984b) imply that there are processes that can
be defined by a finite guarded recursive specification over the signature of
theory TCP(A, y), for a certain y, but that cannot be defined by a finite
guarded recursive specification over the signature of TCP(A, #). Also an un-
bounded FIFO (First-In-First-Out) queue is an example of a process that is
finitely definable over TCP(A, y) when general communication is allowed but
not over TCP(A, #}). The queue example is discussed in more detail below;
in particular, Exercise 7.7.10 gives a finite guarded recursive specification
over the signature of theory TCP(A, y). These observations imply that fi-
nite guarded recursive specifications over the signature of theory TCP(A, y)
for a general communication function have more expressive power than those
over the signature of TCP(A, @J). This illustrates the added value of commu-
nication when compared to parallel composition without communication. As
before, when general recursion is allowed, the two variants TCPy..(A, y) and
TCPyc (A, ) with and without communication are equally expressive in the
sense of Definition 5.7.2 (Expressiveness); they both allow the specification of
all countable computable processes. Also TCP(A, y) and TCP(A, 0), i.e., the
theories without recursion, are equally expressive in the sense of this definition,
because, independent of the definition of y, the set of closed TCP(A, y)-terms
contains all closed BSP(A)-terms, and, again independent of the definition of
y, all closed TCP(A, y)-terms can always be rewritten into a closed BSP(A)-
term. Hence, both the generic theory TCP(A, y) and the variant with the free
merge are equally expressive as BSP(A) (and therefore equally expressive as
theories such as TSP(A) and BCP(A, y)).

As already suggested, an interesting example in the current context is the
FIFO queue. Consider such a queue with unbounded capacity, with input port i
and output port 0. An infinite guarded recursive specification over the signature
of the minimal theory MPT(A) is not hard to give. Suppose D is a finite data
set, and notation of sequences over D is as before (see Section 5.6). The
following recursive specification has a variable for each sequence over D.

Queuel = Q,

O =1+ ) i?d.Q4, and, foralld € D,o € D*,
deD

Osd =old.Qs + Z i%.Qc0d.

eeD
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The last equation gives the behavior of the non-empty queue. Comparing
the present specification with the one of the stack in Section 5.6 shows obvi-
ous similarity. In Section 6.6.2, it has been shown that theory TSP(A) allows a
finite guarded recursive specification of the stack. Therefore, it may come as a
surprise that there is no finite guarded recursive specification for the queue over
the signature of theory TCP(A, y) when communication is restricted to hand-
shaking communication, which is an extension of the signature of TSP(A).
The proof of this fact is outside the scope of this text. The interested reader is
referred to (Baeten & Bergstra, 1988). Exercise 7.7.10 shows that the queue is
finitely definable over TCP(A, y) when arbitrary communication is allowed,
showing that the restriction to handshaking in the above is essential.

Another interesting aspect is that some extensions of theory TCP(A, y) are
more expressive than the basic theory TCP(A, y) itself when considering fi-
nite guarded recursion. It turns out that there is a finite guarded recursive
specification for the queue in the basic theory BCPe. (A, y) with handshaking
communication extended with renaming operators (see Section 6.7), as the fol-
lowing shows. That is, the queue is finitely definable over theory (BCP+HA +
RN)(A, y). The specification assumes the standard communication function
ys of Definition 7.3.1.

Consider two renaming functions f,g : A — A. For all data elements
d € D, f(old) = l\d, and f leaves all other atomic actions unchanged;
g(?d) = old, for each d € D, and g leaves all other atomic actions un-
changed. Consider the following recursive specification with variables Queue?2
and Z, with H = {I!d,[1?d | d € D}:

Queue2 = 14 Y i%.pg(Ou(ps(Queue?) | 0'd.Z)),
deD

1+ Y 17d.Z.
deD

The proposition below proves that ((BCP + HA 4+ RN);.c + RSP)(A, ys)
Queuel = Queue?. In order to gain some more intuition about the specifica-
tion of Queue2, consider the following. An unbounded queue can be imagined
as a one-element buffer connected to an unbounded (sub)queue. Although this
may seem strange at a first glance, it does work. The fact that the queue is un-
bounded is crucial. The first element put into the queue (through an i ?d action)
is put into the one-place buffer; all following elements are put into the sub-
queue. The output port of the subqueue is some internal port / (which explains
the renaming via function f of the recursive occurrence of Queue? in the spec-
ification). This port is watched over by a guard Z, that becomes activated only
if the one-element buffer is emptied (through an o!d action). By encapsulating
isolated communication actions over the internal port / and renaming success-

z
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ful communications over this internal port to o!d actions, this guard makes
sure that the elements of the subqueue are forwarded to the outside world over
port o as o!d actions in the right order. Of course, the subqueue is itself again
built from a one-element buffer and a subqueue . . . , see Figure 7.6.

Queue?

[ | 0 l o
: Queue2 ,=~= |

[N
Lo |‘\__/.__|

Fig. 7.6. The intuition behind the specification of Queue2.

Proposition 7.7.4 (Queues)
((BCP + HA + RN)ec + RSP)(A, y5) F Queuel = Queue?.

Proof By RSP, it is enough to show that process Queue? is a solution
of the recursive specification of Queuel. In order to do so, it is necessary to
find an expression in terms of Queue?2 for each variable Q, (with o € D¥)
in the specification of Queuel. These expressions are defined inductively as
follows.

Expressions R%, for each n € N and each o € D*, are defined by induction on
n. So, first of all, the expressions Rg are defined, by induction on o':

R? = Queue2, and,foralloc € D*,d € D,

R) ;= pg@u(ps(RY) |l 0!d.2)).
Next, given the expressions R}, for all n € N and o € D*, expressions Rg“'l
are defined as follows:

RITY = pgOu (s (RD) || 2)).
Using the equations in the specification for Queue2, the following can be de-
rived, foreachn € Nand eachd € D, o € D*:

(BCP + HA + RN)ec(A, ys) -
R! =14 Y i%.R},

a’eD1

n __ n-+ : n

Rl , =0!d.R} —i—ZI:)l?e.Rmd.
e

Following the reasoning in Example 5.5.13 (Recursion principle RSP), it can
be inferred that (BCP + HA 4 RN)c + RSP)(A, y5) - RZ = Q, for all
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n € N,o € D*, and so in particular ((BCP + HA + RN)c + RSP)(A4, ys)

Queue? = RS = Q. = Queuel. |
Exercises
7.7.1  Develop theory TCP(A, y). That is, prove elimination and conserva-

7.7.2
7.7.3

7.7.4

7.7.5

7.7.6

7.7.7

7.7.8
7.7.9

tivity results, and give a term model proving soundness and ground-
completeness.

Prove Theorem 7.7.1 (Standard concurrency).

Prove that the following identities can be derived from TCP(A, y):

@) x[|0=x-0;

®) x[Ly-0=x-0Ly=(&[Ly-0;
© x[y-0=x-0lly=Cly-0.

Prove that, for all closed TCP(A, #)-terms p and actions a € A,
TCP(A, ) Fp-allal=(plal)-a.l.

(Note that this equality expresses a property about the free merge (i.e.,
without communication) and its interaction with sequential composi-
tion. It cannot be derived from the other axioms of TCP(A, @) for
arbitrary open terms, not even in the presence of the Free-Merge Ax-
iom FMA of Table 7.2. This is similar to the earlier results obtained
for the Axioms of Standard Concurrency. A consequence of this re-
sult is that (TCP 4+ FMA)(A, @) is not w-complete (see Section 2.3).)
Consider Example 7.7.2 (CSP parallel composition and communica-
tion). Show that the given equality b.a.b.a.1(|{> a.c.1 = b.a.(b.c.0+
¢.b.0) can be derived from the theory (TCP 4+ RN)(A, y) extended
with the defining axiom for CSP parallel composition.

Consider the so-called laws of CSP in (Hoare, 1985). Which of the
laws concerning parallel composition can be derived in the theory
(TCP + RN)(A, y) extended with the defining axiom for CSP par-
allel composition in Example 7.7.2 (CSP parallel composition and
communication)?

Consider a vending machine K, where coffee costs 35 cents. Three
coins, of 20, 10, and 5 cents, need to be inserted (in arbitrary order)
and then coffee is dispensed. Describe K by means of a recursive
equation, using the merge operator without communication.

Sketch the transition system of the queue for the case D = {0, 1}.
Derive the recursive specification for the expressions R/ given in the
proof of Proposition 7.7.4 (Queues) from the equations of the specifi-
cation for Queue?2.
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7.7.10 The queue is finitely definable over theory BCP(A, y) when non-
binary communication is allowed. Suppose there are actions k(d),
m(d) € A (ford € D) such that y(0!d, k(d)) = m(d) and y (m(d),
k(d)) = old;let H = {old,m(d) | d € D} and K = {m(d), k(d) |
d € D}. Show that the queue can be defined by the following recur-
sive specification:

Queue3 = 1+ Y i?2d.0x(Z || 9 (Queue3 | m(d).Z)),
deD

1+ Y k(d).Z.
deD

V4

7.8 Specifying the Alternating-Bit Protocol

This section presents a more elaborate example of an algebraic specification,
namely the specification of a communication protocol. This protocol is often
referred to as the Alternating-Bit Protocol in the literature. It concerns the
transmission of data through an unreliable channel in such a way that — despite
the unreliability — no information will get lost. The communication network
used in the example is shown in Figure 7.7.

Fig. 7.7. The Alternating-Bit Protocol: communication network.

The following describes the components of this network. In Figure 7.7, S is
the sender, sending data elements d € D, with D a finite data domain, to the
receiver R via the unreliable channel K. After having received a certain data
element, R will send an acknowledgement to S via channel L which is unreli-
able as well. (In practice, K and L are usually physically the same medium.)
The problem now is to define processes S and R such that no information will
get lost; that is, the behavior of the entire process, apart from the communica-
tions at the internal ports sk, kr, rl, and Is, satisfies the equation

Bufliy =1+ Y i%.0\d Bufl,,
deD
i.e., the process behaves externally as a one-place buffer with input port i and
output port o (see Section 7.6).

A solution can be formulated as follows. The sender S reads a datum d at
port i and passes on a sequence d0, d0, d0, ... of copies of this datum with an
appended bit O to K until an acknowledgement O is received at port Is. Then,
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the next datum is read, and sent on together with a bit 1; the acknowledgement
then is the reception of a 1. The following data element has, in turn, O as
an appended bit. Thus, O and 1 form the alternating bit. A datum with an
appended bit is called a frame.

The process K denotes the data transmission channel, passing on frames of
the form d0 and d1. K may corrupt data, however, passing on L (an error mes-
sage; thus, it is assumed that the incorrect transmission of d can be recognized,
for instance, using a checksum).

Receiver R gets frames d0, d1 from K, sending on d to port o (if this was
not already done earlier), and sending the acknowledgement O resp. 1 to L.

The process L is the acknowledgement transmission channel, and passes
bits O or 1, received from R, on to S. L is also unreliable, and may send on L
instead of O or 1.

The processes S, K, R, and L can be specified by means of recursive specifi-
cations. Let D be a finite data set, and define the set of frames by F = {d0, d1 |
d € Dj}. The following specification uses the standard communication func-
tion ys of Definition 7.3.1 (Standard communication), with F U {0, 1, L} as
the set of data elements.

Let ¢ be some atomic action. The channels K and L are given by the follow-
ing equations.

K=1+ > sk?x.(t-kr'x.K +t.kr! L.K),
xeF

L=1+4+ Y rn(tIsn.L+1t.Is!L.L).
ne{0,1}

The actions ¢ serve to make the choices non-deterministic: the decision
whether or not the frame will be corrupted is internal to the channels, and
cannot be influenced by the environment. The protocol to be specified is still
functioning correctly, nonetheless, if the occurrences of internal action ¢ are
removed. Exercise 7.8.2 addresses this point in more detail.

The sender S and the receiver R are given by the following recursive spec-
ifications, for all n € {0, 1} and d € D. Intuitively, Sn specifies the (possibly
repeated) attempt to transmit a datum with appended bit n; Rn corresponds to
the situation that the last properly received frame contained bit n, which means
that the expected frame contains bit 1 — n. The sender S iteratively executes
behaviors SO and S1, and the receiver R repeats R1 followed by RO.

S =1+S50-81-8,

Sn =1+ > i?d.Sng,
deD
Sng = skldn.Tngy,

Tng =Is?(1 —n).Sng +Is?L.Sng + Is?n.1,
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and
R =1+ R1-R0O-R,

Rn=14+kr?Lri'n.Rn+ ) kr?dn.rl'n.Rn
deD

+ Y kr2d(1 —n).o\d.ri!(1 — n).1.
deD

The composition of the four processes of the Alternating-Bit Protocol, en-
forcing communication, is represented by

S I KILIR,

where H = {p?x, plx | x € FU{0, 1, L}, p € {sk, kr, rl, Is}}.

The next step is to derive a recursive specification for this process. Consider
the following recursive specification, using variables X, X14, X24,Y, Y1y,
and Y2, (foreach d € D).

X =14+ ) iMdXlg,
deD
X114 = sk?dO0. (t.kr? L.ri?1.(¢t.Is? L. X145 + t.0s71.X 1)

+ t.kr?d0.0!d.X2y),
X24 = 0. (¢t.Is?L.sk?d0.(¢t .kr? L. X24 + t kr?d0.X24) + t.Is?0.Y) ,

Y =14 ) i%dYl,,
deD
Y1g = sk?1. (t.kr? L.rA?0.(t.1s? L.Y 14 + 1.1s70.Y 14)

+ tkr¥d1.01d.Y2y)
Y24 = 1. (£.US? L sk 1.t kr?L.Y 24 + k2 1.Y 24) + £.Is71.X) .

It can be proved that process 0y (S || K || L || R) is a solution of this recur-
sive specification, i.e., that it satisfies the equation for X. The following list
shows the processes that should be substituted for the variables in the above
specification.

X =0u(SIKILIR),
X14=0p(S0q-S1-S|K|LIR),

X2y =0g(T0;-S1-S|| K ||L|rl'0.RO-R),
Y =0u(S1-SIKILIRO-R),

Y1y =0u(Slg-SIIK LI RO-R),

Y20 =0g(T1ly-S|| K || L|r'l.R).

The expansion theorem for handshaking communication, Theorem 7.4.10,
can be used to show that these processes form a solution. Part of the calcula-
tions are given in the following. In fact, these calculations show how the above
specification and the process expressions to be substituted for the variables are
derived. 1t is not necessary to ‘invent’ them beforehand.

The transition system for X is depicted in Figure 7.8. Here, the sum over
different data elements in the nodes of X and Y is not shown, but just one,
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Fig. 7.8. Alternating-Bit Protocol.

arbitrary element is shown (d resp. e). To help the reader, variable names are
given inside states.
For the first equation in the above list, observe that

(TCP + HA)rec(Av VS) =

HSITKILIR) =1+  i%d.0u(S04-S1-S|K|LI|R)
deD
=14+ Y i%d.Xl,.
deD

Note that the Handshaking Axiom is strictly speaking not necessary to arrive
at the desired result. However, it is convenient in the derivation, because it
allows to use the expansion theorem for handshaking, Theorem 7.4.10.

For the second equation, assume d € D. In the following, two abbreviations
are used, forx € F andn € {0, 1}:
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K, =t.krix.K +t.krl LK,
L, =tlsn.L +t.Is!L.L.
Consider
(TCP + HA) e (A, vs) F
0 (S0g - S1-S|K|L|R)
= k0.3 (TO4 - S1- S || K}y Il L || R)
— sk?d0.(1.95(TO4 - S1- S || krldO.K | L || R)
T 1.95(T0g - S1-S | kr' LK || L || R))
— sk?d0.(t.kr?d0.95 (TO4 - S1-S || K || L || 0'd.rI!0.RO - R)
Ttk L9y (TO;-S1-S | K || L r'.R1-RO-R))
— sk%d0.(t kr?d0.0'd.9g (TO4 - S1- S || K || L || 71!0.RO - R)
+ kP L0 (TOg - S1-S | K | L) || R)
— sk%d0.(t kr?d0.0'd.9g (TO4 - S1- S || K || L || 1!0.RO - R)
Ttk L (2.0 (TOg - S1-S || K || Is'1.L || R)
4 1.95(T0g - S1-S | K || Is'L.L || R)))
— sk%d0.(t kr?d0.0'd.9g (TO4 - S1- S || K || L || 1!0.RO - R)
Tt L (205719 (SO - S1-S || K | L || R)
0P L.95(S0g - S1-S | K | L || R))).

The appropriate substitutions yield the second equation. Continuing with
the third, assume again d € D.

(TCP + HA)rec(A’ VS) F
og(T04-S1-S|| K || L| rl0.RO-R)
= rl?0.05(T0q - S1-S || K || Ly || RO- R)
=rl?0.(t.0g(T04 - S1- S || K || Is!0.L || RO - R)
+t.0g(T0z-S1-S|| K| Is!L.L| RO-R))
ri?0.(t.1sP0.05 (S1- S || K || L || RO- R)
+t.Is?L.0g (S04 - S1-S|| K ||L| RO-R))
rl?0.(t.1sP0.05 (S1- S| K || L || RO- R)
+ 1.Is? L.sk?d0.9y (TO4 - S1- S || K, || L || RO- R))
ri?0.(¢.1s?0.05 (S1- S| K || L || RO- R)
+ t.Is? L .sk?d0.
(t.0g(T04-S1-S| kr!'d0O.K || L || RO-R)
+t.0g(T0z-S1-S | kr!L.K || L| RO-R)))
ri?0.(z.1s70.0g (S1- S| K || L || RO- R)
+ t.Is? L .sk?d0.
(t.kr?d0.0g(T0qz - S1-S || K || L | rI'0.RO- R)
4+ t.kr? L.Og(T04s-S1-S || K || LJ rl'0.RO- R))).
In this way, the first three equations have been obtained. The remaining
three equations are dealt with in the same way.
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Fig. 7.9. Clustering of states in the Alternating-Bit Protocol.

Next, as indicated in the beginning of this section, it remains to be shown
that process g (S || K || L || R), after abstraction of internal actions, satisfies the
specification of the one-place buffer Buf1;,. The set of internal steps is I =
{p?x | x € FU{0,1, L}, p € {sk, kr,rl, Is}} U {t}, i.e., all communications
over internal ports and the internal actions #; only the actions i ?d and o!d, for
any d € D, that occur at external ports and are meant to communicate with the
environment, are external. Thus, there is need of an abstraction operator t;,
making internal steps in the parameter set / invisible, such that

7@ (S || K || L || R)) = Buf1i,

is derivable from the theory extended with abstraction. Such a parameterized
class of abstraction operators is defined in the following chapter. For now, a
plausibility argument is given by means of a picture showing that, after ab-
straction, dg (S || K || L || R) shows the intended behavior. In Figure 7.9, the
shaded areas of the graph represent clusters, containing sets of internal states
that are equivalent from the point of view of the environment.
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Exercises

In this exercise, a simple communication protocol is considered. Data
(from some finite data set D) are to be transmitted from a sender S to
areceiver R through some unreliable channel K (see Figure 7.10).

(o Hw)
Fig. 7.10. A simple communication network.

The channel may forward the data correctly, or it may completely
destroy data. The sender will send a data element until an acknowl-
edgement ack is received. Consider the following specifications for
S, K, and R:

S =14 > i2d.S;, withforalld € D,

deD
Sq = s'd.Sg + s?ack.S,

R =1+ Y r?d.0old.R+rlack.R,
deD

K =1+ ) s2W.(t.K +1tr\d.L),
deD

L =rlack.(t.L 4 t.s'ack.K).

In this specification, ¢ is some internal action. Assume standard com-

munication, and let H = {s!x, s?x,r!x,r?x | x € D U {ack}}.

(a) Derive a recursive specification for the process 9y (S || K || R), and
draw the transition system.
(b) Does this communication protocol behave correctly?

Consider, in the Alternating-Bit Protocol, alternative channel specifi-
cations without the internal z-steps:

Ka=1+4 ) sk?x.(kr'x.Ka+ kr!L.Ka),
xeF

La=14+ > rim.(Is\n.La+Is!L.La).
ne{0,1}

Show that the receiver can force channel Ka to behave correctly, by
refusing to accept errors, i.e., consider

Ra = 921y (R)
and similarly

Sa = 9y 13(S)
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and show that in the process dg (Sa || Ka || La || Ra) (with H = {p?x,
plx | x e FU{0,1, L}, p € {sk, kr, rl, Is}} as above), errors kr?_L
and /s?_L never occur, and that the protocol behaves correctly.

On the other hand, show that with the ¢ actions, an occurrence of an
error with the alternative sender and receiver specifications Sa and Ra
results in deadlock, i.e., process dy (Sa || K || L || Ra) has a deadlock
(see Definition 4.4.14, adapted to the current setting).
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Abstraction

8.1 Introduction

In the previous chapter, Sections 7.6 and 7.8, the need arose to abstract from
certain actions. Assume that the actions that need to be abstracted from are
defined by aset I € A. Using skip operators £; (see Section 6.7) in some cases
yields the desired result. With skipping, abstraction from an action b in the
process described by a.b.c.1 is denoted as gy (a.b.c.1). Using the previously
given axioms (see Table 6.9), the result of this form of abstraction for this
example is

epy(a.b.c.l)y =a.c.l.

It does not always work out well to use a skip operator ¢; for the purpose of
abstraction. This can be illustrated as follows. Consider the process described
by the process term a.l 4+ b.0. Abstraction from the action b through the
application of &) to this process term results in

epy(a.l+5b0)=al+0=a.l.

The problem with this form of abstraction is that, before abstraction, it was
evident that the process described has a deadlock whereas after abstraction the
potential deadlock has disappeared. For practical use of the process theories
in this book, a form of abstraction needs to be defined that does not lose so
much information while abstracting from unimportant activity. This means
that the abstraction mechanism should allow for the hiding of certain actions
but it should not hide the consequences of the execution of those. An example
of such a consequence is a potential deadlock.

This motivates the introduction of the silent step 7 in this chapter. The silent
step cannot be observed explicitly by an observer that is observing the behavior
of a process. A silent step can be removed in some cases, but in other cases
it cannot. In the process theories to be introduced, the silent step appears as

245
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an action-prefix operator t._. Abstraction, through abstraction operators t;
(for I € A), then means the renaming of each occurrence of an action-prefix
operation a._ with a € I into a silent-step prefix operation.

The abstractions intended in the above examples can then be formulated as

Tpy(a.b.cl) =a.t.c.l
and
Tpy(a.l+56.0) =a.l +1.0.

The occurrence of the silent step in the first example can be removed, be-
cause it cannot be observed by an external observer in any way, but in the
second example it cannot be removed, because it can implicitly be observed
via the deadlock resulting from its execution:

tpya.b.cl)y =a.t.cl =a.c.l
and
Tpya.l+0.0)=al+10#a.l+0=a.l

This chapter formally introduces abstraction and abstraction operators in the
process-algebraic framework, and it is investigated when occurrences of silent
steps are redundant and can hence be removed.

8.2 Transition systems with silent steps

The introduction of silent steps implies that it is necessary to reconsider the
semantic framework used throughout this book. This section considers transi-
tion systems in which silent steps may occur. The resulting framework is an
extension of the operational framework of Chapter 3. In the remainder, assume
that (S, L, —, |) is a transition-system space, as defined in Definition 3.1.1.
It is assumed that 7 is a label, i.e., T € L. Based on the observations in the in-
troduction to this chapter, the following intuition can be formulated: if during
the execution of a process a T transition can be taken without discarding any
of the options that were present before that transition, then this 7 transition is
redundant and can be removed. Figure 8.1 illustrates this situation. Observe
that, assuming silent transitions are not externally visible, the process sketched
on the left cannot be distinguished from the process on the right. After execu-
tion of the a action, the process on the left has the possibility of performing a
step from x, or, after a silent step, a step from x or y. Assuming that an exter-
nal observer cannot directly ‘see’ the silent step, this is equivalent to a process
simply choosing between x and y as depicted on the right.

From the above discussion and examples, it should be clear that silent ac-
tions differ from other actions. This different behavior could potentially be
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Fig. 8.1. Discarding silent steps.

realized by extra rules in a term deduction system that is used in the construc-
tion of a term model for some given process theory. However, a more generic
and more elegant solution is to change the notion of equivalence on transition
systems. The semantic equivalence in this chapter is no longer bisimilarity
as considered before, but instead, (rooted) branching bisimilarity. In order to
distinguish the various semantic equivalences, bisimilarity as considered up to
this point, is sometimes called strong bisimilarity from now on.

To define branching bisimilarity, two auxiliary notions are needed. The fol-
lowing definition introduces the concept of reachability via silent steps.

Definition 8.2.1 (Reachable with t-steps) The binary relation — on the
states S of a transition-system space, denoting reachability via silent steps,
is the smallest relation satisfying, for all states s, ¢, u € S,

i) s —>s3
.. T
(ii)) whenever s — ¢, then s — t;
(iii) whenever s — t and t — u, then s — u.

Stated differently, relation — is the reflexive and transitive closure of the rela-
. T
tion —.
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Fig. 8.2. Visualization of transfer condition (i) of a branching bisimulation.
N
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Fig. 8.3. Visualization of transfer condition (iii) of a branching bisimulation.

The following notational abbreviation is introduced to allow shorter formu-
lations.

Notation 8.2.2 Let for any states s,¢ € S of a transition-system space and
. . (a) .. a
action a € L, notation s — ¢ be an abbreviation of s — t,ora =t and s = ¢.

. T . .
That s, s (—>) ¢t means that either one or zero t-steps are performed; s (i) t with
a # v means that a single a-step is performed.

Definition 8.2.3 (Branching bisimilarity) A binary relation R on the set of
states S of a transition-system space is a branching bisimulation relation if and
only if the following so-called transfer conditions hold:

(i) for all states s, ¢, s’ € S, whenever (s,t) € R and s £ &' for some
a € L, then there are states ¢ and " in S such thatt — ¢’ and @ t”
and both (s,¢") € Rand (s/,t") € R;

(ii) vice versa, for all states s, t, ¢’ € S, whenever (s,t) € R and ¢ Ly

for some a € L, then there are states s’ and s” in S such that s — s’
and s’ & s” and both (s', 1) € R and (5", 1') € R:
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(iii) whenever (s,1) € R and s|, then there is a state ¢ € S such that
t—-t',t'},and (s,t') € R;

(iv) whenever (s,t) € R and t|, then there is a state s’ € S such that
s —s',s'},and (s',1) € R.

The first and third conditions are visualized in Figures 8.2 and 8.3. The
branching bisimulation relations are indicated by the dashed lines connecting
the states.

Two transition systems s, ¢ € S are branching bisimulation equivalent or
branching bisimilar, notation s <, ¢, if and only if there is a branching bisim-
ulation relation R on S with (s, t) € R.

Example 8.2.4 (Branching bisimilarity) In Figure 8.4, two pairs of branch-
ing bisimilar transition systems are depicted.

7
7
7
T Pl a
I
7
7
I
7
7
a e
7
7
7

Fig. 8.4. Examples of branching bisimilar transition systems.

Theorem 8.2.5 (Equivalence) Branching bisimilarity is an equivalence.

Proof Let S be the set of states of a transition-system space. First, the
relation R = {(s, s) | s € S} is obviously a branching bisimulation relation.
This proves that s <, s for any transition system induced by any state s € §,
showing reflexivity of branching bisimilarity. Second, assume that s <, ¢ for
states s,¢ € S. If R is a branching bisimulation relation witnessing s <
t, then the relation R" = {(v,u) | (u,v) € R} is a branching bisimulation
relation as well. This implies that ¢ «, s, showing symmetry of branching
bisimilarity. Third, assume that s < t and t <, u for states s, ¢, u € S. Let
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Ry and R, be branching bisimulation relations witnessing s < ¢ and < u,
respectively. Then the relation composition Rjo R; is a branching bisimulation
relation witnessing s <, u, showing transitivity and completing the proof. The
interested reader is referred to (Basten, 1998) for a more detailed proof. ]

In order to define a process theory for a semantic equivalence, it is important
that such an equivalence is a congruence with respect to the operators that are
in the signature of that equational theory. (In other words, the equivalence
should be a congruence on the term algebra.) This also applies to branching
bisimilarity. So, to define a process theory with silent actions that extends the
process theory BSP(A), it is required that the equivalence to be axiomatized is
a congruence for the action-prefix operators and alternative composition.

It turns out that the notion of branching bisimilarity is lacking in this respect,
as it is not a congruence with respect to alternative composition, assuming that
the deduction rules for the alternative-composition operator remain as they are
(see Table 4.2). Consider the process terms a.l and 7.a.1. To these process
terms, the transition systems from Figure 8.5 can be associated. A branching

Fig. 8.5. Transition systems a.1 and 7.a.1.

bisimulation relation on the states is drawn in the figure as well. Hence, the
states represented by these two process terms are branching bisimilar. (Note
the correspondence between the transition systems of Figure 8.5 and the two
leftmost transition systems in Figure 8.4.) Now consider the transition sys-
tems associated to the process terms a.1 4+ b.1 and 7.a.1 + b.1 in Figure 8.6.
If branching bisimilarity would be a congruence with respect to alternative
composition, then the states represented by these two process terms would
be branching bisimilar as well. This is not the case. By definition, the two
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Fig. 8.6. Transition systems a.1 4+ b.1 and t.a.1 + b.1.

initial states of the transition systems should be related (1). As the right initial
state has a t transition to the state a.1, necessarily (by transfer condition (ii)
of Definition 8.2.3 (Branching bisimilarity)) this state must be related to the
initial state of the left transition system (2). But, this cannot be, as the one only
allows an a transition, whereas the other one also allows a b transition.

Thus, the notion of branching bisimilarity turns out not to be a congruence
with respect to the alternative composition and it will be necessary to define
an extra condition, by which a notion that is a congruence can be formulated.
The extra condition should ensure that processes a.1 and t.a.l are considered
different.

It is possible to give an intuitive explanation as to why pairs of processes
like a.1 and 7.a.1 should be considered different. Assume that a machine per-
forming atomic actions is observed and that the beginning of an atomic step
is observable. With this interpretation, the silent step can be interpreted as
some action of which also the beginning cannot be observed. It follows from
this intuition that the processes a.1 and t.a.l are not equivalent, whereas they
are branching bisimilar. The one process will immediately start by perform-
ing a whereas the other process will wait some time before showing its first
observable action.

The extra condition that is formulated next amounts to saying that the pair of
initial states should be treated differently, when relating them by a branching
bisimulation: the initial step of a process cannot be matched by a step of the
other process that has preceding silent steps, and the relation is therefore like
a strong bisimulation initially.
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Definition 8.2.6 (Rooted branching bisimilarity) Two transition systems s
and 7 in § are rooted branching bisimulation equivalent or rooted branching
bisimilar, notation s < ¢, if and only if there is a branching bisimulation
relation R on S with (s, t) € R such that

@) for all states s’ € S, whenever s —> s’ for some a € L, then there is a
state ¢/ such that # — ¢’ and (s', ') € R;
(i1) vice versa, for all states ¢’ € S, whenever ¢ % ¢ for some a € L,
then there is a state s’ such that s — s" and (s, ') € R;
(iii) whenever s|, then 7;
(iv) whenever ¢, then s .

Usually, a branching bisimulation relation that satisfies the above so-called
root conditions with respect to the states s and ¢ is called a rooted branching
bisimulation relation for s and 7.

Example 8.2.7 (Rooted branching bisimilarity) The two transition systems
of Figure 8.5 are not rooted branching bisimilar; in particular, the branching
bisimulation given in Figure 8.5 is not a rooted branching bisimulation.

Figure 8.7 depicts two pairs of rooted branching bisimilar transition sys-
tems. The rooted branching bisimulation relations are as usual indicated by
the dashed lines. In Figure 8.8, a rooted branching bisimulation relation is
drawn for two slightly more complex transition systems.

a a a a
O O (X -
-~

// S~e__ _ -

T 7 b b
7
7
7
7

Fig. 8.7. Examples of rooted branching bisimilar transition systems.

Before, it was shown that branching bisimilarity is not a congruence with
respect to alternative composition by means of a counterexample. For rooted
branching bisimilarity, this is not a counterexample since the transition systems
from Figure 8.5 are not rooted branching bisimilar.
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Fig. 8.8. Another example of rooted branching bisimilar transition systems.

Rooted branching bisimilarity turns out to be an equivalence relation.

Theorem 8.2.8 (Equivalence) Rooted branching bisimilarity is an equivalence
relation.

Proof The relations that prove that branching bisimilarity is an equiv-
alence also prove that rooted branching bisimilarity is an equivalence. |

Theorem 8.2.9 (Relation between bisimilarity notions) The following rela-
tions hold between the three semantic equivalences introduced so far in Chap-
ter 3 and this chapter:

© C o C ©p.

Proof Suppose that p<q, i.e., p and g are strongly bisimilar. By
definition this means that there exists a strong bisimulation relation R such

that (p, g) € R. Using the facts that s S implies s @ t and that t — ¢ al-
ways holds, every strong bisimulation relation is also a branching bisimulation
relation. Equally obvious is that every strong bisimulation relation R satisfies
the root conditions for each of its elements. Therefore, the strong bisimulation
relation R witnessing the bisimilarity of p and ¢ is also a rooted branching
bisimulation relation for p and g. This proves & C <.

Suppose that p < ¢, i.e., p and g are rooted branching bisimilar. Then,
by definition, there is a rooted branching bisimulation relation R such that
(p,q) € R. Since R is also a branching bisimulation, p and g are branching
bisimilar: p <, g. This proves that &, C <y, |
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The theorem cannot in general be strengthened. For transition-system spaces
without silent steps, the three semantic equivalences are equal, so none of the
subset relations in the theorem is strict in general. However, the examples in-
volving silent steps given so far show that the three semantic equivalences are
in general all different, in the sense that they relate different transition systems
for most non-trivial transition-system spaces with silent actions, so none of the
subset relations in the theorem are equalities in general.

Exercises

8.2.1  Are the following transition systems branching bisimilar? If so, give a
branching bisimulation relation between the two systems; otherwise,
explain why they are not branching bisimilar.

i
CX})OO
O

8.2.2  Are the following pairs of transition systems rooted branching bisim-
ilar? If so, give a rooted branching bisimulation relation between the
two systems; otherwise, explain why they are not rooted branching

bisimilar.
(a) v (b)
a T
O a O]
a
O O




8.2.3

8.2.4

8.2.5
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© v v

Starting from Exercise 3.1.9, try to develop a notion of coloring for
branching bisimilarity. That is, develop the concepts of abstract col-
ored traces and coloring schemes that precisely capture branching
bisimilarity and rooted branching bisimilarity.

A binary relation R on the set of states S of a transition-system space
is called a weak bisimulation relation if and only if the following con-
ditions hold:

(a) for all states s, 7, s € S, whenever (s, ) € R and s — s for some

a € L, then there are states f1, t, t’ in S such that t — t1, 1 (—a>) 153
and t, — ¢/, such that (s’, ') € R;

(b) vice versa, for all states s, ¢, ¢’ € S, whenever (s,t) € Rand ¢ S
for some a € L, then there are states s1, 52, s’ in S such that s — s1,
51 @ s, and s, — s’ such that (s, t') € R;

(c) whenever (s, t) € R and s, then there is a state ¢’ € S such that
t »t and t'|;

(d) whenever (s, ) € R and ¢, then there is a state s' € S such that
s — s and s'].

Prove that weak bisimilarity is an equivalence relation on the set of
states S. Prove that, whenever two states are branching bisimilar, they
are also weakly bisimilar. Give an example of two transition systems
that are weakly bisimilar but not branching bisimilar.

Two transition systems s and ¢ in S are rooted weak bisimulation
equivalent or rooted weakly bisimilar if and only if there is a weak
bisimulation relation R on S with (s, t) € R such that
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(a) for all states s” € S, whenever s L §'forsomea € L.a # 1, then
there is a state ¢’ such that ¢ - ¢/ and (s',t) € R;

(b) vice versa, for all states ¢ € S, whenever ¢ % ¢ for some a €
L, a # t, then there is a state s’ such that s 5 ¢ and (s, t")y € R;

(c) whenever s, thent|;

(d) whenever ¢, then s .

Prove that rooted weak bisimilarity is an equivalence relation on S.
Prove that, whenever two states are rooted branching bisimilar, they
are also rooted weakly bisimilar. Give an example of two transition
systems that are rooted weakly bisimilar but not branching bisimilar.

8.3 BSP with silent steps

This section introduces the process theory BSP;(A). This theory is the ex-
tension of BSP(A) with the previously mentioned t-prefix operator 7._. The
axioms of the process theory BSP;(A) are the axioms of the process theory
BSP(A) (given in Table 4.3) and the axiom given in Table 8.1. All atomic ac-
tions a that occur in the axioms are from now on assumed to be from the set
A; = A U {t}, unless explicitly stated otherwise.

__BSP;(A)
BSP(A);

unary: T.;
X, 3

a(t.(x+y)+x)=a.(x+y) B

Table 8.1. The process theory BSP; (A) (witha € A¢).

The one and only new axiom in BSP; (A) is Axiom B, the so-called Branch-
ing Axiom. It captures precisely which occurrences of the silent step are with-
out consequences and can therefore be omitted. This is illustrated by means
of the schematic representation of the Branching Axiom in Figure 8.9. The
execution of the internal step t only adds alternatives. In other words, the al-
ternatives that could have been chosen instead of executing the internal step,
are still alternatives once this internal step has been executed.

Example 8.3.1 (A derivation) A derivation of
BSP.(A) Fc.(t.(b.1 +a.l)+ t.(a.1 +b.1)) =c.(a.1 +b.1)

using Axiom B can be given as follows:
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X y

Fig. 8.9. Schematic representation of the Branching Axiom.

BSP.(A) Fc.(t.(b.1 +a.l) + t.(a.1 + b.1))
=c.(t.(a.l1 +b.1)+1.(a.1 +b.1))
=c.(t.(a.l14+b.1))=c.(t.(0+a.1+b.1)+0)
=c.0+a.l14+b.1)y=c.(a.1+b.1).

For obvious reasons, it is impossible to obtain an elimination theorem, i.e.,
it is impossible to reduce an arbitrary closed BSP; (A)-term to a BSP(A)-term.
Nevertheless, it can be shown that BSP, (A) is a conservative ground-extension
of BSP(A).

Theorem 8.3.2 (Conservative ground-extension) Process theory BSP; (A) is
a conservative ground-extension of process theory BSP(A).

8.3.1
8.3.2
8.3.3
8.3.4

Proof Exercise 8.3.4. |

Exercises

Prove that BSP,;(A) - a.(t.b.1 + b.1) = a.t.(t.b.1 4+ t.7.b.1).
Prove that BSP;(A) Fa.t.x =a.x foralla € A;.

Prove that BSP; (A) Fa.(t.x + x) = a.x foralla € A;.

Prove Theorem 8.3.2 (Conservative ground-extension).
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(Hint: construct a proof based on a term rewriting system, as illus-
trated in the proof of Theorem 4.5.3 (Conservative ground-extension
of projection). The term rewriting system needs three variants of
Axiom B. A proof via the results developed in Section 3.2 is not pos-
sible since this meta-theory assumes strong bisimilarity as a semantic
equivalence, and therefore does not apply to the current setting with
(rooted) branching bisimilarity as the equivalence notion.)

8.4 The term model

A term model for the process theory BSP; (A) can be developed along the same
lines as in earlier chapters. First, the term algebra P(BSP; (A)) is defined.

Definition 8.4.1 (Term algebra) The term algebra for BSP, (A) is the algebra
P(BSP;(A)) = (C(BSP;(A)), +, (a.)gea, T.-, 0, 1).

The term deduction system for BSP;(A) consists of the same deduction
rules as the deduction rules for BSP(A) of Tables 4.2 and 4.4 with the only
difference that now a € A;.

As already mentioned in Section 8.2, rooted branching bisimilarity is an
equivalence. It is not hard to prove that it is also a congruence on the term
algebra for BSP;(A). Recall that branching bisimilarity is not a congruence
with respect to alternative composition. Note that it is not possible to prove
the desired result via Theorem 3.2.7 (Congruence theorem), because that only
applies to strong bisimilarity and not to rooted branching bisimilarity.

Theorem 8.4.2 (Congruence) Rooted branching bisimilarity is a congruence
on the term algebra P(BSP; (A)).

Proof To prove that rooted branching bisimilarity is a congruence
on P(BSP; (A)), it is necessary to show that for each n-ary (n > 1) function
f of P(BSP,(A)) and for all py, ..., pn,q1,--.,qn € C(BSP:(A)), p1 €
q1, "+, Pn €rb gn implies that f(p1, ..., pn) € f(q1, ..., qn)-

(i) Alternative composition. Suppose that p; <, g1 and py <, ¢2. By
definition, this means that there exist branching bisimulation relations
R1 and R; such that the pairs (p1, g1) € Ry and (p2, q2) € R; satisfy
the root conditions of Definition 8.2.6 (Rooted branching bisimilar-
ity). It needs to be shown that p; + p2» < q1 + q2.
Define R = Ry U Ry U {(p1 + p2,q1 + q2)}. The pairs in R that are
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(iii)
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also in Rj or in R trivially satisfy the transfer conditions of Defini-
tion 8.2.3 (Branching bisimilarity). Thus, it remains to check whether
the pair (p1 + p2,91 + q2) € R satisfies the transfer conditions of
Definition 8.2.3 and the root conditions of Definition 8.2.6 (Rooted
branching bisimilarity). Since the root conditions imply the transfer
conditions, in effect, this means that only the root conditions have to
be checked.

First, consider root condition (i) of Definition 8.2.6. Suppose that
p1+ p2 = ri for some a € A; and r; € C(BSP;(A)). Then, by the
deduction rules of Table 4.2, p; A r1or py e r1. The two cases are
similar; hence only the first case is elaborated. From the assumptions
that p1 < g1 and that this rooted branching bisimilarity relationship
is witnessed by the relation R, it follows that ¢ 5 s1 for some s
in C(BSP;(A)) such that (r{,s;) € R;. Using the deduction rules
of Table 4.2 then also g1 + g2 4 s1. Furthermore, as R; C R,
(r1, 81) € R, this completes the proof for condition (i).

The proof for root condition (ii) is omitted as it is similar to the proof
for condition (i).

Consider root condition (iii). Suppose that (p; + p2) {. Then p; | or
p2 | . From the assumption that p; <, g1 and py <y, ¢, it follows
that g1 | or g2 |. Thus, in either case (g1 + q2) |.

The proof for root condition (iv) is again omitted as it is similar to the
previous proof.

Action prefix. Suppose that p <, g is witnessed by the rooted
branching bisimulation relation R. Define R = R U {(a.p, a.q)}.
It has to be shown that R’ is a branching bisimulation and that the
pair (a.p, a.q) satisfies the root conditions.

As R is assumed to be a branching bisimulation, all pairs in R’ that are
also in R satisfy the transfer conditions. Hence, it remains to check
whether the pair (a.p, a.q) satisfies the transfer conditions. Since in
addition for (a.p, a.q) the root conditions must be satisfied, it suffices
to establish only the root conditions. Both a.p and a.q cannot termi-
nate: (a.p)) and (a.q) . Each of these process terms can perform an
a transition only: a.p 5 pand a.qg 5 q. It must be shown that the
resulting states (process terms, i.e., p and q) are related by R’. As R
is a (rooted) branching bisimulation relation witnessing p <, g, by
definition (p, g) € R. As R C R/, then also (p,gq) € R'.

T-prefix. Suppose that p <, g is witnessed by the rooted branching
bisimulation relation R. Define R” = R U {(z.p, t.q)}. It has to be
shown that R’ is a branching bisimulation relation and that (z.p, t.q)
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satisfies the root conditions. Again, proving that (t.p, 7.q) satisfies
the root conditions suffices. This part is trivial and therefore omitted.

O

The term model of BSP; (A) is obtained in the standard way by considering
the rooted branching bisimilarity quotient of the term algebra. It can be shown
that BSP; (A) is indeed a sound axiomatization of rooted branching bisimilar-
ity on closed process terms. It turns out that it is also ground-complete.

Definition 8.4.3 (Term model of BSP;(A)) The term model of process the-
ory BSP;(A) is the quotient algebra P(BSP;(A)) /<, with P(BSP;(A)) the
term algebra of Definition 8.4.1.

Theorem 8.4.4 (Soundness) Theory BSP;(A) is a sound axiomatization of
algebra P(BSP; (A)) /o . 1.e., P(BSP; (A))/«, = BSP:(A).

Proof It must be shown that, for each axiom s = ¢ of BSP;(A),

IP(BSP;(A))/«,, = s = t. Hence, for each axiom s = ¢ it must be shown
that p <, ¢ for any closed instantiation p = g of s = t.
For each axiom s = ¢ of BSP;(A) that is also an axiom of BSP(A), it has
already been shown that p< ¢ for any closed instantiation p = g of s = ¢; see
the proofs of Theorems 4.3.5 (Soundness of MPT(A)) and 4.4.7 (Soundness
of BSP(A)). Note that these proofs carry over to the current setting where
closed terms may contain 7-prefix operators. As & C <, (see Theorem 8.2.9
(Relation between bisimilarity notions)), it follows immediately that p < g
for any closed instantiation p = g of any axiom s = ¢ of BSP; (A) that is also
an axiom of BSP(A). Hence, P(BSP;(A)),/«, = s =t for all these axioms.
For the soundness of Axiom B, it has to be shown that a.(t.(p + q) + p) 1
a.(p+q) for any actiona € A; and closed terms p, g € C(BSP;(A)). Let R =
{a.(t.(p+q)+p).a(p+q9). (t.(p+q)+p,p+q). (p.p) la € Ar, p,q €
C(BSP;(A))}. It must be shown that all elements of R satisfy the transfer
conditions for branching bisimulation relations of Definition 8.2.3 (Branching
bisimilarity) and that the pair (a.(z.(p+q)+p), a.(p+q)) in addition satisfies
the root conditions of Definition 8.2.6 (Rooted branching bisimilarity). For all
pairs (p, p) the transfer conditions are satisfied trivially. Next, consider the
pairs in R of the form (z.(p +¢q) + p, p + q).

(i) Suppose that t.(p + q) + p N p’ for some a € A; and p’ €
C(BSP;(A)). By inspection of the deduction rules, it easily follows
that necessarily (1) p N por(2Qa=tandp =p+gq. In
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the first case, then also p +¢q — p +qg and p + ¢ (—a>) p’, and
(t.(p+qg)+p,p+q) € Rand (p/, p’) € R. Visually,

P+t S0P

- N
: \\\ \\\
\\ (a) N
p+aq - p+qg — P

In the second case, obviously, p +¢ — p+¢q, p + ¢ 9 p+q,
(t.p+¢q)+p,p+q) € Rand (p + ¢, p+ q) € R. Visually,
P+t S P

N
: \\\ \\\
\\ (T) N
p+q - p+qg — P

(ii) Suppose that p + ¢ 5 q' for some a € A; and ¢’ € C(BSP;(A)).
From the deduction rules, it follows that 7.(p + g) + p 5 p+gq.
Therefore, 7.(p +q) +p — p+q. Also, p+ g (i) q' follows from
p+q 5 q’. This means that this case is proven since (p+q, p+q) €
Rand (¢',q’) € R.

a /
pra_ s

| ~o N

N
| ~ AN
|

S N
tpFD+p — Ptq D¢

(iii) Suppose that (t.(p + ¢) + p)}. Then, necessarily, pJ. Then also,
p+q — p+qand(p+q)l. Notethat (.(p+¢)+p,p+q) €R,
which proves this case.

(iv) Suppose that (p + ¢)|. By the deduction rules, 7.(p + g) + p =
p +q. Therefore, 7.(p +¢) + p — p +q. Combined with (p + ¢)|
and (p + ¢, p + q) € R this case is also proven.

Finally, consider the pairs of the form (a.(t.(p +¢) + p), a.(p +¢q)). As both
(a.(z.(p+¢q) + p))¥and (a.(p + q)) V. obviously the root conditions regard-
ing termination are satisfied. The root conditions for transitions are satisfied
as the only possible transitions are a.(t.(p + q) + p) 5 T.(p+¢9)+ pand
a.(p+q) 4 p+gqgand (r.(p +q) + p, p+¢q) € R. Visually,
a.(t.(p 1 D+p) > T.(p tO+p
| |
alp+q) > r+aq o

Theorem 8.4.5 (Ground-completeness) Theory BSP.(A) is a ground-com-
plete axiomatization of the term model P(BSP;(A)) <« . i.€., for any closed
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BSP; (A)-terms p and g, P(BSP;(A)),«, = p = q implies that BSP; (A) -
pP=q.

The proof of this ground-completeness result needs an alternative character-
ization of the notion of rooted branching bisimilarity, based on colorings, in
line with the characterization of strong bisimilarity given in Exercise 3.1.9.

Definition 8.4.6 (Coloring) A coloring of a transition-system space is a map-
ping from the states of the space to a set of colors. A coloring is canonical if
two states have the same color if and only if they can be related by a rooted
branching bisimulation. A transition system is in transition-system normal
form if and only if there exists a canonical coloring such that each state of the
transition system has a different color and the transition system has no t-loop
s > s for any of its states s.

The following property is useful for the proof of Theorem 8.4.5. Two tran-
sition systems are isomorphic if and only if there is a one-to-one mapping
between their states that preserves transitions and termination options. Let =
denote isomorphism of transition systems. Recall that transition systems are
named by their initial states.

Lemma 8.4.7 For transition systems g and 4 that are in transition-system nor-
mal form, g ©, & if and only if g = A.

Proof The implication from right to left is trivial as the bijection that
witnesses the isomorphism is also a rooted branching bisimulation relation. In
the other direction, the rooted branching bisimulation relation that proves that
g and h are rooted branching bisimilar, is a bijection. It is surjective since
any branching bisimulation between two transition systems relates every state
of any of the two transition systems to some state in the other transition sys-
tem. It is injective since every state is related with at most one other state. If
two different states in g (k) are related to the same state in & (g), then these
two states are rooted branching bisimilar. But then these states have the same
color in a canonical coloring, which contradicts the assumption that g (k) is in
transition-system normal form. U

Recall the notions of regular transition systems (Definition 3.1.15), regu-
lar processes (Definition 5.8.1), and bounded-depth processes (Section 4.5). In
line with the reasoning in Sections 4.5, 4.6, and 5.8, it can be shown that closed
BSP; (A)-terms can be used to precisely specify all bounded-depth regular pro-
cesses. As a consequence, it is sufficient to consider only regular transition
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systems without any cycles in the remainder of this section. Under this as-
sumption, it is possible to define a rewriting system on transition systems that
has the following properties:

(i) normal forms with respect to the rewriting system are transition-sys-
tem normal forms;
(ii) every rewrite step preserves rooted branching bisimilarity;
(iii) every rewrite step corresponds to a proof in the equational theory
BSP; (A).

Definition 8.4.8 (Double states, manifestly inert transitions) Two states s

and ¢ in a transition system are called double states if and only if s # ¢,

s if and only if 7|, and for all states u and labels a, s 5 wif and only if
a o0 T . . . . . .

t — u. A transition s — ¢ is manifestly inert if and only if s is not the root of

the transition system, if s, then ¢, and for all states # and labels a such that

a#toru#t,ifs S u, thent > u.

Definition 8.4.9 (Rewriting system) The rewriting system consists of the fol-
lowing one-step reductions. Let g and & be transition systems.

(i) Contracting a pair of double states s and ¢ in g: Transition system
h is obtained from g by replacing all transitions that lead to s by
transitions that lead to # and removing s and all its outgoing transitions
from the transition system. Since g and 4 are both embedded in the
underlying transition-system space, this means that g and 4 both have
their own set of states but that there is a bijection between the states
of g excluding s and the states of & that preserves transitions and
termination options when considering states s and 7 in g as identical.

(i) Contracting a manifestly inert transition s S tin g: Transition sys-
tem £ is obtained from g by replacing all transitions that lead to s by
transitions that lead to # and removing s and all its outgoing transi-
tions from the transition system. As in the previous case, this implies
a bijection between the states of g excluding s and the states of & pre-
serving transitions and termination options when considering s and ¢
as identical.

In line with Definitions 2.4.3 (One-step reduction) and 2.4.4 (Reduction re-
lation), a rewrite step is denoted with — and sequences of rewrites are captured
by the reduction relation denoted —».

Definition 8.4.10 (Term of a transition system) A function (_) is defined that
associates with a transition system a closed BSP; (A)-term as follows. Let r
be (the root state of) a transition system.
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> a.s) if ry,
ry = rfa.<s)+1 ifry.

Note that this definition is only well-defined for acyclic, regular transition
systems. From the definition, it follows immediately that the closed terms
associated to isomorphic transition systems are identical and hence derivably
equal in BSP; (A).

Corollary 8.4.11 For transition systems g and A, if g = h, then BSP, (A) -
(8) = (h).

The rewriting system on transition systems of Definition 8.4.9 has the fol-
lowing properties:

(i) Normal forms of the rewriting system are transition-system normal
forms.
It can be shown that any acyclic regular transition system with branch-
ing bisimilar states has at least one pair of states that either form a pair
of double states or a manifestly inert r-transition. Any two bisimilar
states closest to (successful or unsuccessful) termination are a pair of
double states or a manifestly inert transition. Hence, such a transition
system is not a normal form of the rewriting system. Furthermore, any
acyclic transition system remains acyclic during rewriting. Therefore,
any normal form of the rewriting system has no branching bisimilar
states and no t-loops, which implies that it is in transition-system
normal form.

(i) Every rewrite step preserves rooted branching bisimilarity. That is,
for any transition systems g and /,

if g — h, then g &y, h. (8.4.1)

From g +— h, it follows that there exist states s and ¢ such that s and
t are double states or such that there is a manifestly inert transition
s = t and h is the result of replacing all incoming transitions of
s by incoming transitions of ¢ and the subsequent removal of s and
all associated transitions from g. Let R be the bijection between the
states of g minus s and the states of 4 mentioned in Definition 8.4.9
(Rewriting system). Then, the relation {(s, R(¢))} U R is obviously
a rooted branching bisimulation relation between g and 4. Hence,
g < h.
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(iii) Each transition system has a unique normal form (up to isomorphism)
with respect to the rewriting system.

Suppose that a transition system g has two normal forms with respect
to the rewriting system, say & and #’. Then, by item (i) above this
means that /2 and &’ are transition-system normal forms. From prop-
erty (8.4.1), it follows that g <> h and g <, h’. Therefore, also
h < /. Thus, by Lemma 8.4.7, h = 1.

Now, the following property can be proven.

Lemma 8.4.12 Every rewrite step corresponds to a proof in the theory. For
any transition systems g and 4,

if g > h, then BSP;(A) F (g) = (h).

Proof The rewriting of g into & is due to either the contraction of
double states or the contraction of a manifestly inert transition. Suppose that
the states involved are s and 7. Transition system / is obtained from g by
moving all incoming transitions of s to ¢t and by removing s. Let R be the
bijection between the states of g minus s and the states of & mentioned in
Definition 8.4.9 (Rewriting system). It can be shown that BSP;(A) Fa.(s) =
a.(t) = a.(R(t)) for any a € A;. This is trivial for the case that s and ¢
are a pair of double states since the outgoing transitions of s and 7 have the
same label and target states, also R(¢) has the same outgoing transitions up to
isomorphism of states, and s, ¢, and R(¢) have the same termination options.
For the case that s — 7 is a manifestly inert transition, all outgoing transitions
of s are also outgoing transitions of ¢. Then, BSP; (A) Fa.(s) = a.(t.{t) + p)
and BSP.(A) F (t) = p + g, where p is the result of applying () to s without
this manifestly inert transition and where g represents the outgoing transitions
of t. Then, BSP; (A)Fa.(s) = a.(z.{t)+p) = a.(z.(p+q)+p) = a.(p+q) =
a.(t). Since R(t) is isomorphic to ¢, also in this case, it follows by Corollary
8.4.11 that BSP; (A) Fa.(s) = a.(t) = a.(R(¢)) forany a € A;.

For states v that are not in between the root state g and state s, obviously (v) =
(R(v)), i.e., the terms are syntactically equal (and hence derivably equal). For
any other state v (excluding s), by induction on the distance from state s, it can
be proven that BSP; (A) F (v) = (R(v)).

e The distance between v and s is one. Assume, [w ] denotes 1 if w is
a terminating state, and 0, otherwise. Then,
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BSP.(A)
(v)y =2 afs)+ X  a)+vl]
v v—a>v’,v’7és
=Yan+ Y a)+l]
v vﬂw’,v’#s
= Y a(RO)+
RWSR®)

> a.(R()) +[R()|]
RS R, vt
= (R(v)).
e The distance between v and s is more than one. By induction, for all
states w such that v — w for some a, BSP;(A) - (w) = (R(w)).

Then,
BSP.(A) - (v) = Y alw)+[v]]
= > a(Rw))+[vl]
= ) a{Rw)+I[RW)!]
R(v)S R(w)

= (R(v)).
This last result implies that also BSP; (A) - (g) = (R(g)) = (h), completing
the proof. |

So far in this book, closed terms have been used both to refer to syntacti-
cal objects in an equational theory and to the transition systems obtained from
them in an operational semantics. In the remainder of this section, it is desir-
able to distinguish these two meanings of a closed term. Therefore, let [ p]]
denote the transition system obtained from closed BSP;(A)-term p via the
term deduction system of BSP; (A) defined earlier in this section.

Lemma 8.4.13 For closed BSP, (A)-term p, BSP.(A) - ([ p1) = p.

Proof Via induction on the structure of term p; see Exercise 8.4.4.
|

Finally, it is possible to establish the desired ground-completeness result.

Proof (of Theorem 8.4.5 (Ground-completeness)).
Let p and g be closed BSP; (A)-terms. Assume that P(BSP;(A)); o, = p =
q. Then, by definition, [ p]] 1 [¢]. Let g and & be the unique normal forms
with respect to the rewriting system of Definition 8.4.9 (Rewriting system) of
the transition systems [ p]] and [¢]], respectively:
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[pll—g and gl — h.

Then, as a direct consequence of Property (8.4.1), [p]l € g and [¢q]] &, h.
Since [p]l & [gq], the properties of <, imply that g <, h.

Since g and /& are in normal form with respect to the rewriting system and since
they are also rooted branching bisimilar, it follows (by Lemma 8.4.7) that g and
h are isomorphic: g = h. Therefore, by Corollary 8.4.11, BSP,(A) I (g) =
(h).

Using Lemma 8.4.12, from [ p]] — g and [¢] — #, it follows that BSP; (A) -
(I[p1l) = (g) and BSP,(A) - ([g1l) = (k). Then,

BSP(A) = p = ([pl) = (g) = (h) = (l9]) =4q.

where the first and last equalities are due to Lemma 8.4.13. |

Exercises

8.4.1  Draw the transition systems associated with the following pairs of
process terms and construct a rooted branching bisimulation between
each of the pairs of transition systems.

(@) a.(t.b.1 +b.1)and a.b.1;
() a.(r.(b.1 +c.1)+b.1)and a.(b.1 + c.1);
(¢c) a.t.(r.b.1 +t.t.b.1) and a.b.1.

8.4.2  Consider rooted weak bisimilarity as introduced in Exercise 8.2.5.
Prove that rooted weak bisimilarity is a congruence on the term alge-
bra P(BSP; (A)).

8.4.3  Building upon the previous exercise, prove the following, for all
closed BSP; (A)-terms p, g:

(a) t.p + p isrooted weakly bisimilar to 7.p;
(b) a.(r.p + q) is rooted weakly bisimilar to a.p + a.(t.p + q).

Are these pairs of terms also rooted branching bisimilar? Motivate
your answer.
8.4.4  Prove Lemma 8.4.13.

8.5 Some extensions of BSP; (A)

This section presents extensions of BSP; (A) with useful operators for abstrac-
tion, encapsulation, and projection. Moreover, the choice operators of the
process algebra CSP are considered. The treatment is concise, as such exten-
sions follow the same lines as before. However, to prove the various results for
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these extended theories, the results of Section 3.2 cannot be used, because these
assume strong bisimilarity as the underlying semantic equivalence. Therefore,
in the next subsection, all the relevant propositions and theorems are listed,
and proofs are asked in the form of exercises. The interested reader is advised
to consult the proofs given in Chapter 4 that do not use the framework of Sec-
tion 3.2. The proofs expected for the results in this section go along the same
lines. In Sections 8.5.2, 8.5.3, and 8.5.4, the main results are summarized but
for reasons of brevity not explicitly listed.

8.5.1 Abstraction

Recall the calculations for a two-place buffer from Section 7.6. The derivations
show that a two-place buffer can be seen as a composition of two one-place
buffers, as illustrated in Figure 7.3. The final step of the derivations used a
skip operator to skip the execution of internal actions. However, as already
explained in the introduction to this chapter, it is more elegant to rename in-
ternal actions into unobservable silent actions. Such a renaming, in contrast to
the skipping of internal actions, preserves moments of choice. This subsection
introduces such a renaming into silent actions, called abstraction or hiding.

The process theory (BSP; + ABS)(A) is the extension of the process theory
BSP, (A) with a family of abstraction or hiding operators 7; for each I C A.
The set I contains the atomic actions that need to be abstracted from. The
axioms in Table 8.2 closely reflect the operational intuition that all occurrences
of prefix operators a._ for which the atomic action is to be hidden (a € I) are
replaced by t-prefix operators.

__(BSP; + ABS)(A)

BSP; (A);

unary: (t7)jca’

X, ¥
) =1 Il
77(0) =0 TI2

t7(a.x) =a.ty(x) ifagl TI3
t7(a.x) =t.77(x) ifael TI4
Tr(x+y) =1(x) + 17(y) TI5

Table 8.2. Axioms for abstraction (a € Az, I C A).

From the observation that the axioms in Table 8.2 closely follow the struc-
ture of BSP; (A) terms, it follows easily that all occurrences of the abstraction
operators can be eliminated.
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Theorem 8.5.1 (Elimination) For every (BSP; + ABS)(A)-term p, there is a
closed BSP; (A)-term g such that (BSP; + ABS)(A) F p =gq.

Proof Exercise 8.5.5. |

The theory also allows the expected conservativity result.

Theorem 8.5.2 (Conservative ground-extension) Theory (BSP;+ABS)(A)
is a conservative ground-extension of process theory BSP; (A).

Proof Exercise 8.5.6. |

The term model is based on the term algebra for theory (BSP; 4+ ABS)(A),
P((BSP; +ABS)(A)) = (C((BSP; + ABS)(A)), +, (@.-)aea, T--, (t1)1c4, 0,
1). The term deduction system for (BSP; +ABS)(A) is obtained by extending
the term deduction system for BSP; (A) with deduction rules for the abstraction
operators as defined in Table 8.3. The first deduction rule means that applying
abstraction to a process does not alter its termination behavior. The second
deduction rule simply states that all behavior that is not abstracted from is still
present. The third deduction rule states that all action names that occur in the
set I are made unobservable by replacing them by the silent step.

__TDS((BSP; + ABS)(A))

TDS(BSP; (A)):
unary: (t7)jcas
x, x";
xy xSy adl x 3y ael
T (X)) 77(x) S 1) 1 (x) > 17 (x)

Table 8.3. Term deduction system for (BSP; + ABS)(A) (with a € A;,
1CA).

Proposition 8.5.3 (Congruence) Rooted branching bisimilarity is a congru-
ence on P((BSP; + ABS)(A)).
Proof Exercise 8.5.7. |

Definition 8.5.4 (Term model of (BSP; + ABS)(A)) The term model of the-
ory (BSP; + ABS)(A) is the quotient algebra P((BSP; + ABS)(A)) /< -
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Theorem 8.5.5 (Soundness) Theory (BSP; + ABS)(A) is a sound axioma-
tization of P((BSP; + ABS)(A))/ <, i.e., P(BSP; + ABS)(4)),<, =
(BSP; + ABS)(A).

Proof Exercise 8.5.8. U

Theorem 8.5.6 (Ground-completeness) Theory (BSP; + ABS)(A) is a
ground-complete axiomatization of the term model P((BSP; +ABS)(A)) /<
i.e.,, for any closed (BSP; + ABS)(A)-terms p and ¢, P((BSP; +
ABS)(A))/<,, E p = q implies (BSP; + ABS)(A)F-p =g¢.

Proof Exercise 8.5.9. |

8.5.2 Encapsulation

In Chapter 6, encapsulation operators have been introduced in order to block
certain actions from being executed. In Chapter 7, this operator has been used
to force certain actions to communicate. In this section, the extension of the
process theory BSP; (A) with such encapsulation operators is discussed. The
only relevant difference between the process theories BSP(A) and BSP, (A) is
the t-prefix operator. Before, it was assumed that H € A. Now, it should be
decided whether it is also allowed to block internal actions, i.e., whether H
should be allowed to include .

Example 8.5.7 (Encapsulation and silent steps) Assume that it is allowed to
block internal actions. Consider the process term 9} (a.7.1). If it is allowed
to block silent actions, then the following equality can be established by using
the axioms for encapsulation from Table 6.8:

Ory(a.t.1) = a.0.
However, it is also possible to derive
8{,}(&1’.1) = 8{T}(a.1) = a.l,

by applying (a derivative of) the Branching Axiom of Table 8.1 first. Thus,
allowing the encapsulation of internal steps leads to the identity

a0=a.l.

Consequently, allowing encapsulation of internal actions results in a process
theory that equates successful and unsuccessful termination, and is therefore
not a conservative (ground-)extension of BSP; (A).
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As indicated by the example, it is not desirable to allow the encapsulation
of internal steps. Therefore, the set of action names to be blocked must still
be a subset of A: H € A. Theory (BSP; 4+ DH)(A) is precisely the union of
(BSP + DH)(A) from Table 6.8 (but assuming a € A;) and theory BSP;(A)
from Table 8.1.

Encapsulation operators can be eliminated from closed (BSP; + DH)(A)-
terms to yield a derivably equal closed BSP; (A)-term. Process theory (BSP; +
DH)(A) is furthermore a conservative ground-extension of BSP; (A). The term
deduction system for (BSP; 4+ DH)(A) is the union of the term deduction sys-
tems for (BSP + DH)(A) (Table 6.10) and BSP.(A), with a € A;. Theory
(BSP; 4+ DH)(A) is a sound and ground-complete axiomatization of the re-
sulting term model P((BSP; + DH)(A)) /<>, -

8.5.3 Projection

Process theory (BSP; 4+ PR)(A) is the extension of BSP; (A) with the family
of projection operators 7, (for each natural number n). In order to obtain
(BSP; + PR)(A) as a conservative ground-extension of BSP;(A), it is not
possible to simply adopt the axioms of (BSP 4 PR)(A) of Table 4.5 with a €
A;. This can be illustrated as follows. Consider the following derivations,
applying the axioms of (BSP 4+ PR)(A) on BSP; (A)-terms:

m1(a.t.1) =a.mp(r.1) = a.0
and
wi(a.t.1) =m(a.l) = a.my(l) = a.l.

Hence, as in Example 8.5.7 (Encapsulation and silent steps), it can be de-
rived that a.0 = a.1. As this is an identity between closed BSP; (A)-terms
that is not derivable in BSP;(A), (BSP; + PR)(A) cannot have the axiom
mo(r.x) = 0. For similar reasons, the axiom m,41(t.x) = t.7,(x) is not
acceptable.

The axioms of (BSP; 4+ PR)(A) are the axioms of BSP;(A) witha € A,
the axioms of (BSP+PR)(A) witha € A, and in addition the axiom presented
in Table 8.4.

Theory (BSP; 4+ PR)(A) allows an elimination result, stating that projec-
tion operators can be eliminated from closed (BSP; + PR)(A)-terms. Theory
(BSP; + PR)(A) is also a conservative ground-extension of BSP; (A).

The term deduction system for (BSP; + PR)(A) consists of the deduction
rules of the term deduction system for BSP;(A) with a € A, the deduc-
tion rules for (BSP + PR)(A) with a € A (Table 4.6), and in addition the
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__(BSP; + PR)(A)
BSP; (A), (BSP + PR)(A);

X3

Ty (T.x) = T.77,(X) PR6

Table 8.4. BSP;(A) with projection (n € N).

deduction rule given in Table 8.5. Theory (BSP; + PR)(A) is a sound and
ground-complete axiomatization of the term model P((BSP; + PR)(A)) /<,

__TDS((BSP; +PRYA))
TDS(BSP; (4)), TDS((BSP + PR)(A));

X, X
T
X —> X

T (X) 5 70 (X))

Table 8.5. Term deduction system for (BSP; 4+ PR)(A) (with n € N).

Note that, in the presence of projection operators, one can consider a projec-
tive limit model for (BSP; + PR)(A), similar to the model for theory (BSP +
PR)(A) presented in Section 5.10. It turns out that the notion of projective se-
quences and the derived model can be adapted to the current setting with silent
steps. However, such a model is not possible in a setting with abstraction oper-
ators, because abstraction operators cannot be defined on projective sequences.
Exercise 8.5.12 investigates this further.

8.5.4 Non-determinism in CSP

In the CSP framework of (Hoare, 1985), bisimilarity is not the preferred notion
of equivalence, but rather failures equivalence, to be considered in Section
12.2. As a consequence, the law a.x 4+ a.y = a.(r.x + t.y) holds in CSP,
which means all non-determinism can be reduced to silent non-determinism
(non-deterministic choices between silent steps).

CSP has two choice operators: M denoting non-deterministic or internal
choice, and o denoting external choice. The internal-choice operator denotes
a non-deterministic choice that cannot be influenced by the environment (other
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processes in parallel) and can simply be defined in the present setting by the
defining axiom

XMNy=1x+T1.).

The definition of o in the current context with rooted branching bisimilarity
as the semantic equivalence is more subtle. It denotes a choice that can be
influenced by the environment. If the arguments of the operator have initial
silent non-determinism, then these silent steps can be executed without making
the choice, and the choice will be made as soon as a visible action occurs. This
intuition leads to the operational rules in the two middle rows of Table 8.6,
which defines the term deduction system for theory (BSP; no)(A), BSP;(A)
extended with CSP choice operators, introduced below.

__TDS((BSP; n0)(A))

TDS(BSP;(A))
x,y, %,y
T T
XMy —x XNy —y
x| x Ly y 5y
xOyl xOy 5 x/ xOy 5y
T T
yi X =X y—>y
xoyl ny—t>x/Dy ny—r>ny/
a T
x| X — X X =X
xCyl xCy-Sx xCy—=x'Oy

Table 8.6. Term deduction system for (BSP; mo)(A) (witha € A).

An axiomatization of the external-choice operator is not straightforward:
similar to the situation with the parallel-composition operator, an auxiliary
operator is needed. Let  denote the so-called left-external-choice operator.
It satisfies the operational rules for the external choice that apply to the left
operand of the external choice, but not those that apply to the right operand, as
can be seen in the bottom row of Table 8.6.

Table 8.7 shows the theory (BSP; M o)(A). It contains besides the defining
axiom for the non-deterministic choice, an axiomatization of the CSP external-
choice operator, using the left-external-choice operator.

The term deduction system of Table 8.6 can be used to provide a standard
term model for theory (BSP; M 0)(A) based on rooted branching bisimilar-
ity. Based on the axiomatization of Table 8.7, commutativity and associativity
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__(BSP; MO)(A)

BSP (A);

binary: _.n_, _0_, _C

X, ¥, 25
xMNy=tx+rt.y xOy=xCy+yLCx
0Cx=0 xCO0=x
lcx=1 xCy)Cz=xLC (yogz)

axCy=ax
txCy=rt.(xOy)
x+y)Cz=xCz+yCz

Table 8.7. BSP;(A) extended with CSP choice operators (with a € A).

of the external-choice operator can be easily derived. Also, O is an identity
element of external choice. However, external choice is not idempotent. The
internal-choice operator is commutative, but not associative or idempotent. It
does not have an identity element.

The axiomatization of the CSP choice operators in the present setting based
on bisimilarity uses silent actions. An interesting observation is that the extra
T-identities that are valid in failures semantics, together with the presence of
two choice operators allows the elimination of all t-occurrences from every
expression, see (Bergstra et al., 1987), which means that CSP can do without
the silent step altogether.

Exercises

8.5.1  Give a derivably equal closed BSP; (A)-term, eliminating silent steps
whenever possible, for each of the following process terms:

(@) tygy(a.(d.(b.d.0+ c.d.0) + b.d.0));
(b) t(ay(a.(d.(b.0+ c.0) +b.1));

(©) Tp,c)(a.b.0+a.c.b.1l);

(d) t(ay(b.a.0+a.c.b.1);

(e) tay(a.(d.b.c.1 4+ b.c.0)).

8.5.2  Prove that (BSP; + ABS)(A) F 17(t;(p)) = t7us(p) for any closed
(BSP; + ABS)(A)-term p and any I, J C A.

8.5.3  Prove that (BSP; +DH)(A) 96 (g (p)) = dgun (p) for any closed
(BSP; + DH)(A)-term p and any G, H C A.

8.5.4  Give an example to show that (BSP; +ABS+PR)(A) F m,(7;(x)) =
t7(m,(x)), forn e N, I C A, and term x.



8.5.5
8.5.6
8.5.7
8.5.8
8.5.9
8.5.10

8.5.11

8.5.12

8.5.13

8.5.14

8.5.15
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Prove Theorem 8.5.1 (Elimination of abstraction operators).

Prove Theorem 8.5.2 (Conservativity of (BSP; + ABS)(A)).

Prove Proposition 8.5.3 (Congruence).

Prove Theorem 8.5.5 (Soundness of (BSP; + ABS)(A)).

Prove Theorem 8.5.6 (Ground-completeness of (BSP; + ABS)(A)).
Develop theory (BSP; + DH)(A). That is, prove elimination and
conservativity results, and give a term model proving soundness and
ground-completeness.

Develop theory (BSP; + PR)(A), proving elimination and conserva-
tivity results, as well as soundness and ground-completeness results
for the standard term model.

Develop a projective limit model for theory (BSP; +PR)(A), follow-
ing the developments in Section 5.10. Investigate also the validity of
recursion principles. Argue that it is not possible to define abstraction
operators on projective sequences.

Develop theory (BSP; mo)(A), proving elimination and conservativ-
ity results, as well as soundness and ground-completeness results for
the standard term model based on rooted branching bisimilarity.
Show that theory (BSP; m o)(A) is a sound axiomatization of the
standard term model based on strong bisimilarity, when 7 is treated
as anormal action. (Note that any identity valid in a term model based
on strong bisimilarity is also valid in a term model based on (rooted)
branching bisimilarity.)

Derive the following equations from (BSP; mo)(A):

(@) xMy=ynx;

(b) xoy =yaoux;

(© xo(yoz) =(xoyoz
(d) xo0 =x.

Provide counterexamples to show that the following equations are not
derivable:

(a) xMx = x;

(b) xn(ynz)=(xny)ngz;

(c) xox = x;

(d xo(ynz) =xoy) Nxoz);
(e) xM(yoz) =xny)o(xngz).
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8.6 TCP with silent steps

The basic theory BSP; (A) developed in this chapter can be extended with the
various features introduced so far throughout this book. This section intro-
duces process theory TCP; (A, y), which extends BSP;(A) with sequential
composition, parallel composition, encapsulation, and abstraction, providing a
rich process theory, called the Theory of Communicating Processes with silent
steps, that includes many useful ingredients for specifying and reasoning about
processes. The axioms of theory TCP; (A, y) are the axioms of process the-
ory TCP(A, y) of Chapter 7 witha € A; and H C A, the axioms of theory
(BSP; + ABS)(A) of the previous section, and two additional Axioms of Stan-
dard Concurrency SC9 and SC10. For readability, Table 8.8 gives a complete
overview of the signature and the axioms of process theory TCP; (A, y). Com-
munications involving the silent step t are always assumed to be undefined.
This is captured axiomatically by Axiom SC10. (Exercise 8.6.8 illustrates why
this assumption is necessary.) Axiom SC9 is a counterpart of the Branching
Axiom B for the auxiliary left-merge operator. From Axiom SC9, the equality
x| (z.(y + 2) +y) = x| (y + 2) can be proven (see Exercise 8.6.4).

The extensions of TCP, (A, y) with respect to theory BSP.(A) allow for
the convenient specification of communicating processes but do not add to the
expressiveness of the theory.

Theorem 8.6.1 (Elimination) For any closed TCP; (A, y)-term p, there is a
closed BSP; (A)-term g such that TCP; (A, y) - p =gq.

Proof Exercise 8.6.9. U

Theorem 8.6.2 (Conservative ground-extension) Theory TCP, (A, y) is a
conservative ground-extension of theory BSP; (A).

Proof Exercise 8.6.10. |

Theorem 8.6.3 (Standard concurrency) For closed TCP; (A, y)-terms, the
Axioms of Standard Concurrency SC2-SC10 are derivable from the other ax-
ioms of TCP; (A, y).

Proof For Axioms SC2-SC8, the proofs of Theorems 7.4.4 and 7.7.1
(Standard concurrency in BCP(A, y) and TCP(A, y)) carry over to the current
setting. The proof for the two new axioms goes via structural induction. First,
the result for SC10 is proven, and then this can be used in the proof of SC9.
See Exercise 8.6.3. [l
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__TCP:(A, y)
constant: 0, 1;

unary: (@.)gea, » OH)HCcA (T IcAS

binary: -+ _, -, |-, Lo, -]-;
X9,
x+y=y+x Al x+0=x A6
x+y)+z=x+0O+2 A2 0-x=0 A7
xX+x=x A3 x-1=x A8
x+y)z=x-z2+y-z A4 1-x=x A9
x-y)-z=x-(y-2) AS ax-y=a.(x-y) Al10
a(t.x+y)+x)=a.(x+y) B
og(l) =1 DI ) =1 TI1
og(0) =0 D2 7;(00=0 TI2
dg(a.x) =0 ifae H D3  rtj(ax) =a.tj(x) ifagl TI3

ogla.x) =a.0g(x) ifagH D4 17(a.x)=rt1.77(x) ifaecl T4
og(x+y)=0g(x)+dg(y) D5 t(x+y)=1x)+77() TIS

xlly=xlLy+ylx+xly M x|y=ylx SCI1
x|1=x SC2
Ol x=0 IMIl 1|x+1=1 SC3
ILx=0 LM2 (x[[yllz=x(12) SC4
axlly=a.(x|y IM3 x|y lz=x|(y|2) SC5
G+ylz=xlz+ylz LM4 Lylz=xLlIz) SC6
0lx=0 CM1 (x| lLz=x]IL2) SC7
x+ylz=xlz+ylz CM2 x| 0=x-0 SC8
1|1=1 CM3 x| t.y=x[Yy SC9
ax|1=0 CM4 x|t.y=0 SC10
ax|by=c.(x|y) ify(ab)=c CM5
ax|by=0 if y (a, b) is not defined CM6

Table 8.8. The process theory TCP; (A, y) (witha, b,c € Ar, H, I C A).

As in Section 7.4, an expansion theorem can be proven that allows reasoning
about parallel compositions.

Theorem 8.6.4 (Expansion theorem) Let set / C N be a finite, non-empty
set of natural numbers, and ¢;, for all i € I, arbitrary TCP; (A, y)-terms.

TCP (A, )b = >0 CLpLC I )+ | &
iel w£JCl jeJ iel\J iel

Proof The proof is similar to the proof of the expansion theorem in
the previous chapter. See Exercise 8.6.11. |

Also in line with the development of theory BCP(A, y) of the previous
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chapter, it is possible to add the Free-Merge and Handshaking Axioms to the
theory, resulting in theories (TCP; + FMA)(A, @) and (TCP; + HA)(A, y),
respectively. Each of these two theories has its own variant of the expansion
theorem.

Theorem 8.6.5 (Expansion theorem for free merge) Let set / C N be some
finite, non-empty index set of natural numbers, and ¢;, for all i € I, arbitrary
(TCP; + FMA)(A, #)-terms.

(TCP; + FMAYA, D | i =>6LC | )+ | .
iel iel jel\{i} iel

Proof Exercise 8.6.12. |

Theorem 8.6.6 (Expansion theorem for handshaking communication) Let
I C N be some finite, non-empty index set of natural numbers, and ¢;, for all
i € I, arbitrary (TCP; + HA)(A, y)-terms.

(TCP + HA)(A, ) || i =

iel
HlLC I o+ X Gl C I A+ | o4
iel jel\{i} ijeli#j kel\{i, ]} iel
Proof Exercise 8.6.13. |

The development of the standard term model for TCP, (A, y) follows the
usual pattern. The relevant definitions and results are summarized for the sake
of completeness.

The term algebra is the algebra P(TCP, (A, y)) = (C(TCP.(A, y)), +, -, ,
L, |,(@.Jaeca,T.—, Ou)HCA, (T1)1cA, 0, 1). The term deduction system for
TCP; (A, y) is the union of the term deduction systems for TCP(A, y) and
(BSP; + ABS)(A).

Proposition 8.6.7 (Congruence) Rooted branching bisimilarity is a congru-
ence on the algebra P(TCP, (A, y)).

Proof Exercise 8.6.14. |

Definition 8.6.8 (Term model) The term model of TCP,(A, y) is the quo-
tient algebra P(TCP (A, ¥)) /<> -

Theorem 8.6.9 (Soundness) Theory TCP, (A, y) is a sound axiomatization
of the algebralP(TCP: (A, y)) /<>, 1.e., P(TCP: (A, y)) /<, = TCP(A, y).
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Proof Exercise 8.6.15. |

Theorem 8.6.10 (Ground-completeness) Theory TCP, (A, y) is a ground-
complete axiomatization of model IP(TCP; (A, y))/«,,, i.€., for any closed
TCP. (A, y)-terms p and g, P(TCP; (A, y))/«<,, E p = q implies TCP; (A,
Y)Ep=gq.

Proof Exercise 8.6.16. |

Exercises

8.6.1 LetA = {a, b, c} with y(a, b) = c be the only defined communica-
tion. Eliminate all occurrences of the communication operators ||, | ,
and |, and as many t-prefix operator occurrences as possible from
the process term t.a.b.1 || t.(r.a.1 4+ 7.b.1).

8.6.2  Prove the following equalities, for a € A; and TCP, (A, y)-terms
X,y

(@) TCP;(A,y)Fa.(r.l || x) =a.x;
(b) TCP(A,y) Fa.(tx|ly) =a. (x| y).

8.6.3  Prove Theorem 8.6.3 (Standard concurrency) for Axioms SC9 and
SC10.
8.6.4  Prove the following equalities, for TCP; (A, y)-terms x, y, z:

(@ TCP (A, y)Fxllty=txly +x[y;
() TCP (A, ) Fx| (z.y+y)=x|y;
() TCP (A, ) Fx| L.+ +y) =x]L (v +2).

8.6.5 Assume that / € A and that no element of / can communicate, i.e.,
y(i,a) and y (a, i) are undefined for any a € A and i € I. Prove that
for all closed TCP, (A, y)-terms p and g:

TCP (A, y) Fti(p @) = t1(z1(p) |l T1(q)).

Assume, in addition, that none of the elements in / is the result of a
communication, i.e., y (a, b) ¢ I for any a, b € A. Prove that for all
closed TCP; (A, y)-terms p and g:

TCP (A, y) Fu(p @) =t1(p) | t1(q).

8.6.6  Prove, for arbitrary TCP; (A, y)-terms x and y, closed TCP, (A, y)-
term p, and actiona € A; that TCP, (A, y)Fa.p - (t.(x +y) +x) =
a.p - (x + y). As a generalization, prove, for arbitrary TCP, (A, y)-
terms x and y, that TCP. (A, y)Fp-(t.x+y)+x)=p-(x+y)



280

8.6.7

8.6.8

8.6.9

8.6.10
8.6.11
8.6.12
8.6.13

8.6.14
8.6.15
8.6.16
8.6.17

Abstraction

for any closed TCP; (A, y)-term p of the form p = )", _, a;.p; with
a; € A; and p; a closed TCP; (A, y)-term for some n € N.

Let x, y, z be TCP; (A, y)-terms. Prove that Axiom B can be derived
from x | (r.(y + 2) + y) = x| (y + z) and the other axioms of
TCP; (A, y).

Consider the assumption that communication with 7 is always unde-
fined. Show that without this assumption Axiom SC10 is not valid in
the standard term model. Consider theory TCP; (A, y) without Ax-
iom SC10 and without the assumption that communication with 7 is
impossible. Where does the standard development of this theory go
wrong?

Prove Theorem 8.6.1 (Elimination).

Prove Theorem 8.6.2 (Conservative ground-extension).

Prove Theorem 8.6.4 (Expansion theorem).

Prove Theorem 8.6.5 (Expansion theorem for free merge).

Prove Theorem 8.6.6 (Expansion theorem for handshaking commu-
nication).

Prove Proposition 8.6.7 (Congruence).

Prove Theorem 8.6.9 (Soundness).

Prove Theorem 8.6.10 (Ground-completeness).

Specialize the set of actions A into a set of names N, a set of co-
names N, and a set of communications C such that for each n € N,
there is exactly one 7 € N and exactly one n. € C. The commu-
nication function y has y(n,n) = y(n,n) = n. and is not defined
otherwise. Now define the CCS parallel composition operator ||€C5
by the following defining axiom, with x and y arbitrary terms:

x Iy = wc(x || y).

Derive the CCS expansion law (see (Milner, 1980; Milner, 1989))
from the theory TCP; (A, y) extended with this defining axiom, and
where A and y are defined as in this exercise.

8.7 Iteration and divergence

In Section 4.6, prefix iteration a*x for action a and term x has been consid-
ered. The introduction of the silent step T implies an additional action-prefix
operator 7._; o, it is natural to also have a look at t-prefix iteration t*_, some-
times called divergence, capturing the fact that it allows an infinite sequence
of 7 actions to occur. The theory BSP? (A) is the union of theories BSP*(A) of
Section 4.6 and BSP; (A), extended with the t-prefix iteration; see Table 8.9.
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The term deduction system for BSP} (A) is simply the term deduction system
of BSP*(A) but witha € A;.

__BSP*(A)
BSP*(A), BSP; (A)

unary: t¥_;

Table 8.9. The process theory BSP¥(A).

Fig. 8.10. 7*1.

However, more can be said about t-prefix iteration. Consider the pro-
cess T*1, depicted in Figure 8.10. This process is branching bisimilar to
the process 1 (but not rooted branching bisimilar!). This suggests that t-
loops can be removed. Since the standard term model is based on rooted
branching bisimilarity, in the term model, only t-loops not at the root can
be removed entirely; t-loops at the root can be reduced to a single t-step.
This fact can be captured as the Fair-Iteration Axiom; see Table 8.10. It
can be shown, see Exercise 8.7.1, that the Fair-Iteration Axiom implies that
(BSP? + FI)(A) Fa.p - t*x = a.p - x for all (BSP} + FI)(A)-terms x and
closed (BSP: + FI)(A)-terms p. The Fair-Iteration Axiom expresses that t-
prefix iteration behaves fairly, in the sense that no infinite sequence of t-steps
occurs, or in other words that divergence does not occur. However, it needs to
be stressed that the Fair-Iteration Axiom happens to hold in the standard term
model of BSP?(A) with rooted branching bisimilarity as the underlying equiv-
alence, which means that this model is also a model of (BSP} + FI)(A). Other
models of BSP} (A) exist where fair iteration does not hold, which means that
these models are not models of (BSP} + FI)(A).

It is interesting to consider a model that does not allow to remove 7-loops.
Abstracting from 7-loops implies that processes without divergence are equiv-
alent to processes with divergence. This is not always desirable. A model for
BSP; that does not abstract from divergence can be constructed in the same
way as the standard term model, but using a different semantic equivalence at
the basis.
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__(BSP* +FI)(A)
BSP*(A)

X3

Tty =1.x FI

Table 8.10. Fair iteration.

Definition 8.7.1 (Branching bisimilarity with explicit divergence) A binary
relation R on the set of states S of a transition-system space is a branching
bisimulation relation with explicit divergence if and only if R is a branching
bisimulation relation on S and in addition the following conditions hold:

(i) for all states s, ¢t € S, whenever (s,¢) € R and s = S0 = §1---1s an
infinite T-path such that (s;, t) € R for all i € N, then there are states
to, t1, . .. such that ¢ = to = tf1---and (s;,1;) € Rforalli, j € N;
(i1) vice versa, for all states s, ¢t € S, whenever (s,¢) € R and ¢ 5 to 5
t1 - - - is an infinite T-path such that (s, ;) € R for all i € N, then there
T T
are states g, s1, ... such thats — so — s1---and (s;,#;) € R forall
i,jeN.

This definition might seem very restrictive, but this is not really the case.
As before, it is possible to define a rootedness condition for this notion, so
that rooted branching bisimilarity with explicit divergence becomes a congru-
ence relation on the term algebra. As a consequence, a model of BSP} (A) is
obtained where the Fair-Iteration Axiom does not hold; divergence cannot be
abstracted away.

It is also possible to proceed in another way, by treating divergence as chaos.
This is an extreme standpoint that states that, as soon as divergent behavior
is possible, nothing more can be said about the process, no observation is
possible. This means that any process with divergence is identified with the
completely arbitrary process that can only do internal actions, called the chaos
process. This situation is characterized by the axiom given in Table 8.11.

Proposition 8.7.2 (Chaos) The following equalities are derivable from theory
(BSP? 4+ CH)(A), for any (BSP} + CH)(A)-terms x and y.

() tx =x + t*0;

@Gi) t*x +y=1*0.
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__(BSP* + CH)(A)
BSP(A)

X3

*x = 1%0 CH

Table 8.11. Catastrophic divergence.

Proof The derivations are as follows, where the second derivation
uses the first identity in the second step. (BSP¥ 4+ CH)(A) -

Q) " x=x+tt'x=x+x+ ' =x+1t*x =x+ *0;
() t*x+y=1t*04+y =1*y = *0. 0

This proposition, in particular the second identity, characterizes process t*x
as chaos, that makes any determination of the subsequent or alternative process
behavior impossible. The standard term model of BSP} (A) does not validate
the Chaos Axiom CH, but it is possible to find a model for the theory BSP} (A)
that does satisfy this axiom, and which is therefore a model of (BSP}+CH)(A)
(see Exercise 8.7.6).

Exercises

8.7.1  Show that the Fair-Iteration Axiom can be used to prove that (BSP; +
FD)(A)Fa.p-t*x = a.p-x for all (BSP} +FI)(A)-terms x and closed
(BSP; + FI)(A)-terms p. As a generalization, prove that (BSPZ +
FD)(A) - p - t*x = p - x for all (BSP} + FI)(A)-terms x and closed
terms p of the form an a;.p; with a; € A; and closed terms p; for
some n € N.

8.7.2  In a transition system, a divergent state is a state from which an infi-
nite series of 7-steps is possible. Find two transition systems that are
branching bisimilar, by a branching bisimulation that relates divergent
states to divergent states only, but such that the transition systems are
not branching bisimilar with explicit divergence.

8.7.3  Verify that rooted branching bisimilarity with explicit divergence is
a congruence relation on the term algebra for BSP} (A). Verify that
the resulting quotient algebra is a model for BSPZ(A), but that this
algebra does not validate the Fair-Iteration Axiom FI (and is hence
not a model of (BSP} + FI)(A)).

8.7.4 A weaker version of the Fair-Iteration Axiom is the equation
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thrx =1tx

that only removes so-called unstable divergence (i.e., divergence can
only be escaped by means of a process that starts with a silent step).
Show that the Fair-Iteration Axiom implies this equation. On the
other hand, try to come up with a model for BSP} that satisfies this
equation but not the Fair-Iteration Axiom.

8.7.5  Prove that (BSP} + CH)(A) -

@ t*(x+y)=t'x+1*y;
(b) t*x +y =1*x.

8.7.6  Construct a model for (BSP} + CH)(A).

8.8 Recursion and fair abstraction

The previous section illustrates that recursive and silent behavior form an in-
teresting combination. This section investigates the extension of the general
theory TCP, (A, y) with general recursion.

A crucial concept in any context with recursion is the concept of guarded-
ness. In Chapter 5, an occurrence of a recursion variable in a term has been
defined to be guarded if it occurs in a subterm of the form a.s for some action
a € A and term s. Now that a prefix operator t._ has been added, it should be
discussed whether this operator can also act as a guard of a recursion variable.

To this end, consider the recursive equation X = t.X. Considering the term
model of TCP. (A, y) of Section 8.6, all processes [7.p]«, are solutions for
X, for any closed TCP; (A, y)-term p, since T.p <, T.T.p. Hence, the silent
step cannot be considered a guard for an occurrence of a recursion variable.

Also, the abstraction operator, as introduced in Section 8.5.1, can cause
problems when considering recursion, and guardedness in particular.

Example 8.8.1 (Direct abstraction from a guard) Consider the recursive
specification £ = {X = 77(i.X)} where i € I. With the definition of guard-
edness as given before, this recursive specification is guarded. Nevertheless,
this equation has many different solutions: for all distinct actions @ and b not
in I, processes [t.a.1]«,, and [7.b.1]« , are solutions for X. The reason for
this problem is the occurrence of the abstraction operator, which is problematic
because it abstracts from an atomic action that acts as a guard for a recursion
variable.

Example 8.8.2 (Indirect abstraction from a guard) Consider the recursive
specification E = {X =i.t;(X)} where i € I. Although initially, the action i
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acts as a guard for the occurrence of X on the right-hand side, all subsequent
occurrences of i are abstracted away, as the recursive call to X is in the scope
of the abstraction operator. Also this recursive specification has many solu-
tions. For example, for different a and b not in I, the processes [i.a.1]« , and
[i.b.1]« , are solutions for X.

These difficulties make it necessary to restrict the notion of guardedness. A
recursive specification will only be said to be guarded if it can be brought into a
form (by applying the equations and axioms of the theory) where all variables
on the right-hand side are guarded by an atomic action different from t and
in which no abstraction operator occurs. The following definition replaces the
corresponding part of Definition 5.5.5 (Guardedness, part 1). The other parts
of Definitions 5.5.5 and 5.5.8 (Guardedness, parts 1 and 2) carry over to the
current context without change.

Definition 8.8.3 (Guardedness in TCP; (A, y)) An occurrence of a vari-
able x in a TCP; ec(A, y)-term s is guarded if and only if the abstraction
operator does not occur in s and x occurs in a subterm of the form a.f for some
action a € A (so not equal to 7) and TCPy rec (A, y)-term ¢.

With this restricted definition of guardedness, the familiar results can be
established. The term model of the theory extended with recursion constants
is defined as before. Proofs are left to the reader. They go along the lines of
similar proofs given earlier in this book and proofs in (Baeten et al., 1987b).

Theorem 8.8.4 (Validity of RDP) Recursion principle RDP is not valid in the
standard term model but it is valid in the term model for the theory extended
with recursion constants: P(TCP; (A, ¥))/«<, ¥ RDP and P(TCP; (A,
¥))/< = RDP.

Theorem 8.8.5 (Validity of RDP™) The principle RDP™ is not valid in the
standard term model but it is valid in the term model with recursion constants:
P(TCP. (A, ¥))/<,, ¥ RDP™ and P(TCPr rec(A., ¥)) /<>, = RDP™.

Theorem 8.8.6 (Validity of RSP) Recursion principle RSP is valid in both the
term models with and without recursion constants: P(TCP; (A, y))/ <, E=
RSP and P(TCPq rec (A, ¥)) /<>, = RSP.

The extension of theory TCP; (A, y) with projection operators, needed
for the formulation of the recursion principles AIP and AIP™, can be obtained
as outlined in Section 8.5.3.
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Theorem 8.8.7 (Validity of AIP) Recursion principle AIP is valid in the stan-
dard term model but it is not valid in the term model with recursion constants:
P((TCP; + PR)(A. ¥))/<,, = AIP and P((TCP; + PR)rec(A, ) /<2,
AIP.

Theorem 8.8.8 (Validity of AIP™) Principle AIP™ is valid in both the term
models with and without recursion constants: IP((TCP; + PR)(A, )/« ,, &=
AIP™ and P((TCP; 4 PR)rec(A, ¥)) /<, = AIP™.

Recall that AIP™ requires that at least one of the two considered terms is
guarded. In the course of establishing the validity of AIP™, the following the-
orem is needed. It characterizes a solution of a guarded recursive specification,
or, in other words, a definable process (see Definition 5.7.5). As such, it re-
places Theorem 5.7.7 (Processes definable over BSP(A)) in theories with silent
steps, and it provides the properties of the process specified by the guarded
term in the AIP™ formulation. A transition system is called divergence free if
and only if from no state of the system, an infinite series of consecutive 7-steps
can be taken. An equivalence class of transition systems under rooted branch-
ing bisimilarity, i.e., a process in the current context, is divergence free if and
only if at least one element is.

Theorem 8.8.9 (Processes definable over TCP; (A, y)) A process in the al-
gebra of processes P(TCP; rec(A, ¥)) /<>, is definable over TCP; (A, y) if
and only if it contains a transition system as an element that is both finitely
branching and divergence free.

The proof of this result can be found in (Baeten ef al., 1987b). It should
be stressed that this theorem states that a transition system is needed that has
both properties at the same time. It is not so that a process is definable if
and only if it is finitely branching and divergence free. The latter would al-
low that some transition systems in the equivalence class are finitely branching
and some divergence free but that no single transition system is both finitely
branching and divergence free. Consider for example the unguarded recursive
specification, using the k-fold action prefix of Notation 4.6.6, that has equa-
tions X, = 7. X414+ Y g<j<n a'1 for each natural number n. The transition
system for X obtained byitﬂe operational rules is finitely branching but not
divergence free, while after removing all 7-steps after the initial one a rooted
branching bisimilar transition system is obtained that is divergence free but
not finitely branching. The process containing among others these two tran-
sition systems is therefore finitely branching and divergence free but it is not
definable over TCP, (A, y).
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Let us take a closer look at transition systems with divergence that cannot be
removed under (rooted) branching bisimilarity. As an example, consider the
unguarded recursive specification E = {X, = t.X,+1 +a"1 | n € N}. The
transition system corresponding to recursion variable X has divergence, and
none of the 7-steps can be removed under branching bisimilarity, all states be-
ing different. Nevertheless, the process containing the transition system of X
is expressible in BSP; ec(A) (and hence in TCP¢ rec (A, v)), as defined in Def-
inition 5.7.2 (Expressiveness). This is demonstrated by recursive specification
E. However, the process is not definable over BSP; (A) or TCP; (A, y), as this
would contradict Theorem 8.8.9 above. This means that it is not the solution of
a guarded recursive specification over the corresponding signature (see again
(Baeten et al., 1987b)). What can be done however is the following. Consider
the guarded recursive specification F = {Y,, = i.X, 1 +a"1 | n € N}, where
i € A is some atomic action. This recursive specification is guarded, so vari-
able Y has a unique solution, in the form of a definable process. Now process
1 Xg.E can be obtained as t(;; (1 Yy.F), i.e., the process specified by unguarded
specification E can be obtained as an abstraction applied to a definable pro-
cess. It turns out that abstraction applied to definable processes is a powerful
concept. Abstraction applied to finitely definable processes already allows to
define all countable computable processes. Note that, when assuming that
7 is an allowed transition label, the definition of a (countable) computable
process as defined in Definition 5.7.1 carries over to the current setting. A pro-
cess in the current context is an equivalence class of transition systems under
rooted branching bisimilarity, but this results in the same set of (countable)
computable processes. Based on Theorem 5.7.3 (Countable computable tran-
sition systems), this implies that all countable computable processes can be
specified by means of BSP; cc(A)-terms. The following theorem states the
universality of theory TCP; (A, y), meaning that every countable computable
process can be defined via a finite expression over the signature of that theory
with finite guarded recursion. A proof of the theorem is omitted. The interested
reader is referred to (Baeten et al., 1987Db).

Theorem 8.8.10 (Universality of TCP; (A, y)) Let p be a countable com-
putable process, and BSP; . (A)-term ¢ the term specifying p. Then, there is a
(finite) set of actions I € A and a finite guarded recursive specification E over
TCP, (A, y) with recursion variable X, such that (TCP; r.c + RSP)(A, y)
T1(uX.E) =t.

Recall from the previous section that divergence is tightly coupled to the
notion of fairness. The Fair-Iteration Axiom given in the previous section
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expresses the assumption that t-prefix iteration behaves fairly and divergence
does not occur. It is therefore interesting to consider fairness in the current
context with general recursion. Consider the following example.

Example 8.8.11 (Tossing a coin) Suppose a statistician carries out an experi-
ment: he tosses a coin until head comes up. Assuming that the probability of
tossing heads is between 0 and 1 (so, not equal to O or to 1), this process can
be described by the following recursive equation.

S = toss.(t.tail.S + t.head.1).

In this specification, a non-deterministic choice is used to indicate that the
choice cannot be influenced by another process (for instance, by blocking one
alternative, or only offering a synchronization with one alternative). It is un-
clear at what point the outcome is determined: presumably after the moment
the coin is thrown into the air, but before the moment the outcome is observed.
The moment of choice itself cannot be observed, and this is why silent steps
are used. In Section 11.2, a theory with probabilities is discussed that allows
for a better description of examples in which probabilities play a role.

Assume now that the experiment is carried out in a closed room. Stand-
ing outside, an observer cannot observe anything occurring. However, if head
comes up, the statistician yells: ‘Head!’, which means that the outside observer
can ‘observe’ the head action, whereas actions from I = {ross, tail} are still
hidden from the observer. Thus, the observer observes the process 7;(S). Be-
cause the coin is fair, after a number of tails (zero or more), head will come
up. So, following this intuition, one would expect the following equality:

7(S) = t.head.1,

saying that after some internal activity head is observed. Figure 8.11 shows
that the transition system associated with S where all actions from [ are re-
placed by the silent step and the transition system associated with t.head.1 are
indeed rooted branching bisimilar.

The question now arises whether the expected equality can also be derived
from the axioms of the equational theories considered so far. The Fair-Iteration
Axiom of the previous section only considers a t-loop consisting of a single 7
action, and not a cycle consisting of more than one t-step. This axiom cannot
be applied to prove the above equality. In fact, none of the axioms considered
so far allows the derivation of the equality. Still, it is preferable to be able to
derive this identity equationally.

The Fair-Iteration Axiom can be rephrased in a setting with recursion in the
form of the following conditional axiom (see also Section 5.3). The axiom is
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Fig. 8.11. Statistician.

given as a deduction rule, with x and y process terms, i € A an action, and
I C A some set of actions.

x=ix+y i€l

(KFARDY).
T.77(x) = .77 (y)
Notice that in the equation x = i.x + y, the occurrence of recursion variable
x is guarded, so the process x is uniquely defined and it makes sense to write
77 (x).
In general, when there is a cycle of internal steps iy of length n, conditional
axioms, one for each n, can be formulated as follows.

X1 =i1.x2+ Yy
X2 =1i2.X3+ y2

. b
Xp—1 = lp—1.Xp + Yn—1 (KFAR)).
Xn = ln-xl + yn

i1,i2,--+,ip € I U{t}, with at least one iy # T

t.rr(xy) = t.(rr () + 1 (y2) + -+ 11 (Yn))

The i} actions in the equations for x; form a cycle; the y; specify the be-
haviors that leave the cycle. Figure 8.12 illustrates KFARE. Note that some
of the i; may be equal to 7, but not all of them, since that would make the
specification of the x; unguarded.

The given deduction rules are collectively called Koomen’s Fair Abstrac-
tion Rules, abbreviated as KFARP. The ‘b’ in this name indicates that this
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T O+

+77(v4)

Fig. 8.12. An illustration of KFARP.

formulation holds in the context of (rooted) branching bisimilarity. The origi-
nal formulation of Koomen’s Fair Abstraction Rules only works in the context
of another semantic equivalence called weak bisimulation (see (Baeten et al.,
1987b)). KFARP says that, in abstracting from a set of internal actions, even-
tually (i.e., after performing a number of internal steps) an external step will
be chosen (unless no such steps exist).

Theorem 8.8.12 (Validity of KFAR®) Principle KFARP is valid in both the
term models with and without recursion constants: P(TCP; (A, ¥))/ <, E
KFARP and P(TCP; rec(A, 7))/ <, = KFARP.

The proof of this result is straightforward and left to the reader. The theorem
states that the collective set of KFARP deduction rules is valid in the standard
term models. However, it is interesting to observe that the individual rules
are independent. For any n, there is a model for TCP; rec(A, y) that validates
KFARB 41 butnot KFARE. A proof of this fact is outside the scope of this text,
but can be found in (Baeten & Weijland, 1990).

Example 8.8.13 (Tossing a coin) Consider the following description of the
statistician tossing a coin until head comes up, that is equivalent to the one
used in Example 8.8.11:
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S =toss.S" +0,
S =1.8" + t.head 1,
S” = tail .S + 0.

Recall that I = {toss, tail}. Then, using KFARP, the following derivation can
be obtained. Note that communication does not play a role, so y can be chosen
arbitrarily.

(TCP; rec + KFAR)(A, y) F
7.77(8") = t.(77 (t.head.1) + 1;(0) + 7;(0))
= 1.7.head.1
= t.head.1.

It then follows easily that

(TCPr,rec + KFARb)(A, 121
77(S) = 1/ (toss.S') = 1.7/(S") = t.7.head.1 = 1.head.1,

which proves the desired result.

Example 8.8.14 (Throwing a die) The statistician of Example 8.8.11 now de-
cides to throw a die until six comes up. This is described by

Sy = throw.(t.one.Sy + 1.two.Sy + t.three.S)
+ t.four.Sy + t.five.S> + t.six.1).
Again, the experiment is carried out in a room, and the observer outside can
only hear the yell ‘Six!’. Abstracting from actions I = {throw, one, two, three,
four, five}, one would expect that the identity 7;(S2) = rt.six.1 is derivable
from the equational theory. However, the proof principle KFARP cannot be
used directly to prove this expected result. (Try it.)

The reason that KFAR® cannot be applied in the above example is that the
structure of the recursive equation does not lead to a simple cycle, as illustrated
in Figure 8.13. Using a trick, based on renaming of actions (see Section 6.7),
it is possible to apply KFARP nonetheless, see Exercise 8.8.5. This trick can
be used in some cases to extend the applicability of the proof principle, but
also fails for more complicated structures of transition systems (although even
then, with a more general theory of renaming, KFARP is sufficient (Baeten &
Weijland, 1990; Vaandrager, 1986)). Therefore, it is useful to have a version
of KFARDP that is applicable to arbitrary so-called clusters of internal steps: the
Cluster Fair Abstraction Rule CFAR.

Definition 8.8.15 (Cluster) Let E be a recursive specification, and let I C A.
A subset C of variables from E is called a cluster of I in uX.E if variable
X of E is in C and if the following condition holds: for all Z € C, there
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Fig. 8.13. The statistician throwing dice.

exist actions iy, ---, i, € I U {t}, recursion variables X,---, X,, € C, and
recursion variables Y1, ---, Y, & C for some m > 1 and n > 0 such that the
equation for Z in E is of the form

m n
Z = Zik.Xk + Z Y;.
k=1 =1

The variables Y; in this equation are called the exits of Z and denoted U (Z).
Furthermore, the exit set of the cluster C is U(C) = |Jz.c U(Z). A cluster is
called conservative if every exit Y € U(C) is accessible from every variable in
the cluster by doing a number of steps from I U {7} to a cluster-variable which
has exit Y.

Example 8.8.16 (Cluster) Reconsider process S> of Example 8.8.14. This
process can be defined by the following guarded recursive specification E:

Sy = throw.Xo +0
Xo=t.X1+t.Xo+t.X5+1t.X4+7.X5+ X
X1 =one.S5+0

X, =two.5, +0

X3 = three.S5> + 0

X4 = four.S> + 0
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X5 = five.S +0

X = T.six.1.
Then, C = {9, Xo, X1, X2, X3, X4, X5} is a conservative cluster of /I =
{throw, one, two, three, four, five} with exit X¢ in any of the processes uX.E
with X in C. Note that the 0 summands in the equations correspond to empty

summations. They are included to illustrate how the equations fit Definition
8.8.15.

Definition 8.8.17 (CFAR®) Let E be a guarded recursive specification in
which the recursion variable X occurs and let I/ € A. Let C be a finite con-
servative cluster of 7 in uX.E and let U be the set of exits from the cluster C.
Then, the following identity is derivable.

. (X) =t < > r,(Y)) (CFARY).
YeU
Note that CFAR® is, like KFARb, a conditional axiom. It is valid for the
standard term model of theory TCP; rec(A, y) (Baeten & Weijland, 1990;
Vaandrager, 1986).

Example 8.8.18 (Application of CFAR®) Return to Example 8.8.16. The
given cluster C is finite. Consider the process specified by Xo. By CFARP,
it follows that

(TCP; rec + CFARP)(A, y) F .77 (X) = 1.77(X6) = T.six.1.
This result easily leads to the result that
(TCP; rec + CFARP)(A, y) F 77(S2) = T.six.1,

which is the desired result, as explained in Example 8.8.14.

Exercises

8.8.1  Recall the specification and calculations for a two-place buffer from
Section 7.6. A two-place buffer with input channel i and output chan-
nel o is given by the following equations:

Buf2 =14 Y i?d.B; and,foralld € D,
deD

By =old.Buf2+ > i%.0\d.B,.
eeD

Assuming that Buf1,, is a one-place buffer with input port p and
output port g, i.e.,

Buflp, =1 +dZD p?d.q\d.Buf1,,,
€
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8.8.2

8.8.3

8.84

8.8.5

8.8.6
8.8.7
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and assuming the standard communication function ys (see Definition
7.3.1), prove that

(TCPr,rec + RSP) (Aa VS) =
Buf2 = t;(0n (Buf 11 || Buf150)),

where H = {l!d,[?d |d € D}and I = {I"d | d € D}.
Prove that the recursive specification {X = i.7(;;(Y), ¥ = j.7;;(X)}
has more than one solution in the standard term model of theory
TCP; rec (A, y) based on rooted branching bisimilarity.
Try to define the notion of guardedness for recursive specifications
that, in contrast to what is allowed by Definition 8.8.3 (Guardedness
in TCP; (A, y)), may contain abstraction operators. As usual, the
definition should guarantee that every guarded recursive specification
has a unique solution in the standard term model, based on rooted
branching bisimilarity in the current context. Consider only finite
specifications.
Show that the conclusion of the KFAR? deduction rule can equiva-
lently be formulated as follows:

() =1 +T.(tr() + -+ T (n))-

Let I € A be some set of actions, and let t € A be some action.
Define a renaming function (see Section 6.7) f by f(a) =t,ifa € I,
and f(a) = a, otherwise. The renaming operator p s is denoted ¢; and
called the pre-abstraction operator. Prove for all closed TCP, (A, y)-
terms p that

TCP: (A, y) F t1(p) = 1y (t1(p)),

whenever ¢ does not occur in p.

Assume this equation also holds for recursively defined processes and
reconsider Example 8.8.14 (Throwing a die). Use this equation to
derive 77(S2) = t.six.1, using only the axioms of TCP¢ rec(A, y) and
KFARP.

Show that KFARP can be derived from CFARP.

Suppose someone starts a random walk in the lower left-hand corner
of the 3 x 3 grid shown below. When arriving in the upper right-
hand corner, the person stops walking. The process P describing this
random walk has actions begin, north, west, south, east, end. Give
a recursive specification for P. Let I = {north, west, south, east}
and calculate 77 (P) using CFARP. Does this result conform to your
intuition?
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north
end

west east

begin

south

8.8.8  Formulate a variant of the KFARP principle that is suitable for the
abstraction of unstable divergence, as treated in Exercise 8.7.4. Use
the resulting rule to establish the identity desired in Example 8.8.11
(Tossing a coin).

8.9 Verification of the ABP and queues revisited

Consider again the Alternating-Bit Protocol from Section 7.8. In that section,
it was already mentioned that the process oy (S || K || L || R) after abstraction
of internal actions, satisfies the specification of the one-place buffer Buf1;,. In
this chapter, these claims are backed with a formal derivation of the following
theorem.

Theorem 8.9.1 (Alternating-Bit Protocol) The Alternating-Bit Protocol is a
correct communication protocol, i.e.,

((TCP; 4+ HA)ec + CFAR® 4+ RSP)(A, y5) -
77 (@u(S | K || L || R)) = Buf1li,,
where H = {p7x, plx | x € FU{0, 1, L}, p € {sk, kr,rl,Is}} and I = {p?x |
x e FU{0,1, L}, p € {sk, kr, 7l, Is}} U {t}.

Proof In Section 7.8, the following recursive specification has been
derived for the process 0y (S || K || L || R), using among others the Handshaking
Axiom HA. The specification uses the recursion variables X, X 14, X24, Y,
Y14, and Y24 (for each d € D), with process X equal to 0y (S || K || L || R):

X =14+ > iMdXly,

deD
X1y = sk?d0. (t.kr? L.rI?1.(¢.Is? L. X145 +t.01s71.X 1)

+ 1.kr?d0.0'd . X24) ,
X2y = 0. (1.1s? L.sk?dO0.(1.kr? L. X2y + 1.kr?d0.X24) + 1.1s70.Y) ,

Y =1+ id.Yly,
deD
Y14 = sk¥1. (t.kr? L.r0.(t.1s?L.Y 14 + £.1s70.Y 1)

+t.kr?dl.0ld.Y2,),
Y24 =r?. (t.Is?L.sk¥1.(t kr? L.Y24 + t.kr?d1.Y24) 4 1.1s71.X) .
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As the next step, for the process X 1,4, an alternative recursive specification is
given using additional recursion variables Z, - - -, Zg. The reason for doing
so is that the above recursive specification does not fit well with the format
required for applying CFARP®. The equivalence of the two recursive specifica-
tions can be shown in a straightforward way.

X1y = sk?d0.Z,,

Z1 =t.Zy+t.kr?d0.0ld. X2,
Zy =kr?l.Z3,

Z3 =rl".Zy,

Zy =t.Zs+1t.Zg,

Zs =1Is"1.X1g,,

Ze =1Is'1.X1g4.

Then, {X14, Z1, Z, Z3, Z4, Zs, Zs} is a finite conservative cluster of I, with
exit t.kr?d0.0!d.X2,;. (Note that, when strictly following Definition 8.8.15
(Cluster), the exit should have been defined using an additional recursion vari-
able.) From CFARb, it then follows that

(TCP; rec + CFARP)(A, y5)
11(X1g) = .77 (t.kr?d0.0'd . X24) = t.0ld.T1(X24).

So, the first cluster of internal steps, as visualized in Figure 7.9, has disap-
peared. The same procedure is followed for the cluster around X2,. The
alternative recursive specification is the following:

X2, =1r10.Z;,

Z1 =t.Zr+1t.1s?0.Y,
Z, =1Is"1.7Z3,

Z3 = s5k?d0.Z4,

Zy =t.Zs+1t.Zg,
Zs =kr?d0.X2,,
Ze =kr?L.X2,.

Again, from the fact that { X2, Z1, Z>, Z3, Z4, Z5, Z¢} is a finite conservative
cluster of I, it follows that:

(TCP; rec + CFARP)(A, ys)
771 (X24) = 1.77(2.1s?d0.Y) = t.7;(Y).

Combining these results leads to
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(TCP; rec + CFARP)(A, y5) -

X)) =14+ Y i%d.1;(X1y)

deD

=14 Y i%d.t.old.7;(X24)
deD

=14+ Y i2Md.old.t.t;(Y)
deD

=14+ Y i%.0ld.1(Y).
deD

In the same way, one can derive

(TCP; rec + CFARP)(A, y5) -
u¥) =1+ Y i%d.old.t;(X).
deD

Now, consider the guarded recursive specification:

Wi =14 ) i2.old.Wy,
deD
Wo=14 ) i.old.Wj.
deD
It is straightforward that the equations for W and W, can be derived from
(TCPy rec + CFARY)(A, ys) for both the following substitutions for W; and

Wz:

Wi = 11(X), and Wi = Bufl,,
Wor = 1;(Y), Wy — Buf'l;,.

Using RSP, it follows that

(TCP; rec + CFAR® + RSP)(A, ys) b /(X) = Buf1;,. O
Observe that the use of CFARP in the verification of the Alternating-Bit

Protocol means in fact that the choice made by the channels is fair. Doing this,

the possibility that any of the channels is completely defective is excluded.

To finish this section, consider again the two specifications of the process
queue proven equal in Proposition 7.7.4 (Queues). Here, another specification
of the unbounded FIFO queue is given, that uses abstraction in an essential
way. The idea behind the following specification is that two queues chained
together in sequence behave exactly like one single queue, as long as the inter-
nal communications are hidden. The idea is illustrated in Figure 8.14. Here,
QP14 stands for the queue with input port p and output port g.

Define H, = {p?d, p!d | d € D}and I, = {p¥ | d € D} for p =1i,1l, 0.
Consider the following recursive specification of Q. This specification has
six variables QP4, for each pair of distinct values from {i, [, 0}, and QP uses
auxiliary port r, such that {p, ¢, r} = {i, [, 0}.
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QiO

Fig. 8.14. Queue with abstraction.

0 =1+ Y i%.1;,y,(Q" | 1'd.Q")),

ol =1 +d§)i?d.rlu(aH0(Qi0 111d.Q),

ol =1 +d§)l?d.r1i (0, (Q' | 0'd.Q™)),

0ol =1+ diD 0.ty (3, (Q° || 1'd.Q™)),

ol =1 +d§)l?d.t10(8H0(Q’” | ild.Q%)),

Q%=1+ ziz 0?d.t;, (3, (Q° | i'd. Q).
c

Note that this is not a guarded recursive specification. Nevertheless, it has a
unique solution in the term model that coincides with the solution of the spec-
ification Queuel from Proposition 7.7.4 (Queues). This result is not proven
here. The reader interested in a proof is referred to (Van Glabbeek & Vaan-
drager, 1993). The proof in (Van Glabbeek & Vaandrager, 1993) uses auxil-
iary operators. It is unknown whether a direct proof using only the framework
developed in this chapter exists.

Exercises

8.9.1 Let the processes S, K, and R, and the set of blocked actions H
be defined as in Exercise 7.8.1. Derive a recursive equation for the
process t; (g (S|| K || R)), where I = {s?x, r?x | x € DU{ack}}U{t}.
Is this communication protocol correct?

8.10 Bibliographical remarks

The silent step T was introduced in CCS, see (Milner, 1980), to abstract from
unobservable behavior. Notation 7 is used in that work to stand for the residual
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Other references concerning fairness are (Francez, 1986; Parrow, 1985).
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Timing

9.1 Introduction

The process theories introduced so far describe the main features of imperative
concurrent programming without the explicit mention of time. Implicitly, time
is present in the interpretation of many of the operators introduced before. In
the process a.x, the action a must be executed before the execution of process
x. The process theories introduced so far allow for the description of the or-
dering of actions relative to each other. This way of describing the execution
of actions through time is called qualitative time. Many systems though rely
on time in a more quantitative way.

Consider for example the following caller process. A caller takes a phone
off the hook. If she hears a certain tone, she dials some number. It does not
matter which one. If she does not hear the tone, she puts the phone back on the
hook. After dialing the number, the caller waits some time for the other side to
pick up the phone. After some conversation, the caller puts the phone back on
the hook. In case the call is not answered within some given time, the caller
gives up and also puts the phone back on the hook.

To be able to describe such systems in process theory in the same frame-
work as untimed systems, many process theories have been extended with a
quantitative notion of timing. In extending the untimed process theories with
timing a number of fundamental choices have to be made with respect to the
nature of the time domain, the way time appears syntactically in the equational
theory, and the way time is incorporated semantically.

Linear time versus branching time Different time domains that are
used in modeling real-life applications are the natural numbers and the non-
negative real numbers. These time domains have in common that any two
moments in time can be compared using some total ordering < on that time

301
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domain. Time domains for which such an ordering is given (and used in com-
paring moments in time) are called /inear time domains. In principle, one
could also consider a time domain where only some of the moments in time
can be compared, e.g., to express the lack of a globally synchronized clock, or
to model relativistic space/time. These are the branching time domains. The
time domains that appear in the process algebra literature, but also in almost
any case study, are of the first type. In this chapter, therefore, a linear-time
process theory is developed.

Discrete versus dense time A difference between the naturals and
the non-negative reals is that in the latter between any two reals another one
can be found, whereas for the naturals this is not possible. The naturals form an
instance of a so-called discrete time domain; the non-negative reals are called a
dense time domain. In this chapter, a discrete-time process theory is developed.
A reason for selecting this type of time domain is that the relation with the
untimed theory is easier to establish. In a discrete time domain, time is divided
in so-called time slices: actions take place within a certain time slice, and
within a certain time slice, ordering of actions is only qualitative. In moving
to the next time slice, a special ‘tick’ event takes place, resembling the notion
of a clock tick.

As a remark aside, note that the use of an uncountable, dense time domain
such as the non-negative reals would provide means to specify uncountable
processes, which is not possible with any of the techniques worked out in detail
in this book; for more details, see the discussion and results in Section 5.7.

Absolute versus relative time Depending on the type of applica-
tions one wishes to describe using the timed process theory, either the passage
of time is described relatively to a global clock, or relative to the previous ac-
tion. The first way of describing time is called absolute time, the latter relative
time. Process theories where both paradigms are combined also exist in the
literature; these are called parametric-time process theories. In this chapter, a
relative-time process theory is developed.

Timed action execution In the untimed process theory, it has been
assumed that actions occur instantaneously. In developing a timed process the-
ory, one has to decide whether actions have a duration or are still considered to
occur instantaneously. In this chapter, the execution of an action in the timed
process theory is assumed to be instantaneous, or maybe it is better to say
that the observation of action execution is instantaneous. Thus, the interleav-
ing approach to parallel composition can still be followed, and simultaneous
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occurrence of actions is reserved for the description of communication. In a
discrete-time theory, action execution within a certain time slice can be dealt
with as in untimed process algebra, but in a dense-time theory, a closer look has
to be given to simultaneous execution of actions, as actions in unrelated parts
of a system might occur at the same moment of time. Then, the usual choice
in process algebra is to allow actions to execute consecutively at the same mo-
ment of time, rather than the alternative of using so-called multi-actions for
such an occurrence.

Time-stamped versus two-phase description Capturing the timing
aspects of a process can essentially be done in two ways. One way is to attach
to each action a moment in time, or a time slice. This way of describing time
is called time-stamping. The other way is to denote the passage of time itself
in between actions explicitly. This way of describing time is paraphrased as
the two-phase description of time. To stay as close as possible to the untimed
transition systems and the syntax of the process theories in the previous chap-
ters, in this chapter, a two-phase approach is used at the syntactical level of
description. On the other hand, semantically, a time-stamped treatment is fol-
lowed. The latter allows a better treatment of time determinism (to be treated
next), and allows easier extensions.

Time determinism versus time non-determinism In the previous
chapters, the execution of an action resulted in resolving a possible choice
between alternatives. Thus, in a term a.1 + b.1, it is possible to execute a and
thereby not do b, or to execute b and thereby not do a. As long as neither action
has occurred, the choice is not determined. Now it can be the case that a and
b are constrained in time; for example, it might happen that a can only occur
in the following time slice (after one ‘tick’ event has occurred), and that b can
only occur in the time slice thereafter (after two ticks). Then, when the first
tick occurs, no choice is made, as both actions are still possible. This is called
time determinism: it is not possible that time evolves in different ways. Thus,
the tick event is different from an action in this respect. Most timed process
algebras adopt the principle of time determinism, but there are exceptions.

Continuing the example, after the first tick, the action a can be executed,
thereby disabling b. In this book, it is also allowed that a second tick event oc-
curs, thereby moving to the following time slice, in which the choice for b can
be effectuated. The occurrence of the second tick disables the occurrence of a,
as the time slice in which it should occur has passed. Thus, the passage of time
can disable a choice. This is called weak time determinism. When the principle
of strong time determinism is adopted, on the other hand, then the second tick
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cannot be executed, and in this example, necessarily a must occur, and action
execution has priority over passage of time. Adopting weak time determinism
as is done here adheres to the intuition of alternative composition. Moreover,
it makes it easier to describe timeouts.

Interpretation of untimed processes A crucial point in the devel-
opment of the timed process theory in this chapter is the relation between the
untimed process theories of the previous chapters and the timed process theory
of this chapter. The view adopted in this book is that the timed process the-
ory should be an equationally conservative ground-extension of the untimed
process theory. As a consequence, every untimed process term should be in-
terpreted in the timed setting in a consistent and meaningful way, especially,
taking care to respect the identities between untimed processes. Basically,
there are two ways of interpreting an untimed process. The first one is to as-
sume all action execution to take place in one and the same time slice. The
second one is to assume all action execution to take place arbitrarily dispersed
over time though still respecting the ordering of actions as described in the
untimed process term. This last interpretation fits better with an engineering
discipline where first an untimed model is given, and after verification of the
functional behavior, timing information is added to perform some timeliness
verification. Hence, in this chapter, a timed process theory is developed that is
a conservative ground-extension of the untimed theory under the interpretation
that untimed actions can take place at an arbitrary moment in time.

9.2 Timed transition systems

Definition 9.2.1 (Timed transition-system space) In order to extend a
transition-system space to take timing into account, both action execution and
termination are extended with an extra parameter, a natural number that indi-
cates after how many ticks the action or termination takes place. Moreover,
there is an extra predicate ~~ that indicates how many ticks are possible from
a given state.

A timed transition-system space over a set of labels L is a set S of states,
equipped with one quaternary relation — and two binary relations |, and ~~ :

(i) > C § x N x L x S is the set of transitions;
(i) | € S x Nis the set of terminating states;
(iii)) ~» C § x N is the set of possible delays.

The notation s , % tis used for (s,n,a,t) € — , and means intuitively
that from state s, after n ticks, action a can be executed resulting in state ;
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next, s, is used for (s,n) € |, and means that from state s, after n ticks,
termination is possible; finally, s ~-,, notation for (s,n) € ~» , means that
n ticks are possible from state s. The following implication is assumed to
hold: whenever s , — 1 or sl,, then s ~»,. Note that a state may satisfy
other ~», predicates in addition to those that are implied by the transitions and
termination options. These can be used to specify timing behavior independent
of actions or termination.

In the rest of this chapter, assume that (S, L, —, |, ~») is a timed transition-
system space. Each state s € S can be identified with a timed transition system
that consists of all states and transitions reachable from s. The notion of reach-
ability is defined by generalizing the transition relations.

Definition 9.2.2 (Reachability) The reachability relation —* C § x S is
defined inductively as follows:

(i) s »>* s foreachs € S;
(ii) forall s,t,u € S,n € N,anda € L, if s —>*t and ¢ ni u, then
s =% u.

A state r € S is said to be reachable from state s € S if and only if s —* 7.

Definition 9.2.3 (Timed transition system) For each state s € §, the timed
transition system associated with s consists of all states reachable from s,
and has the transitions and terminating states induced by the timed transition-
system space. State s is called the initial state or root of the timed transition-
system associated with s. Usually, ‘timed transition system s’ is used to refer
to the timed transition system associated with s.

The graphical representation of timed transition systems is similar to the
graphical representation of transition systems in the previous chapters. The
arrows and terminations have a natural number as an additional label. The ~~
predicates are omitted if these are implied by other arrows or terminations, and
are denoted with dotted arrows annotated with natural numbers otherwise.

Example 9.2.4 (Timed transition system of the caller process) The timed
transition system in Figure 9.1 represents the caller process described in the
introduction to this chapter. From state 0, there is a transition for every n € N;
state 4 has a transition for every m € N.

Example 9.2.5 (Timed transition system) Figure 9.2 shows another exam-
ple of a timed transition system. In the initial state, it has among others an
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onhook

onhook
connected
connected
connected

enabled

0 0
Fig. 9.1. An example of a timed transition system: the caller process.

option to allow the passage of time for two time units, after which time cannot
progress any further, the process cannot terminate successfully, and it can no
longer continue anymore with any action (i.e., it deadlocks).
a b
() () ()
N TN

o2
\

Fig. 9.2. Another example of a timed transition system.

Definition 9.2.6 (Timed bisimilarity) A binary relation R on the set of states

S of a timed transition-system space is a timed bisimulation relation if and only
if the following transfer conditions hold:

(i) for all states s, ¢, s’ € S, whenever (s, ?) € R and s n—a> s’ for some
a € Landn € N, then there is a state #' such that ¢ , — ¢’ and
(s',t) € R;

(i1) vice versa, for all states s, ¢, ¢’ € S, whenever (s, t) € R and ¢ a1
for some @ € L and n € N, then there is a state s’ such that s ,— s’
and (s',¢') € R;
(iii) whenever (s, ?) € R and s, for some n € N, thent,;
(iv) vice versa, whenever (s, t) € R and ¢, for some n € N, then s,,;
(v) whenever (s,t) € R and s ~», for some n € N, then ¢ ~+,;
(vi) vice versa, whenever (s, t) € R andt ~», forsome n € N, then s ~-,,.

Two transition systems s,¢ € § are timed-bisimulation equivalent or timed

bisimilar, notation s < ¢, if and only if there is a timed bisimulation relation
R on § with (s, t) € R.

Theorem 9.2.7 (Equivalence) Timed bisimilarity is an equivalence.
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Proof The proof that bisimilarity is an equivalence can be followed
exactly, in order to show that timed bisimilarity is an equivalence. |

9.3 Discrete time, relative time

This section presents theory BSPY"(A), which is a variant of BSP(A) with dis-
crete, relative time. It is formally not an extension of BSP(A) as defined in
Definition 2.2.14, because the signature of BSP(A) is not included in the sig-
nature of BSPY(A). Although earlier it was argued that the ‘any-time-slice’
interpretation of the untimed atomic actions is more interesting, this section
first presents an elementary theory with actions that take place in the current
time slice. The signature of theory BSPY™'(A) contains, besides the alternative-
composition operator +, a current-time-slice action-prefix operator a._, for
any a € A, and the constants current-time-slice time stop 0 and current-time-
slice termination 1. The process a.x executes the action a in the current time
slice and continues as the process x. The constant  expresses that time can-
not progress beyond the current time slice, and no termination can take place.
The current-time-slice time-stop constant is the identity element for alterna-
tive composition. The constant 1 expresses that time cannot progress beyond
the current time slice, and that termination takes place. The current-time-slice
termination constant is the identity element for sequential composition (to be
added in Section 9.7). As all the atomic actions take place in the current time
slice, the signature of the process theory contains the time-prefix operator o._
to describe the passage to the next time slice explicitly. The process o.x passes
to the next time slice and then executes x. In order to be able to distinguish
between action execution and passage of time, it is assumed that o & A.

As an example, the process term o.(a.1 4 0.b.1) specifies the process that
can execute an a action in the second time slice followed by termination in
that second time slice, or a b action followed by termination in the third time
slice. This process term conforms to the example used in the introduction of
this chapter to illustrate time determinism.

The axioms of BSP"(A) are given in Table 9.1. They capture the properties
of the operators mentioned before. Axiom DRTF, for Discrete Relative Time
Factorization, captures the intuition that the passage of time by itself does
not determine a choice, i.e., the already mentioned (weak) time determinism.
Mathematically, DRTF can be paraphrased as the distribution of time prefix
over alternative composition.

Example 9.3.1 (Derivation) The process terms (0.a.1 + o.b.1) + 0.0 and
o.(a.1 +b.1) are equal in BSPY(A), as can be seen as follows:
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__BSPIt(4)
constant: 0, 1; unary: (a.-)geA, 0. binary: -+ _;
X, ¥, 25
x+y=y+x Al
x+y)+z=x+0O+2) A2
X+x=x A3
x+0=x A6DR
o(x+y)=0ox+o.y DRTF

Table 9.1. The process theory BSPd“(A) (witha € A).

BSPI(A)- (0.a.1+0.b.1) +0.0=0.(a.1 +b.1) +0.0
=o0.((al+b1)+0) =0.(al+b.D).

The process theory BSPY(A) is not an equational conservative ground-
extension of the process theory BSP(A), since the signature of BSP(A) is not
included in the signature of BSPY"(A). Nevertheless, there is a strong rela-
tion between these process theories. If one interprets the operators 0, 1, and
a._of BSP(A) as the current-time-slice variants 0, 1 and a._ of BSPY(A), re-
spectively, then it turns out that all equalities of BSP(A) are also equalities of
BSPY"(A). This kind of relation between two process theories is also called an
embedding. The intuition of the embedding described above is the previously
mentioned embedding of untimed process theory into timed process theory
where all activities take place in the first time slice.

Further on, there is a need to consider closed BSPd”(A)—terms in a particular
form, called basic terms, in line with the notion of basic terms as already used
in Chapter 2. In the following definition, analogous to Notation 4.6.6 (n-fold
action prefix), notation o x is used for the n-fold time prefix.

Definition 9.3.2 (Basic BSPd“(A)-terms) The set of basic terms over the sig-
nature of BSP4"t (A) is defined inductively as follows:

(i) terms 0”0 and 0”1 are basic terms, for eachn € N;
(ii) for each basic term p, actiona € A, and n € N, o"a.p is a basic
term;
(iii) if p, g are basic terms, then p + ¢ is a basic term.

The following is a kind of elimination theorem: a time prefix occurring
before a choice is eliminated.

Proposition 9.3.3 (Reduction to basic terms) Let p be a closed BSPY(A)-
term. Then there is a basic BSPY"'(A)-term ¢ such that BSPY(A) - p = q.
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Proof Straightforward, by using Axiom DRTF as a rewrite rule from
left to right. U

Exercises

9.3.1  Complete the proof of Proposition 9.3.3 (Reduction to basic terms).

9.4 The term model

In this section, a model is constructed for BSPd“(A), by associating a timed
transition system with each closed process term and then considering timed-
bisimilarity equivalence classes of these timed transition systems.

Definition 9.4.1 (Term algebra) Algebra P(BSPY(A4)) = (C(BSP¥'(A)),
+, (@.D)aea, 0., 0, 1) is the term algebra for theory BSPY(A).

A timed transition system is associated with each process term by means of
the term deduction system presented in Table 9.2.

__TDS(BSPIt(4))
constant: 0, 1; unary: (a@._)geA, 0. binary: _+ _;
x, x', v,y
X~ Lo a.x o> x
a
X ~op Xy X p— X
0.X ~pt] 0.X{n+1 o.X ,H_l—a) x’
X ~p Xdn Yn
X+ Yy ~p x+n (x+y)Nn
a a
Y ~n X p—> X y n—> y
Xy ~n X'f')’nﬁ)x/ X+ynﬁ>y’

Table 9.2. Term deduction system for BSPd“(A) (witha € A, n € N).

Example 9.4.2 (Timed transition system of a BSPd“(A)-term) The timed
transition system of Figure 9.2 is the transition system associated to the process
term o.(a.0.b.0.1 4+ 0.0).



310 Timing

The first axiom of the term deduction system of Table 9.2 says that every
process in the present theory satisfies the predicate ~q, i.e., every process
allows zero time ticks to occur. In some theories with timing, processes occur
that denote an inconsistency, e.g., a timing inconsistency in an absolute-time
theory. Such inconsistencies can be operationally characterized by the absence
of the predicate ~.

As already mentioned, the predicates ~+, can in general be used to specify
timing behavior independent of actions and termination. In the present con-
text, they are needed to distinguish processes that only differ in their timing
behavior. To give an example, the processes specified by terms 0 and ¢.0 are
only distinguished by the predicate ~~1.

With the given term deduction system, the construction of a term model goes
along the lines as before.

Theorem 9.4.3 (Congruence) Timed bisimilarity is a congruence on the al-
gebra P(BSPY(A)).

Proof The results presented in Chapter 3 do not apply directly to
prove the desired congruence result, because the notion of transition systems
used in the current chapter is different. However, (Baeten & Verhoef, 1995)
shows that the meta-theory of Chapter 3 generalizes to transition-system spaces
with multiple types of transitions and multiple predicates on states. The timed
transition systems of the present setting fit into the framework of (Baeten &
Verhoef, 1995), and the congruence result follows from the path format, as
defined in (Baeten & Verhoef, 1995) for the general setting, of the deduction
rules of Table 9.2. |

Definition 9.4.4 (Term model of BSPY'(A)) The term model of process the-
ory BSPU(A) is the quotient algebra P(BSPY(A)) /<.

Theorem 9.4.5 (Soundness) Theory BSPY(A) is a sound axiomatization of
the algebra P(BSPY'(A)) /<, i.e., P(BSPY(A)) /s, = BSPI(A).

Proof See Exercise 9.4.1. |

Next, it is shown that BSPY(A) is a ground-complete axiomatization of
the term model P(BSPY(A)) /<>, Thereto, the following two lemmas are
introduced. Note the correspondence with the Lemmas 4.4.10 (Towards com-
pleteness) and 4.4.11 used in obtaining the ground-completeness of BSP(A)
(Theorem 4.4.12).
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Lemma 9.4.6 (Towards completeness) For arbitrary closed BSPY(A)-terms
p and p’ and arbitrary a € A,n € N:

@) if p ~n, then BSPY"(A) - p = 60 + p;
(i) if pl,, then BSPI(A) - p = 61 + p;
(iii) if p 4~ p’, then BSPY'(A) - p = o"a.p’ + p.

Proof These three properties are proven by induction on n. In the
inductive step, induction on the structure of closed BSPd“(A)—term p is used.
Details are left as an exercise to the reader (Exercise 9.4.2). [l

Lemma 9.4.7 Let p, ¢, and r be closed BSPY(A)-terms. If (p +q) +r <7,
then p+r <(randqg +r < r.

Proof See Exercise 9.4.3. |

Theorem 9.4.8 (Ground-completeness) Equational theory BSP¥(A) is a
ground-complete axiomatization of the term model JP(BSPGlrt (A)) /e, 1.e., for
any closed BSP¥(A)-terms p and ¢, P(BSPY(A)),«, = p = ¢ implies
BSPY(A) - p = 4.

Proof Due to Proposition 9.3.3 (Reduction to basic terms) and the

soundness of the axioms of BSPd“(A) (Theorem 9.4.5), it suffices to prove
this theorem for basic BSPdrt(A)-terms.
Let p and g be basic terms. Suppose that }P(BSPd“(A))/Qt Ep=gq,ie,
p < q. It must be shown that BSP(A) - p = ¢. Since bisimilarity is
a congruence on P(BSP'(A)) (Theorem 9.4.3) and BSPY'(A) is sound for
]P(BSP‘I”(A))/Qt (Theorem 9.4.5), in line with the reasoning in the proof of
Theorem 4.3.10 (Ground-completeness of MPT(A)), it suffices to prove that,
for all basic BSPY(A)-terms p and ¢,

p+q<iq implies BSPY(A) - p+q=gq 94.1)
and
p<ip+q implies BSPM(A)F p=p+gq. (9.4.2)

Property (9.4.1) is proven by induction on the total number of symbols in
terms p and g. The proof of property (9.4.2) is similar and therefore omitted.
Assume p + g < g for basic terms p and g. The base case of the induction
corresponds to the case that the total number of symbols in p and g equals
two, namely when p and ¢ are both equal to O or 1. In the case that p = 0,
using Axiom AG6DR, it trivially follows that BSP*™ (A) - p +¢g = ¢. In
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the case that p = 1, pl¢ and thus (p +¢g)lo. As p + g < ¢q, also glg-
By Lemma 9.4.6 (Towards completeness), BSPY(A) - ¢ = 1 + ¢g. Hence,
BSP¥(A) - p 4+ ¢ = 1+ g = q. The proof of the inductive step consists of a
case analysis based on the structure of term p.

®

(i)

(iii)

(iv)

9.4.1
94.2
9423

Assume p = ¢"0 for some n € N. By Table 9.2, it follows that
p ~n, and so also p + g ~,. As p+ q < ¢, also g ~,. By
Lemma 9.4.6 (Towards completeness), BSPY(A) + qg =0"0+q.
Then, BSPI(A) - p+ ¢ =0"0+¢ = q.

Assume p = ¢"]1 for some n € N. It follows from Table 9.2 that
pl . and therefore also (p + ¢){,. As p + q < q, also q|,. By
Lemma 9.4.6 (Towards completeness), BSPd“(A) Fg =0"1+4q.
Thus, BSP* (A) - p+g =0"1+g =q.

Assume p = o"a.p’ for some @ € A,n € N and basic term p’.
Then, p n— p' and thus p + ¢ ,— p'. As p + q < g, also
q »~ ¢’ for some basic term ¢’ such that p’ < ¢’. By Lemma 9.4.6
(Towards completeness), BSPI™(A) g = 0"a.q" + q. From p’ <,
q’, following the reasoning in the first part of the proof of Theorem
4.3.10 (Ground-completeness of MPT(A)), it follows that p’+¢q’ < g’
and g’ + p’ < p’ and, hence, by induction, BSP(A) F p'+¢' = ¢’
and BSPY(A) F ¢/+ p’ = p/. Combining these last two results gives
BSPY(A) + p' = ¢' 4+ p' = p' 4+ ¢q' = ¢'. Finally, BSPY(A) +
ptq=o"ap +q=o0c"aq +q=q.

Assume p = p1+ p» for basic terms py and p>. As (p1+p2)+g<q,
by Lemma 9.4.7, p1 + q « q and ps + g < q. Thus, by induction,
BSPY(A) - p; + g = ¢ and BSPY(A) - ps + ¢ = ¢q. Combining
these results gives BSPI(A) - p+q = (p1+p2)+q = p1+ (p2+
q) = p1 + g = g, which completes the proof. O

Exercises

Prove Theorem 9.4.5 (Soundness of BSPd“(A)).
Prove Lemma 9.4.6 (Towards completeness).
Prove Lemma 9.4.7.

9.5 Time iteration and delayable actions

In this section, the timed process algebra BSPd“(A) from the previous two
sections is extended with the constants any-time-slice deadlock 0 and any-time-
slice termination 1, the any-time-slice action-prefix operators a._ (fora € A)
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and the auxiliary time-iteration prefix operator ¢ *_ to obtain the process theory
BSPY""(A). The constants 0 and 1 are delayable versions of 0 and 1 which
can take effect in any time slice (present or future). Similarly, a.p denotes the
execution of a in an arbitrary time slice followed by execution of p, and o*p
denotes that the execution of p can be started in any time slice. Note that the
intuitions of 0, 1 and a._ are in line with the ‘any-time-slice’ interpretation of
the untimed constants and action-prefix operators.

__BSPI(4)

BSPIt(4)

constant: 0, 1; unary: (a.)gea, 0¥

X,y
0=0%0 DD o*x =x+o0.0%x ATS
1=0*1 DT oc*x+o0*y=0"(x+y) DRTIF
ax =o0%ax DA oc*o.x =o0.0%x DRTA

o*o*x =o0*x TITI

Table 9.3. The process theory BSPd“*(A) (witha € A).

The axioms of theory BSPd”*(A) are given in Table 9.3. Axioms DD (De-
layable Deadlock), DT (Delayable Termination) and DA (Delayable Actions)
define the any-time-slice constants and action-prefix operators in terms of their
current-time-slice counterparts and time iteration. Axiom DA illustrates that
the any-time-slice action prefix can be interpreted as a delayable action. Ax-
iom ATS (Any Time Slice) recursively defines time iteration. Axiom DRTIF
(Discrete Relative Time Iteration Factorization) expresses that time factoriza-
tion, i.e., the equational equivalent of (weak) time determinism, also applies
to time iteration. Axiom DRTA (Discrete Relative Time Axiom) explains that
also for time iteration time is measured relative to the previous action execu-
tion. Axiom TITI (Time Iteration Time Iteration) says that two consecutive
time iterations are equivalent to only one time iteration. As a consequence,
any number of consecutive time iterations is considered to be equivalent to a
single one.

It is not the case that the newly introduced operators can all be eliminated.
Nevertheless, the newly introduced syntax has some redundancy in the sense
that either the time-iteration operator or the other newly introduced opera-
tors can be eliminated from closed terms. Definition 9.3.2 (Basic BSPdrt(A)-
terms) is extended in order to incorporate the delayable constants and actions.
Note that it uses the n-fold time prefix notation introduced just before Defini-
tion 9.3.2.
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Definition 9.5.1 (Basic BSPd”*(A)-terms) The set of basic terms over the
signature of theory BSPd”*(A) is defined inductively as follows:

(i) terms 0”0, 00, 0"1, and 0”1 are basic terms, for each n € N;
(ii) for each basic term p, actiona € A, andn € N, 0"a.p and o"a.p
are basic terms;
(iii) if p, g are basic terms, then p + ¢ is a basic term.

Again, a closed term can be reduced to a basic term, thereby eliminating the
time-iteration operator.

Proposition 9.5.2 (Reduction to basic terms) Let p be a closed BSPdr‘*(A)—
term. There is a basic BSPY* (A)-term ¢ such that BSPY""(A) - p = q.

Proof See Exercise 9.5.2. |

Theorem 9.5.3 (Conservative ground-extension) Theory BSPd“*(A) is a
conservative ground-extension of theory BSPY(A).

Proof The theorem follows from meta-results in the style of the
results of Chapter 3, in particular Theorem 3.2.21 (Conservativity), for the gen-
eralized operational framework with transition systems with multiple types of
transitions and/or state predicates as treated in (Baeten & Verhoef, 1995). The
proof is based on the term model given below (although the result is model
independent). Ul

A model is constructed for theory BSPI" (4) by associating a timed tran-
sition system with each closed term and then considering timed-bisimilarity
equivalence classes of these timed transition systems. The term algebra for the-
ory BSPY(A) is the algebra P(BSPY"(A)) = (C(BSPY"(A)), +, (a.)aca.
(@.2)gea,0.-,0,0, 1, 1). The term deduction system of Table 9.4 gives a timed
transition system for each term in this algebra.

Proposition 9.5.4 (Congruence) Timed bisimilarity is a congruence on alge-
bra P(BSPY" (A)).

Proof As before, it follows from the format of the deduction rules;
see also the proof of Theorem 9.4.3. U

The term model of BSPY™"(A) is the quotient algebra P(BSPY* (A)) <,

Theorem 9.5.5 (Soundness) Theory BSpPUt* (A) is a sound axiomatization of
the algebra P(BSPY"(4)) /<, i.e., P(BSPY"(4)) ), = BSPY(A).
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__TDS(BSPY* (4))
TDS(BSPYt(A))
constant: 0, 1; unary: (a.)gea, 0¥
x, x";
1, 1~y 0~y
a
a.x p— x a.x ~p
a
0¥ X ~op *xi«n X p—> );/
0 X ngm o*x n+m—> x’

Table 9.4. Term deduction system for BSPd”*(A) (a e A,n,m € N).

Proof See Exercise 9.5.3. |

Also ground-completeness can be shown as before. The following lemma is
in line with the lemmas for earlier ground-completeness proofs.

Lemma 9.5.6 (Towards completeness) For any closed BSPdrt*(A)-terms p
and p’ and arbitrary a € A,n € N:

(i) if p ~p, then BSP™ (A) - p = ¢"0 + p;
@ii) if for all m > n, p ~-,, then BSPd“*(A) Fp=0"0+p;
(iii) if p{,, then BSPY"(A) - p = 61 + p;
(iv) if forallm > n, p|,,, then BSPdn*(A) Fp=d"l+p;
(v) if p p— p/, then BSPY™ (A) F p = o"a.p’ + p;
(vi) if forallm > n, p m— p’, then BSPY (A) - p = o"a.p’ + p.

Proof As in the proof of Lemma 9.4.6, these properties are proven
via induction on n, using structural induction in the inductive step. Based on
Proposition 9.5.2 (Reduction to basic terms) and Theorem 9.5.5 (Soundness of
BSPdrt*(A)), it is sufficient to prove the properties for basic terms. The proofs
need the following fact: if p is a basic BSPY"*(A)-term and P a— p for
some a € A,n € N, then also p’ is a basic BSPd”*(A)—term. This can easily
be established by induction on the depth of the derivation of the transition. [

Lemma 9.5.7 Let p, ¢, and r be closed BSPd”*(A)—terms. If(p+q)+rer,
then p+r <(randg +r < r.

Proof See Exercise 9.5.4. |
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Theorem 9.5.8 (Ground-completeness) Theory BSPd“*(A) is a ground-
complete axiomatization of the term model }P(BSPd”*(A)) /<>, 1.€., for any
closed BSP""(A)-terms p and ¢, ]P(BSPd”*(A))/QI = p = q implies
BSPY"(A) F p = g.

Proof Due to Proposition 9.5.2 (Reduction to basic terms) and the
soundness of the axioms of BSPd“*(A) (Theorem 9.5.5), it suffices to prove
this theorem for basic terms. Let p and g be basic BSPd”*(A)-terms. Sup-
pose that ]P(BSPd“*(A))/Qt = p = gq,i.e., p <q. It must be shown that
BSPd“*(A) F p = g. Since bisimilarity is a congruence on JP(BSPd“*(A))
(Proposition 9.5.4) and BSPdrt*(A) is sound for ]P(BSPd“*(A)) /<>, (Theorem
9.5.5), it suffices to prove that, for all basic terms p and ¢,

p+q<.q implies BSPY(A)Fp+qg=gq 9.5.1)
and
p<(p-+gq implies BSPdrt*(A) Fp=p+gq. 9.5.2)

Property (9.5.1) is proven by induction on the total number of symbols in
basic terms p and g. The proof of property (9.5.2) is similar and therefore
omitted. Assume p + g < g for some basic terms p and g. The base case
of the induction corresponds to the case that the total number of symbols in p
and ¢ equals two, namely when p and g are both equal to 0, 0, 1, or 1.

(1) Assume p = 0. Using Axioms A6DR and Al, it trivially follows that
BSP' (A F p+g=0+g=qg+0=gq.

(i) Assume p = 0. By Table 9.4, p ~~, for all n € N. By Table 9.2 also
p + g ~», for all n € N. Therefore, as p + g < ¢, also g ~~, for all
n € N. Following Lemma 9.5.6 (ii), BSPd“*(A) Fq =0+ q. Then,
BSP (A Fp+g=0+g=q.

(iii) Assume p = 1. Then, pl( and thus (p +¢q)lg. As p + q < q,
also g . By Lemma 9.5.6 (iii), BSPd”*(A) g = 1+ ¢q. Hence,
BSPU'(A) - p+g=1+q=q.

(iv) Assume p = 1. By Table 9.4, p|, for all n € N. By Table 9.2 also
(p+¢g)l, for all n € N. Therefore, as p + g < g, also g, for all
n € N. Following Lemma 9.5.6 (iv), BSPY"(A) - ¢ = 1 + ¢. Then,
BSPM"* (A p+g=1+g=gq.

The proof of the inductive step consists of a case analysis based on the structure

of term p. Using Lemmas 9.5.6 and 9.5.7, this proceeds as in the proof of
Theorem 9.4.8 (Ground-completeness BSPd“(A)). ]
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Exercises
9.5.1 Prove the following for all BSPd“*(A)—terms xand y,and alla € A:

(@) BSPY (A) Fa.x +0 = a.x;

(b) BSPd“::(A) Fox+o*y=y+o0.(x +0%y);
(c) BSPU™ (A) Fa.x +a.x = a.x;

(d) BSPY (A) - o.x +0*x = o*x.

9.5.2  Prove Proposition 9.5.2 (Reduction to basic terms).
9.5.3  Prove Theorem 9.5.5 (Soundness).
9.54  Prove Lemmas 9.5.6 (Towards completeness) and 9.5.7.

9.6 The relation between BSP(A) and BSPdr‘*(A)

This section discusses the relation between the untimed process theory BSP(A)
and the timed theory BSPd”*(A) in some detail. Usually, when extending a
theory, one adds constants and/or operators to the signature, extends the set
of axioms, and extends the original deduction system in such a way that with
respect to the old signature nothing changes.

Comparing the signatures of BSP(A) and BSPdrt*(A), it can be observed
that indeed the latter is an extension of the former. The extension consists
of the constants 0 and 1, current-time-slice action-prefix operators a._, the
time-prefix operator o._, and the time-iteration prefix operator 6*_. How-
ever, theory BSPd“*(A) is not an extension of BSP(A) as defined in Definition
2.2.14, because Axiom A6 of BSP(A) is not included in BSPd”*(A). It can
be shown though that theory BSPd“*(A) is a ground-extension, as defined in
Definition 2.2.18, see Exercise 9.6.1. Furthermore, as explained below, it turns
out that BSPd“*(A) is a conservative ground-extension of BSP(A).

In the operational framework, instead of the transitions and terminations
present in the untimed setting, the timed setting has natural numbers indicating
the time slice as extra parameters, and the possible delays as extra predicates.
Nevertheless, any two closed BSP(A)-terms that are timed bisimilar in the
timed setting are also bisimilar in the untimed setting, and vice versa.

Proposition 9.6.1 (Timed vs. strong bisimilarity) For closed BSP(A)-terms
pand g, p « q if and only if pegq.

Proof Suppose that p < g. Assume that this timed bisimilarity is
witnessed by the relation R on closed BSPd”*(A)—terms, i.e., R is a timed
bisimulation and (p, g) € R. Notice that if p R p’, then p’ is a subterm of
p, soif p is a BSP(A)-term, then also p’ is a BSP(A)-term. If follows that the
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transition system of a BSP(A)-term in the timed model has the same states as
in the untimed model. Moreover, p 4 p’ holds in the untimed model exactly
when p ,—> p’ holds in the timed model (for all n € N), and, similarly, p|
holds in the untimed model exactly when p|, holds in the timed model (for all
n € N). Thus, the relation R is also a bisimulation relation on the term algebra
of BSP(A), showing that p<¢. The other implication follows from a similar
reasoning. |

Using among others this proposition, it can be shown that BSPdrt*(A) isa
conservative ground-extension of BSP(A).

Theorem 9.6.2 (Conservative ground-extension) Theory BSPd”*(A) is a
conservative ground-extension of theory BSP(A).

Proof According to Definitions 2.2.18 (Ground-extension) and 2.2.19
(Conservative ground-extension), it needs to be shown that, for all closed
BSP(A)-terms p and g, BSP(A) - p = ¢ if and only if BSPdr‘*(A) Fp=
q. The implication from left to right, showing that BSPd“*(A) is a ground-
extension of BSP(A), follows from the observation that all axioms of BSP(A)
with the exception of Axiom A6 are also axioms of BSPd“*(A) and the first
part of Exercise 9.6.1. The other implication, showing conservativity, can be
shown as follows. If BSPd”*(A) F p = g for closed BSP(A)-terms p and ¢,
it follows from the soundness of BSPdrt*(A) that p < ¢q. Proposition 9.6.1
(Timed vs. strong bisimilarity) shows that then also p<>¢q. Since BSP(A) is
ground-complete, Theorem 4.4.12, it follows that BSP(A)F p = ¢, completing
the proof. As an alternative, it is possible to prove the result via meta-results
in the style of Chapter 3. The interested reader is referred to (Baeten et al.,
2005). |

The process algebra ACP (Bergstra & Klop, 1984a; Baeten & Weijland,
1990) has action constants instead of action prefixing. At this point, a draw-
back of the ACP approach can be appreciated. For, an action constant a in
ACEP satisfies the law a - 1 = a, and it has the operational rule a £ 1. This
means, interpreted in a timed theory, that after a number of time steps, a is ex-
ecuted, necessarily followed by the option to execute any number of time steps
followed by termination. This means that processes like a.1 or a.0 cannot be
expressed in a conservative timed extension of ACP. If, as is common in ACP
process algebra, the process 1 does not exist, this problem nevertheless resur-
faces when silent actions are added, for then the law a - T = a holds, leading to
a7, and again in a timed setting necessarily any number of time steps are
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allowed to be executed after execution of a. For a more elaborate discussion
on this issue, the interested reader is referred to (Baeten & Reniers, 2007).

Exercises

9.6.1 Prove that BSPd”*(A) F p+ 0 = p for closed BSP(A)-terms p.
Also, give a counterexample for BSPd”*(A) F p + 0 = p for closed
BSPY" (A)-terms p.

9.7 The process theory TCPY" (A, y)

In this section, the process theory BSPY"(A) is extended to the process the-
ory TCPI™ (4, y). This extension is obtained by extending the signature of

BSPd“*(A) with the sequential-composition operator _ - _, the current-time-
slice timeout operator v, the encapsulation operators 0y (for H € A), and the
parallel-composition operators _ || -, _| -,and _| _.

The axioms of the process theory are given in Table 9.5. Sequential com-
position is as before, but here the role of identity that was played by 1 in
the untimed theory, is taken over by the current-time-slice termination con-
stant 1 (see Axioms A8DR and A9DR). In this setting, it can be derived that
1-x = o*x instead. The sequential-composition operator has two left-zero el-
ements: both undelayable inaction (see Axiom A7DR) and delayable inaction
act as such. The axiom 0 - x = 0 (A7) has disappeared since it is derivable
from the remaining axioms. The axiom a.x - y = a.(x - y) (A10) from the
untimed theory is now also derivable. Axioms A10DRb and A10DRc express
that the passage of time is measured relative to the previous action and thus
has no consequences for the future actions: the timing of y is relative to the
last action of x, regardless of the time-prefix or time-iteration operator.

The current-time-slice timeout operator, with Axioms RTO1-5 (from Rela-
tive TimeOut), disallows all initial passage of time. It extracts the part of the
behavior that executes an action or performs termination in the current time
slice. Notice that the equation v(o*x) = v(x) can be derived from the axioms
given. The encapsulation operator is as defined before: encapsulation disal-
lows the actions that occur in the set H and allows all other behavior including
passage of time.

Before continuing with the other operators and axioms in the theory, the fol-
lowing proposition summarizes some simple identities concerning sequential
composition, encapsulation, and the current-time-slice timeout operator that
can be derived from the theory.
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__TCPU™ (A, y)

BSPA* (A):

unary: v, (O0g)HCA; binary: _- _, _ || -, | -, -] -;

X, ¥, 25
x+y)-z=x-z+y-zA4 v =1 RTOI1
(x-y)-z=x-(v-2) AS v(0) =0 RTO2
0-x=0 A7DR via.x) =a.x RTO3
x-1l=x A8DR v(x +y) =v(x)+v(y) RTO4
1l-x=x A9DR v(io.x) =0 RTO5
ax-y=a.(x-y) A10DRa

(ox)-y=o0.(x-Yy) A10DRb
oc*x-y=0%x-y) A10DRc

opH=1 DIDR dg(x +y) =0g(x) +3dg(y) D5
og(0) =0 D2DR 0y (0.x) = 0.0y (x) D6DR
dg(ax)=0 ifae H D3DR dgy(c*x) =c*0y(x) D7DR
dg(a.x) =a.og(x) D4DR

otherwise
xlly=xlLy+ylLx+xly M
OlLx=0 LMI1DR
1|x=0 LM2DR
ax|y=a.(x|y) LM3DR
x+y»lz=xlLz+ylz LM4
ox|Lv(y) =0 LM5SDR
ox| (w(y)+0.2) =0.(x| 2) LM6DR
o*x| o*v(y) = o* (x| o*v(y)) LM7DR
xly=ylx SCI1 Glylz=xllylz)  SC4
x||1=x SC2 xIMlz=x1Ql2) SC5
llx+1=1 SC3DR GLwlz=xLGllz)  SC6
x-10=x-0 SC8DR xIMLz=x1GL2) SC7
0jlx=0 CMIDR
x+ylz=xlz+ylz CM2
1/1=1 CM3DR
ax|1=0 CM4DR
ax|by=c(x|y ify(a,b)=c CMS5DR
ax|by=0 if y (a, b) not defined CM6DR
ox|v(y)=0 CM7DR
ox|oy= (x [y) CMS8DR
o*x|o*y=0*x|o*y+o*x|y) CM9DR

Table 9.5. The process theory TCPd”*(A, y) (witha, b, c € A).

Proposition 9.7.1 (Identities in TCPY" (A, y)) For any TCPY" (A, )-terms
X, y,actiona € A,and H C A,

(i) TCPY (A, y) - v(0) = 0;
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(i) TCPY™ (A, ) Fv(1) = 1;
(i) TCPI (A, y) F v(a.x) = a.x;
@iv) TCPdn*(A, ) Fv(o*x) = v(x);
(v) TCPY(A, ) - 9 (0) = 0;
(vi) TCPY™ (A, y) F (1) = 1;
(vii) fora € H, TCPd“*(A, y) Fdg(a.x) =0;
(viii) fora & H, TCPY" (A, y) F 3y (a.x) = a.0y (x);
(ix) TCPY™ (A, y) - 0-x = 0;
(x) TCPY (A, ) 1-x = o*x;
(xi) TCPY™ (A, ) Fax-y=a.(x-y);
(xii) TCPY™ (A, y) - o*x +0 = o*x.

Proof See Exercise 9.7.1. |

The axioms for parallel composition and the auxiliary parallel-composition
operators are such that parallel processes can only delay if both components
allow this delay. Within each time slice, parallel processes interleave their ac-
tions or communicate. To stay as closely as possible to the interpretation of the
axioms in the untimed setting, it is necessary for both left merge and commu-
nication merge to synchronize passage of time as well (Axioms LM6DR and
CMSDR). The empty process 1 is still the identity element of parallel compo-
sition (Axiom SC2). Some axioms of the untimed theory are no longer valid
in full generality, e.g., 0| x = 0 (LM1) is not valid for all processes x (take
e.g. 0 for x), but only for processes that allow an initial arbitrary delay, i.e.,
delayable processes in the sense of Axioms DD, DT, and DA of Table 9.3. De-
layable processes are processes that can be written in the form o *v(y). Axiom
ATS implies that the progress of time does not affect a delayable process. The
following proposition gives some identities concerning parallel-composition
operators that can be derived from TCpdt* (A, y). Most of these identities are
directly derived from axioms of the untimed theory TCP(A, y). Some of them
are in fact identical to axioms from this theory, whereas others are axioms
reformulated for delayable processes only.

Proposition 9.7.2 (Identities in TCPY" (A, y)) For arbitrary TCPY"" (A, y)-
terms x, y and actions a, b, ¢ € A,

@) TCPdrt*(A, y)Fox|oy=0o(x]|y);
(i) TCPY (A, ) F 0| o*v(x) = 0;
(iii) TCPY™ (A, y) 1| o*v(x) = 0;
@iv) TCPd“*(A, y)ybFax| o*v(y) =a.(x | c*v(y));
(v) TCPY (A, ) F 0| o*v(x) = 0;
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(vi) TCPY (A, ) F 1|1 =1;

(vii) TCPY (A, )11 =1;

(viii) TCPY™ (A, y) Fa.x |1 = 0;

(ix) TCPd“*(A, y)Fax|by=c.(x |y ify(a, b) =c;
x) TCPd“*(A, y)Fax|b.y=0if y(a,b) is not defined;
(xi) TCP™ (A, ) 1| o*v(x)+ 1= 1.

Proof See Exercise 9.7.2. |

The first property of the next proposition shows that terms over the signature
of the untimed process theory TCP(A, y) of Section 7.7 are delayable. For
untimed processes, delayability can be expressed in several different means,
as illustrated by this property. The second property in the proposition shows
that an untimed process also allows arbitrary passage of time at the end. In
combination with the previous two propositions, Proposition 9.7.3 implies that
the axioms of the untimed theory are in the timed setting still valid for terms
of the untimed theory (Exercise 9.7.4).

Proposition 9.7.3 (Delayability of untimed processes) For any arbitrary
closed TCP(A, y)-term p,

TCPY™ (A, Y)Ep=1-p=oc*p=0c*v(p)
and

TCPY (A, ) Fp=p- 1.

Proof See Exercise 9.7.3. U

As expected, the operators that are new in TCpt* (A, y) when compared to
BSP¥*(A) can be eliminated.

Theorem 9.7.4 (Elimination) For any closed TCPd“*(A, y)-term p, there is
a closed BSPY™" (A)-term ¢ such that TCPY" (A, y) F p = q.

Proof 1Tt suffices to prove that for any closed TCPd“*(A, y)-term p,
there is a basic BSPY" (A)-term ¢ (see Definition 9.5.1) such that TCPY" (A,
y) F p = q. The proof does not use rewriting, as the axioms of TCPd“*(A, Y)
are not in a convenient form for such a proof. Instead, the proof uses induc-
tion. (Note that also Exercise 4.5.4 requests an induction-based proof of an
elimination theorem.) The following properties are needed:

(i) for any basic BSPd“*(A)-term p, there exists a basic BSPd“*(A)—term
g such that TCPY (A, y) - v(p) = q;
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(ii) for any basic BSPd“*(A)—term p and any H C A, there exists a basic
term g such that TCPY (A, y) - a5 (p) = ¢:

(iii) for any basic terms p and p’, there exists a basic term ¢ such that
TCP™ (A, ) b p-p' =g

(iv) for any basic terms p and p’, there exists a basic term ¢ such that
TCP (A, ) F plLp =g;

(v) for any basic terms p and p/, there exists a basic term ¢ such that
TCP™ (A, ) b p | p' = g;

(vi) for any basic terms p and p’, there exists a basic term ¢ such that
TCP™ (A, ) Fpllp =g

The first three properties are proven by induction on the structure of basic
term p. For the third, it is necessary to consider the form of p’ in case p
is of the form o1, and use the tenth item of Proposition 9.7.1 (Identities in
TCPd”*(A, y)) together with the axioms of time iteration.

The last three properties are proven simultaneously by induction on the number
of symbols of p and p’. For the first of these three cases, if p’ is an alternative
composition, it is necessary to consider several subcases.

The proof can now be completed by applying properties (i)—(vi) to eliminate all
the six operators that are new in TCPd“*(A, y) when compared to BSPdrt*(A),
starting with the smallest subterm(s) containing any of the new operators and
gradually working outwards. The details of the proof are left for Exercise
9.7.13. U

A term model can be constructed along the same lines as before, except
that it is necessary to introduce a class of auxiliary operators. It is not known
whether a term deduction system for TCPdn*(A, y) exists without such aux-
iliary operators. Although not strictly necessary, the auxiliary operators are
introduced in the equational theory first. For each natural number n, the shift
operator n 3> _ shifts a process in time by n time slices. Applying the n > _
operator to a process results in the behavior that remains after n units of time
have passed. Table 9.6 presents theory TCPI™ > (A, ¥), TCPI™ (A, y) with
shift operators.

As an example of a derivation in TCpdrt* > (A, y), consider the following:
TCPY > (A, Y)F(n+1) > 0*(a.140.0) = (n+1) > o*v(@.D+n+1) >
o*c.0=0"v(@D)+n+1) > o00*0=0*al+n>oc*0=0*a.l4+0"0 =
0*al+0)=0%al=a.l.

At this point, a term model for the extended theory TCPdt* > (A, y) can be
constructed in the standard way. The resulting model is also a model for theory
TCP¥* (A, y). The term deduction system TDS(TCPY" > (A, y)) consists of
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_Tlekd“* > (A, y)
TCPY (A, y);

unary: (n > )ueN:

X, ¥;
O0>x=x SH1
n>»>0=0 SH2
n+1)>»>1=0 SH3
n+1)>»ax=0 SH4
n>x+y)=n>x+n>y SHS
m+1)>»>ocx=n>x SH6
n> o*v(x) =o*v(x) SH7

Table 9.6. Axioms for TCPd”*(A, y) shift operators (¢ € A, n € N).

the deduction rules from 7DS (BSPdn* (A)) and additionally the deduction rules
given in Table 9.7.

The rules for sequential composition and encapsulation are straightforward.
The ‘now’ operator v only allows activity in the current time slice, so with
time-stamp 0. For parallel composition, in order for termination or commu-
nication to occur, both components have to allow this in the same time slice.
If a component executes an action itself, the other component must be able to
reach the time slice in which the action occurs; after this action, the other com-
ponent must be updated to that time slice. This is achieved via a shift operator.
Operational rules for this operator are straightforward.

The algebra P(TCPY™ > (A, y)) = (C(TCP™" > (A, v)), +. - I. L. |.
(n > JneN, (@.)aea, 0--, (a.)aea, 0%, v, On)Hca, 0, 1,0, 1) is the term al-
gebra for theory TCPI > (A, y).

Proposition 9.7.5 (Congruence) Timed bisimilarity is a congruence on the
term algebra P(TCPY" > (A, y)).

Proof The term deduction system is in path format, so congruence
follows immediately; see the proof of Theorem 9.4.3 for additional explana-
tion. U

Definition 9.7.6 (Term model of TCPI" (A, y)) The term model of the-
ory TCpdt* > (A, y) is the quotient algebra IP(TCPd“* > (A, 9))/e,

Theorem 9.7.7 (Soundness) Theory TCPYt™ > (A, y) is a sound axiomatiza-
tion of P(TCPY > (4, )) /<, i.6., P(TCPY™ > (4, 1)) )<, = TCPY >
(A, y).
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__TDS(TCPY™ 5 (A, 1))

TDS(BSPU™ (4));
unary: v, O) Hea, (1> Juen: binary: -, [, .| ;
x,x' y, v
a a
Xdn Yim X np—™> X Xdn Y m—>Yy
XY dntm Xy ps oy X'yn-i-mﬁ)y/
X ~p Xdn y~m
X -y ~p XY ~n4+m
x o x o> x/
v(x) Jo v(x) 0—a> x’
X dn X n—a> x' a¢H X ~p
A (x) In A (x) n—o x' A (x) ~n
Xdn yin Xdn  Yin
x 1y dn x|y in
a g a a g
X p=>X Y~ X~p Y p—™> ) X p—™> X Yy ~p

XNy n S Im>y) xllya>@>0ly xLySx 0>y

a g
X p— X

b
yn—>y y@b=c

b
X aox y >y yab)=c

C
Xy = X"y

C
xly—=>x"Ily

X ~p Y ™~n X~ Y~ X ~p Y ~n
x|y ~n XLy ~n X|y~~n
a
X n4m—> X X dn+m X ~p4m
N> X oo x M>Xlm n>X

Table 9.7. Term deduction system for TCpdrt* > (A, y) (witha,b,c € A,

n,m e N,and H C A).

Proof See Exercise 9.7.14.

O

Theorem 9.7.8 (Ground-completeness) Theory TCPYt™ > (A, y) is a com-
plete axiomatization of the term model JP(TCPd“* > (A, y))/e,,1e., for any
closed TCP¥™* > (A, y)-terms p and ¢, ]P(TCPd“* >A)/e EP=9q

implies TCPI™ > (A, y) - p = g.
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Proof The proof goes along the usual lines, see e.g., Theorem
6.3.9 (Ground-completeness of TSP(A)), but using the generalized operational
framework with transition systems with multiple types of transitions and/or
state predicates of (Baeten & Verhoef, 1995). J

To end this section, it is interesting to observe that the process theory devel-
oped in this section is a conservative ground-extension with respect to earlier
timed and untimed theories.

Theorem 9.7.9 (Conservative ground-extension) Theory TCPI™ (A,y)
is a conservative ground-extension of theory BSPIt* (A).

Proof The theorem follows from results for the generalized oper-
ational framework with transition systems with multiple types of transitions
and/or state predicates of (Baeten & Verhoef, 1995). ]

Theorem 9.7.10 (Conservative ground-extension) Theory TCPIt™ > (A, y)
is a conservative ground-extension of theory TCP(A, y).

Proof The proof uses a generalization of Proposition 9.6.1 (Timed vs.
strong bisimilarity) to closed TCP(A, y)-terms, and then goes along the same
lines as Theorem 9.6.2 (Conservative ground-extension). Alternative proofs
use the meta-theory of (Baeten et al., 2005) or the result of Exercise 9.7.4.

U

Exercises

9.7.1 Prove Proposition 9.7.1 (Identities in TCPd“*(A, ¥)).

9.7.2  Prove Proposition 9.7.2 (Identities in TCPd“*(A, ¥)).

9.7.3  Prove Proposition 9.7.3 (Delayability of untimed processes).

9.7.4 Prove that, for all closed TCP(A, y)-terms, all axioms of the un-
timed process theory TCP(A, y) are derivable from the axioms of
TCPY™ (A, y).

9.7.5  Prove that

TCPY™ (A, y) Fv(3u (p)) = 3 (v(p)).

for all H € A and all closed TCP"* (A, y)-terms p.
9.7.6  Prove that

TCP (A, y) = 1| p = v(da(p)),
for all closed TCPd”*(A, y)-terms p.
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9.7.7  Prove that in the process theory obtained from TCPd”*(A, y) by re-
moving axioms 1 |1 = 1 and a.x | 1 = 0, and adding axiom
1] x = v(da(x)) the removed identities are derivable.

9.7.8  Prove that

TCPI (A, y) 1| p = da(p),

for all closed TCPY"* (A, y)-terms p.
9.7.9  Prove that the following identities are derivable from TCPd“*(A, y)
for all TCPY" (A, y)-terms x, y:

@ 1-1=1;
b) 1-0.x=0.1-x;
©l-x+y)y=1-x+1-y.
9.7.10 Establish whether the following identities are derivable from theory
TCPYt™ (A, y); if so, give a derivation, if not, give a counterexample.
(@) o*x| o*y =oc*(0c*x| o*y);
(b) o*x 0¥y =0*(c*x | 0*y);
(¢) o*x |o*y =0%(0*x || o™y).
9.7.11 Establish whether the following identities are derivable from theory
TCPd”*(A, y) for closed terms p and g; if so, give a proof, if not,
give a counterexample.

(@ o*plLvig) =v(p)Lv(g);

() o*plv(g) =v(p)|v(g);

(¢) o¥pllo*g =0"(plLo*q);

(d) o*v(p) |o*v(g) = o*(v(p) | v(g)).
9.7.12  Prove that the identity

o*(x|y)=0"x|ao"y
is not derivable from the axioms of TCPY™ (A, ).

9.7.13 Prove Theorem 9.7.4 (Elimination).
9.7.14 Prove Theorem 9.7.7 (Soundness).

9.8 Fischer’s protocol

Fischer’s protocol (Lamport, 1987) is a well known mutual-exclusion proto-
col for timed processes. This section describes the protocol using the theory
TCPd“*(A, y ) extended with recursion. The protocol is linearized, i.e., written
in the form of a linear recursive specification, and the timed transition system
corresponding to the protocol is given. Recursion has not been introduced for-
mally in the previous sections of this chapter. Recursion can be added similarly
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as in the untimed theory, be it that the time-prefix operator o._ should also be
considered as a guard for recursion variables. On the other hand, time iteration
cannot be considered a guard.

Mutual exclusion is relevant in a context where processes have so-called
critical sections. The goal of a mutual-exclusion protocol is to guarantee that
at any time at most one of the processes, called protocol entities from now to
distinguish them from other processes, is in a critical section, in combination
with the requirement that at least one of the protocol entities is able to proceed
at each moment in time.

The protocol entities that use Fischer’s protocol to guarantee mutual exclu-
sion make use of a shared variable to exchange information. A protocol entity
that wants to enter its critical section, checks if the value of the shared variable
is 0, which represents that no entity is trying to enter the critical section. Then,
it assigns its unique identifier to the shared variable. In case the variable still
has this value after some time, it decides to enter the critical section. Other-
wise, it will try again later. The delay that is introduced before an entity enters
a critical section causes the protocol entity to wait sufficiently long so that
other protocol entities that concurrently assigned their unique identifiers have
had time enough to do so. This is necessary to guarantee the mutual-exclusion
property.

In the variant of Fischer’s protocol that is described in this section, only two
protocol entities are considered for which the unique identifiers 1 and 2 are
used. The protocol entities can perform two actions with respect to the shared
variable x. The first action is inspection of the value of the variable; the second
is the assignment of a value to the variable. For the description in this section,
it is assumed that both the assignment of a value to the shared variable and
the testing of the shared variable for a specific value take no time, i.e., occur
instantaneously.

In TCPd“*(A, y), the shared variable x is modeled by a set of recursion
variables X,, where v denotes the value of x. The actions of the two enti-
ties with respect to the shared variable are modeled by communication. The
shared-variable process is at all times willing to send its value to the environ-
ment with the action !(x = v). Of course this has no effect on the value of the
variable. On the other hand, the shared-variable process receives assignments
to the variable by means of the action ?(x := w), where w is some value. Of
course the value of the variable is adapted accordingly. Finally, the variable
may terminate at any time. This behavior is described by the following recur-
sive equation:

Xy =1+1x=v).X,+ Y. 2x:=w)Xy.
we(0,1,2}
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An equivalent, but from the viewpoint of manipulation by means of the ax-
ioms more convenient specification of the variable is the following, where the
any-time-slice termination and the any-time-slice action prefixes are removed
and all initial time passage is combined into one summand:

Xy =1+!1x=v).X,+ Y x:=w).Xy+0Xy.
wef0,1,2)

The two protocol entities that play a role in the version of Fischer’s protocol
that is described in this section have similar behavior. The only difference
is that they have different identities, 1 and 2 respectively. The delay period
between setting the value of the shared variable and testing the shared variable
for this same value, is taken to be one time unit, which is sufficient given
the assumption that writing a value to the shared variable is instantaneous.
Furthermore, once a protocol entity has entered its critical section, it can stay
there for any amount of time. The recursive specifications for the protocol
entities are as follows. Recursion variable A describes protocol entity 1 and
recursion variable B describes protocol entity 2.

A=14+?2x=0).!x:=1).0.

( 2x=0).A

+ ?2(x = 1).enterCS;.leaveCS;.!(x :=0).A
+ 2(x =2).A

)

B=14+72x=0).!(x :=2).0.

( 2x=0).B

+ ?2x=1).B

+ 2(x = 2).enterCS>.leaveCS>.!(x := 0).B
) .

The whole system is given by the recursion variable FP with the following
recursive specification:

FP = 9 (A | Xo |l B),

where foralla € {x =i,x ;=i |i € {0, 1,2}}
y(la, 20) =y, la) =

and y is undefined otherwise, and where
H={lo,?2a|ae{x=i,x:=i|ie{0,1,2}}}.

Using the axioms, a linear version of Fischer’s protocol is obtained easily.
First, linear versions of the protocol entities themselves are presented. The
recursion variables A; describe protocol entity 1 and the recursion variables B;
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describe protocol entity 2. It can be proven that (TCPY" 4+ RSP)(A, y)FA =
Ao and (TCPY" + RSP)(A, y) - B = B,.

rec

rec

Ag=14+?2(x =0).A1 +0.Ap
Al = 1(x :=1).Ap

A

0.A3

A3 = 2(x=0).A0+?2(x = 1).A4+ ?2(x = 2).Ap
Ay = enterCS;.As

As = leaveCS].Ag + 0.A5

Ag = 1(x :=0).Ag

By =1+7x=0).B; +0.By

B = 1(x:=2).B,

By = 0.B3

By =?2x=0).Bo+?2(x =1).By+ 7(x = 2).By
B4 = enterCS;.Bs

Bs = leaveCS;,.Bg + 0.B5

Bs = !(x :=0).By

Linearizing process FP, which is derivably equal to dy (Ao || Xo || Bo), re-
sults in the following 32 recursive equations. The recursion variable S;j cor-
responds to the process term dy (A; || X; || By), which means that FP = Syo.

S000

S100

So01

$210

S101

= 9n (Ao |l Xo Il Bo)
=1+ =0).9u (A1 || Xo Il Bo)

+?x =0).0u(Ao || Xo || B1) + 0.9m (Ao || Xo || Bo)
l+*’(x = O).SlOO +W(x = O).SOOI + G.SQO()

9 (A1 |l Xo |l Bo)
Px:=1).0g(A2 || X1 |l Bo) +?(x = 0).05 (A1 || Xo || B1)
= x :=1).510 +?(x = 0).S101

= dn (Ao || Xo Il B1)
=1x =0).0u(A1 || Xo || B1) +?(x :=2).05(Ao || X2 || B2)
= 2x =0).5101 + ?(x :=2).S022

= dy (A2 || X1 || Bo)
= 0.95(A3 || X1 || Bo)
= 0.5310

= o (A1 || Xo |l By)
=Mx:=1.0g(A2 [| X1 || By) +?x :=2).0g (A1 || X2 || B2)
=x:=1).511 +x :=2).512
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So22 = 9 (Ao || X2 || B2)
0.9 (Ao || X2 || B3)
= 0.5023

8310 = 0m (A3 || X1 || Bo)
= x =1).0g (A4 || X1 || Bo)
= Mx =1).8410

S211 = 0 (A2 || X1 || By)
=Mx:=2).0g(A2 || X2 || B2)
= Mx:=2).52m

S122 = 0 (AL || X2 || B2)
=Mx:=1D.0g(A2 || X1 || B2)
=Mx:=1).51

So2z = 0g (Ao || X2 || B3)
=Mx =2).0g(Ao || X2 || B4)
= 1(x =2).8024

S410 = du (A4 || X1 || Bo)

= enterCS;.05(As || X1 || Bo)
= enterCS;.Ss10

8200 = g (Az || X2 || B2)
= 0.0g (A3 || X2 || B3)
= 0.5323

S212 = 0 (A2 || X1 || B2)
= 0.0g(A3 || X1 || B3)
= 0.5313

So24 = 9 (Ag || X2 || B4)
= enterCS,.0g (Ao || X2 || Bs)
= enterCS>.S5025

Ss10 = 0m(As || X1 || Bo)
= leaveCS;.0p (A¢ || X1 || Bo) + 0.9 (As || X1 || Bo)
= leaveCS;.S¢10 + 0.5510

S323 = 0p(As || X2 || B3)
= M"x =2).503 +?x =2).5304

8313 = g (A3 || X1 || B3)
=x =1).85413 +Mx =1).8310
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So25

S610

S324

S413

So26

8325

S513

8326

S613

8300

S003

8301

S103

S322

$213

Figure 9.3 gives the timed transition system corresponding to the process
term FP. The ? symbol is omitted from the labels. Also the enter and leave
labels are simplified. Whenever a transition has a natural number 7 as a label,

p (Ao || X2 || Bs)
leaveCS>.S026 + 0.5025

0 (Ag || X1 |l Bo)
P(x := 0).S000

0 (As || X2 |l Bg)
P(x = 2).5024 + enterCS>.5325

0 (Aq |l X1 |l B3)
enterCS;.S513 +?(x = 1).5410

0 (Ao || X2 |l Be)
P(x := 0).S000

0n (A3 || X2 || Bs)
P(x = 2).8025 + leaveCS>.5326

0 (As || X1 |l B3)
leaveCS;.S613 + P(x = 1).S510
0 (A3 || X2 |l Be)

Mx = 2).S026 + M(x 1= 0).5300
OH (A || X1 || B3)

P(x :=0).S003 + x = 1).S610
9 (A3 || Xo |l Bo)

2x = 0).Sp00 + M(x = 0).5301
9 (Ao Il Xo Il B3)

2x = 0).5103 + M(x = 0).S000
m(As || Xo |l By)

Mx = 0).S001 + Mx :=2).532
am (A1 |l Xo |l B3)

Px :=1).813 +x = 0).S100
0 (Az || X2 |l B2)

?(x = 0).5022

O (A2 || X1 1l B3)

?x =1).510
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this means that there is a transition for every natural number. By careful in-
spection of the timed transition system, it can easily be established that indeed
there is no possibility to enter a critical section in case the other critical section
has already been entered and not yet left.

leave; enter;
O I
n X 0
Il
=

leave; enter;
0 0

Fig. 9.3. Timed transition system for Fischer’s protocol.
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Data and states

10.1 Introduction

In the previous chapters, data types have been handled in an informal way.
An alternative composition parameterized by a finite data type D, written as
Y 4ep t with r some process term possibly containing d, was introduced as an
abbreviation of a finite expression, and the d occurring in term ¢ was not treated
as a (bound) variable. This chapter takes a closer look at data expressions.
Such expressions are considered in a more formal way, and the interplay be-
tween data and processes is studied. All issues involved can be illustrated by
considering just two concrete data types, namely the (finite) data type of the
Booleans and the (infinite) data type of the natural numbers. The data type
of the natural numbers was also used in the previous chapter to denote time
behavior. Considering an uncountable data type as the reals causes additional
problems that are avoided in the present text. The use of an uncountable data
type in a parameterized alternative composition would, just like the use of an
uncountable time domain, provide a means to specify uncountable processes,
which is not possible with any of the theories developed in this book.

Notation 10.1.1 (Booleans, propositional logic) Recall from Example 2.3.2
the algebra of the Booleans B = (B, A, —, true). In addition to the constant
true and the operators A and —, the binary operators V (or) and D (implication),
and the constant false are also used in the remainder. The not so common
symbol D is used for implication in order to avoid the use of too many arrows
in notations.

LetP = {Py, ..., P,} for some natural number n be a set of so-called propo-
sitional variables. Later on, specific instances of these variables are given.
Starting from the propositional variables, the Boolean constants and the oper-
ators on the Booleans introduced above, it is possible to build terms along the
lines of Definition 2.2.3 (Terms). These terms are referred to as propositional

335
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terms or propositional logic formulas, and this set of formulas is denoted FB.
Examples of propositional formulas are P; A true and —(P; Vv P»). Given spe-
cific (Boolean) values for P; and P>, these formulas evaluate either to true or
to false.

Besides a more detailed consideration of data types, this chapter also takes a
closer look at the notion of a state. In process algebra, a common assumption is
that states are not observable, and the notion of bisimilarity considers unnamed
states. Nevertheless, in some cases it is desirable to have certain aspects of a
state to be observable. The chapter describes mechanisms in order to realize
this. Observable aspects of a state can typically be expressed by means of a
propositional logic formula, which links the two main concepts investigated in
this chapter, data types and states.

10.2 Guarded commands

The most straightforward connection between data and processes is the use of
conditionals. A conditional can be introduced as a constant, or as a unary or
binary operator on process terms. In each case, the operator is parameterized
by a propositional term. The presentation in this section considers conditionals
as unary operators, called the guarded-command operators. Given a proposi-
tional formula ¢, the guarded command corresponding to ¢ applied to term x
is written as ¢ :— x, with the intuitive meaning ‘if ¢ then x’. The extension of
basic process theory BSP(A) with guarded commands, called (BSP + GC)(A),
is given in Table 10.1. Axioms GC1-6 are mostly self-explanatory.

__(BSP+GC)(A)

BSP(A);

unary: (@ :— -)4cFB;

X, y;
true :— x = x GCl1
false :— x =0 GC2
¢:—>0=0 GC3
= (x+y)=(@:=>x)+(p:—y) GC4
@DVY)>x=(:—>x)+ W = Xx) GC5
> (Y i>x)=@AY):—>x GC6

Table 10.1. Process theory (BSP + GC)(A) (with ¢, ¥ € FB).

In the remainder, assume, as before, that the unary guarded-command oper-
ators bind stronger than binary operators; assume that they bind weaker than
other unary operators.
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A guarded-command operator blocks further progress if the guard evaluates
to false, and does nothing (skips) if the guard evaluates to true. An expression
of the form if ¢ then x else y, for propositional formula ¢ and process terms x
and y, can be represented by the term ¢ :— x 4+ —¢ :— y. Guarded com-
mands are similar to encapsulation operators (progress is blocked based on
the identity of actions) and projection operators (progress is blocked based
on the number of actions that have been executed). However, there are two
important differences with these types of operators. First of all, the guarded
command applies only to the first action; it disappears as soon as one action is
executed. In fact, the absence of an axiom for action-prefix operators in Table
10.1 implies that an action in the context of a guarded command can never
be executed without resolving the guard. Second, a guarded command can
also block termination (false :— 1 = 0), whereas encapsulation or projection
cannot prevent termination.

An interesting observation is that Axiom GCS5, in combination with Axioms
GC1 and GC2, causes Axioms A3 and A6 of the basic theory BSP(A) to be
derivable (see Exercise 10.2.1).

In line with the above discussion, an expression as P :— a.0, with P a
propositional variable and a an action, cannot be simplified unless the truth
value of P is known. As a consequence, there is no elimination theorem as
long as there are (unknown) propositional variables.

Related to this last observation is the fact that axioms concerning guarded
commands, such as Axioms GC4 and GCS, are in derivations typically used
from right to left. In this way, the scope of a conditional is enlarged as much
as possible, so that the terms within the scope and/or the signals are amenable
to simplification. As a very simple example, consider the following derivation,
with x a process term, a € A, and ¢ € FB:

(BSP 4+ GC)(A) -
a.(p: = x+—-¢:—>x)=a.((¢V—¢p):— x)=
a.(true :— x) = a.x.

In order to give an operational semantics, it is important to note that it is
needed to know the values of the propositional variables in order to decide on
possible transitions. In realistic processes, furthermore, values of propositional
variables can change during the execution of a process. For instance, it can be
the case that the value of a propositional variable P is true if and only if exactly
two actions have been executed. To capture the values of propositional vari-
ables in the operational framework of transition-system spaces, it is necessary
to associate valuations of the propositional variables, that is, functions v from
P to B = {true, false} to the states of such a space. The set of these valuations
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is denoted BV. Note that every valuation can easily be extended to a func-
tion from propositional formulas in FB to B. Upon executing an action a in
a state with valuation v, a state with a possibly different valuation v’ results.
The resulting valuation v’ is called the effect of the execution of action a in a
state with valuation v. The effect of action execution can be captured by the
following function:

effect : A x BV — BV.

The effect function is a parameter of the operational semantics of a process
theory with guarded commands. As in the previous chapter, the notion of
a transition-system space needs to be redefined. In the current context, it is
needed to integrate valuations of propositional variables as explained above.
A transition-system space over a set of states is equipped with the following
predicates and relations:

e Predicates (_, v)| for each v € BV;
e Relations (_, v) 5 (_, effect(a, v)) foreachv € BV, a € A.

The above notation emphasizes that termination predicates and action rela-
tions are defined for the combinations of states and valuations. An alternative
notation that is in use attaches valuations to the predicate and transition ar-
rows, leading for example to s "% ¢ instead of (s, v) — (s',v') (with s and
s’ states and v' = effect(a, v)). This last notation suggests that any valuation-
action-effect triple can be seen as a (structured) action itself.

Table 10.2 gives the term deduction system underlying the standard term
model for theory (BSP + GC)(A). Several interesting observations can be
made with respect to this term deduction system. First, as already mentioned,
the effect function effect is a parameter of the term deduction system, which
means that the transition systems associated to terms depend on this function.
Second, as usual, only (BSP+GC)(A)-terms are considered that do not contain
process variables. However, process terms may have propositional variables
in guards, because the deduction rules for the guarded-command operators
evaluate the guards. (BSP + GC)(A)-terms thus do not need to be closed with
respect to propositional variables, but only with respect to process variables.
This implies that, for a given effect function, the transition system associated to
a (BSP+ GC)(A)-term that is closed with respect to process variables captures
the behavior for all possible valuations of the propositional variables at any
point during the execution of the process.

Example 10.2.1 (Transition systems of (BSP + GC)(A)-terms) Let P be a
propositional variable, and assume for simplicity that it is the only proposi-
tional variable. This means that there are two valuations, v; with v;(P) = true
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—TDS((BSP + GC)(A), effect)
constant: 0, 1;  unary: (a.-)qea, (¢ :—> )peFB; binary: _+ _;

x, x, v,y
(a.x,v) Y (x, effect(a, v)) (1, v){
(x.v) 5 () (. v) > ()
(x +y,0) > (', v) (x+y,0) 5 ()
(x, v}l (y, vl
(x+y, vl (x+y, vl
x,v) S (V) v(g) = true (x,v) | v(¢) = true
(¢ :— x,0) > (x/,0)) (p:=>x,v) ]

Table 10.2. Term deduction system for (BSP4+GC)(A) (with¢ € FB,a € A,
v,v € BV).

Fig. 10.1. The transition system corresponding to ¢.a.1.

and vy with v ¢ (P) = false. Thus, BV = {v;, vs}. Let t be an action in A such
that for both valuations v € BV, effect(t, v) = v,. Assume that action a does
not change a valuation, i.e., effect(a, v) = v for both v € BV.

Consider term t.a.1. Figure 10.1 shows the transition system corresponding
to this term. The figure visualizes that transitions and termination depend on
the valuation of propositional variables.

Figure 10.1 shows that the transition system of a term captures the behavior
for all possible valuations for the propositional variables. By assuming an
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initial valuation, a concrete transition system for that situation can be obtained.
For example, when assuming v; as the initial valuation, term ¢.a.1 results in
a transition system of three states with only two transitions. When v is the
initial valuation, the transition system also has three states and two transitions.
The first transition of this transition system changes the valuation from vy
to v;.

One could wonder whether it is relevant to capture transition (a.l, vs) 5
(1, vy) in the transition system. It is clear that this transition can never occur,
irrespective of the valuation of the propositional variable P in the initial state.
Nevertheless, it is important to capture also this behavior, as becomes clear
later on when considering equivalence of processes. As already mentioned, a
transition system in the current framework captures the behavior for all possi-
ble valuations of the propositional variables in all states that may occur during
the execution of the process.

Another aspect that is worth illustrating is the impact of the effect function
on state transitions. Assume, for example, that also action ¢ has no effect on
the valuation of propositional variable P. This would result in a change of
transition (f.a.1, vy) <> (a.1,v,) into (t.a.1,vs) > (a.1,vyp).

Finally, consider the term ¢.(P :— a.l), assuming the original definition for
the effect function. Despite the fact that this term has a propositional variable,
the term deduction system of Table 10.2 associates a transition system with it.
The transition system, shown in Figure 10.2, is very similar to the transition
system of Figure 10.1. It has different terms associated with the top two states,
and the rightmost transition between the bottom two states does not exist, i.e.,

a
(P :— a.l,vy) /. Itis interesting to observe that, irrespective of the initial
valuation of the propositional variable, the observable transitions of the two
transition systems in Figures 10.1 and 10.2 are identical.

The introduction of propositional variables and valuations of those variables
has led to an adapted notion of transition-system spaces. It is also necessary to
reconsider the notion of bisimilarity. The following example illustrates that it
is important to require that two processes can only be bisimilar if they behave
the same in all states for all possible valuations of the propositional variables
in those states.

Example 10.2.2 (Guarded commands and equivalence of processes)

Consider again terms 7.a.1 and ¢.(P :— a.l) of Example 10.2.1, and their
transition systems given in Figures 10.1 and 10.2. As already explained, when
considering any given specific initial valuation of the propositional variable P,
these transition systems behave the same. Nevertheless, t.a.1 = ¢.(P :(— a.l)
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Fig. 10.2. The transition system corresponding to t.(P :— a.l).

cannot be derived from theory (BSP 4+ GC)(A), for the simple reason that
the theory does not have any axioms to reason in general about processes
with propositional variables. As a consequence, the guarded command in the
right-hand term cannot be resolved, and it cannot be eliminated.

This apparent mismatch is intentional. The mentioned pair of terms and the
processes they define should not be identified. The reason for this becomes
clear when considering the extension with parallel composition. Consider
again term ¢.(P :— a.l). After execution of ¢, propositional variable P is
true, but by activity in a parallel component it might be that P has turned
false again when action a is attempted, effectively blocking the execution of
a. The a action cannot be blocked in the process specified by term ¢.a.1. As
an example, assume the mentioned processes are running in parallel with the
process f.1, where f is an action in A such that for all valuations v € BV,
effect(f, v) = vy (with vy the valuation defined in Example 10.2.1 that sets P
to false). The resulting processes t.a.l || f.1 and t.(P :— a.l) | f.1 are not
equivalent (see Exercise 10.2.3).

By defining an appropriate notion of bisimilarity on the transition systems
generated by the operational semantics, it can be ensured that pairs of terms
as the one discussed in this example are not bisimilar. The essential point is
that all possible valuations of propositional variables should be considered in
all states of a process.

Definition 10.2.3 (Bisimilarity) Assume a transition-system space with states
S over the set of labels A. A binary relation R on the set of states S is a
bisimulation relation if and only if the following transfer conditions hold:
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(i) for all states s, ¢, s’ € S, whenever (s,?) € R and (s, v) A (s', V)
for some a € A and v € BV (implying v' = effect(a, v)), then there
is a state #’ such that (¢, v) — (¢/,v') and (s', ') € R;

(i1) vice versa, for all states s, t, ¢’ € S, whenever (s,7) € R and (¢, v) 5
(t',v") for some a € A and v € BV, then there is a state s’ such that
(s,v) = (s/,v) and (s', ') € R;

(iii)) whenever (s,t) € R and (s, v)| for some v € BV, then (¢, v)|;

(iv) whenever (s,t) € R and (¢, v)| for some v € BV, then (s, v)|.

Two transition systems s, t € S are bisimilar, denoted by the standard notation
as s<t, if and only if there is a bisimulation relation R on S with (s, 7) € R.

At this point, it is possible to define a term model for theory (BSP+ GC)(A)
along the usual lines. The term algebra consists of the set of (BSP 4+ GC)(A)-
terms that are closed with respect to process variables, but not necessarily with
respect to propositional variables. The latter is consistent with the fact that
the terms define processes whose behavior may depend on the value of propo-
sitional variables, of which the value is determined by the initial valuation
and the effect of action execution on this valuation. Bisimilarity as defined
above is a congruence relation on the resulting algebra of transition systems
induced by the term deduction system in Table 10.2. Theory (BSP + GC)(A)
is a sound and ground-complete axiomatization of the term model obtained
as the quotient algebra of this algebra of transition systems. Note that this
model is parameterized with the effect function. The soundness and ground-
completeness results hold for any effect function and all terms that are closed
with respect to process variables. The theory thus allows to prove the equiva-
lence of processes when they behave the same for all possible effect functions,
all possible initial valuations of propositional variables, and all possible valu-
ations of those variables in any intermediate state. It is not possible to reason
about the equivalence of processes for specific effect functions and initial val-
uations. Section 10.5 introduces a family of operators that makes it possible to
reason about processes for specific effect functions and initial valuations.

Theory (BSP + GC)(A) is a conservative ground-extension of the basic
theory BSP(A). One way to prove this is along the lines of the proof of the con-
servativity result given in Section 9.6, Theorem 9.6.2. This proof uses the fact
that two closed BSP(A)-terms are bisimilar in the current setting if and only if
they are strongly bisimilar as defined in the standard framework of Chapter 3.
This last result follows from the observations that, in the underlying transition-
system space as introduced in this section, successful termination for a closed
BSP(A)-term is independent of the particular valuation of the propositional
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variables and that all transitions with the same action label originating from a
given state in the transition-system space end up in the same state.

Extension of theory (BSP + GC)(A) to larger theories, including the ex-
tension with recursion, does not present problems. Table 10.3 gives theory
(TCP + GC)(A, y), which extends earlier theories (conservatively with re-
spect to closed terms) with axioms concerning the interplay between guarded
commands on the one hand, and sequential composition, encapsulation, or
parallel-composition operators on the other hand. In combination with Axiom
SC1, Axiom GC9, read from right to left, states that communication can only
occur if conditions guarding any of the communicating processes are satisfied.

Consideration should be given to the description of communication. If
y(a, b) = c, then effect(c, v) should somehow denote the joint effect of the
execution of a and b given some valuation v. If the effects of a and b are
contradictory, then they should not be able to communicate, and so ¢ cannot
be executed. In line with the earlier observation that theory (BSP + GC)(A)
can only be used to reason about the equivalence of processes that are equiv-
alent for all valuations of propositional variables in all states of the process,
it is necessary to require that a communication between actions a and b can
only occur if the effects of these two actions are consistent for all valua-
tions. Formally, for any pair of actions a and b, y(a, b) is defined only if
effect(b, effect(a, v)) = effect(a, effect(b, v)) = effect(y(a, b), v) for all val-
uations v € BV. Table 10.4 shows the deduction rules of the operational
semantics of (TCP+GC)(A, y) that are related to communication. For further
details, see Exercise 10.2.5.

__(TCP + GC)(A, y)
(BSP + GC)(A), TCP(A, y);

X,y;
o> x-y)=(@:—>x)y GC7
o= x|Ly=(@:—>x)|y GC8
o> x[y)=(@:—>x)|y GC9
¢ :— g (x) =0y (P :— x) GC10

Table 10.3. The process theory (TCP 4+ GC)(A, y) (with ¢ € FB, H C A).

Example 10.2.4 (Guarded commands) Consider a description of the behav-
ior of a spring. There are actions pull, release and break, and propositional
variables extended and malfunction. Action pull takes the variable extended
from false to true, and action release takes this value back from true to false.
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__TDS((TCP + GC)(A, y), effect)
TDS((BSP + GC)(A), effect);
unary: (Og)gca; binary: —- ., (|l o, oL, -] -3

/ /.
X, X5 Y, Y5

o) S ) (o) B ) yab) =c
(xlly,v) S (o Ny, effect(c, v))

o) S () (o) B ) yab) =c
(x 1y, 0) > (1Y, effect(c, v))

Table 10.4. Some operational rules from the term deduction system for
(TCP + GC)(A, y) (witha, b,c € A, v,v',v" € BV).

Action break can only occur when the spring is extended, and causes a mal-
function, changing the value of malfunction from false to true. The spring
can only be pulled again, if it has not yet malfunctioned. The spring pro-
cess can terminate successfully if the spring is not extended or broken. The
following recursive specification defines the process Spring with the use of a
recursion variable X. There is no communication in this example.

X = 1+ pull.release.(—malfunction :— X)
Spring = X || (1 + extended :— break.1).

When assuming the initial valuation that sets propositional variables extended
and malfunction to false, process Spring has the expected operational behavior
(see Exercise 10.2.4).

Exercises

10.2.1 Derive Axioms A3 and A6 from the other axioms of (BSP + GC)(A).

10.2.2 Draw the transition system for term ¢.(P :— a.l + =P :— b.0).
Assume that P, ¢, and a are as defined in Example 10.2.1 (Transi-
tion systems of (BSP + GC)(A)-terms), and assume that » has no
effect on the value of propositional variable P. Establish, using Defi-
nition 10.2.3 (Bisimilarity), that the transition system is not bisimilar
to the transition system of term ¢.a.1, illustrated in Figure 10.1.

10.2.3  Consider the terms ¢.a.1|| f.1 and z.(P :— a.l) || f.1 discussed in Ex-
ample 10.2.2 (Guarded commands and equivalence of processes), and
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assume that there is no communication. Draw the transition systems
for these two terms, and establish that they are not bisimilar.

10.2.4 Draw the transition system of the spring in Example 10.2.4 (Guarded
commands) for the concrete initial valuation that sets both variables
extended and malfunction to false. Give for each state the variables
that are true in that state.

10.2.5 Complete the term deduction system given in Table 10.4 for theory
(TCP + GC)(A, y). Prove a soundness and ground-completeness re-
sult. Prove that all operators new in (TCP + GC)(A, y) compared to
(BSP + GC)(A) can be eliminated and show that (TCP + GC)(A, y)
is a conservative ground-extension of (BSP + GC)(A).

10.3 The inaccessible process

In the course of the explorations performed in the remainder of this chapter,
inconsistency of a state can be encountered. This section therefore introduces a
new constant L that denotes an inaccessible state, a state that cannot be entered
by the execution of an action. Intuitively, this process denotes a state where
false holds. As false can never hold, this is a state that a process can never get
into. Sometimes, this process is called (rather contradictorily) the non-existent
process. Here, the name inaccessible process is used. The theory BSP, (A)
extends the theory BSP(A) with the extra constant 1 and adds two axioms.
Table 10.5 gives theory BSP, (A), BSP(A) with the inaccessible process. Ax-
iom IP1 explains that in an inaccessible state, it does not matter which extra
options are available, as the state will remain inaccessible; Axiom IP2 states
that an inaccessible state cannot be entered by executing an action, as the ac-
tion will be blocked in this case. BSP (A) is a conservative ground-extension
of BSP(A); the inaccessible process cannot be eliminated.

__BSP | (A)

BSP(A);

constant: L

X3
x+Ll=1 IP1
a.l =0 1P2

Table 10.5. The process theory BSP | (A) (witha € A).

The term model for the basic process theory BSP (A) is omitted. Instead,
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an operational semantics is given for an equational theory combining the inac-
cessible process and guarded commands.

Theory (BSP, 4 GC)(A), the theory of basic sequential processes with the
inaccessible process and guarded commands, simply combines the signature
and axioms of theories (BSP + GC)(A) of Table 10.1 and BSP, (A) given
above. To give an operational semantics for (BSP | + GC)(A), it is not only
necessary to consider valuations of propositional variables, as in the previous
section, but it is also necessary to take into account the consistency of states.
To do so, a transition-system space as introduced in the previous section is
equipped with the following additional set of predicates:

e A predicate (_, v) \ for each v € BV, denoting the consistency of
the operand state for the given valuation.

In the transition-system space that underlies an operational semantics for a
process theory with the inaccessible process L, predicates (-, v) \ are needed
to distinguish L from other processes. In the current context, consistency of
states does not depend on the valuation of propositional variables. All these
predicates hold for all processes that do not reduce to L. Later in this chapter,
consistency does depend on the valuations.

Table 10.6 gives the term deduction system underlying the standard term
model for theory (BSP; + GC)(A). Compared to the term deduction system
given for (BSP+GC)(A) in Table 10.2, Table 10.6 contains extra rules defining
the consistency predicates; furthermore, the deduction rules for the termination
predicates and the transition relations contain extra consistency requirements
in the premises, conforming to the intuition behind the inaccessible process.
For example, the rule defining the transition relation for action-prefix opera-
tors requires that the process resulting after performing the action should be
consistent, in line with Axiom IP2.

Because of the introduction of the consistency predicates, it is necessary to
reconsider the notion of bisimilarity.

Definition 10.3.1 (Bisimilarity) Assume a transition-system space with states
S over the set of labels A. A binary relation R on the set of states S is a bisim-
ulation relation if and only if it satisfies the transfer conditions of Definition
10.2.3 and the following additional conditions:

(v) whenever (s,t) € R and (s, v) \ for some v € BV, then (z, v) \;
(vi) whenever (s, t) € R and (¢, v) \  for some v € BV, then (s, v) \,.

As before, two transition systems s, ¢ € S are bisimilar, again denoted s < ¢, if
and only if there is a bisimulation relation R on S with (s, #) € R.
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—TDS((BSP + GC)(A), effect)
constant: 0, 1, L; unary: (a.-)gea, (¢ :—> )peFB; binary: _+ _;

/ /.
X, X ¥, Y5

(0, v) (1, v) (1, v}
(x, vy \, v = effect(a, v)

(ax,v) 3 (x,v)

(a.x,v) \{

) S L) N\ o) S L) () N\
(x4 y,0) S ) (4 y,0) S0

ool o)\ (o)l )N )N\ (v o) N\
(x+y, vl (x+y, vl (x+y,v) \y

(x,v) \\ v(¢p) = true (x,v) L v(pp) = true
(¢ :— x,v) \{ (p = x,v) |

(x,v) S (V) v(g) = true v(p) = false

(¢ = x,0) > (x',0)) (9= x,v) \(

Table 10.6. Term deduction system for (BSP; + GC)(A) (with ¢ € FB,
ae€ A, v,V €BY).

At this point, a term model of (BSP +GC)(A) can be constructed along the
usual lines, for which (BSP; + GC)(A) is a ground-complete axiomatization.
As in the previous section, the effect function is a parameter of this model.
Theory (BSP; + GC)(A) does not allow any elimination results, but it is a
conservative ground-extension of theories BSP (A) and (BSP + GC)(A).

Theory (BSP + GC)(A) can be extended to larger theories as usual. Table
10.7 gives theory (TCP; + GC)(A, y). As in the previous section, the com-
munication and effect functions should be defined in a consistent way. Further
details are left to the reader.

10.3.1

10.3.2

Exercises

Give an operational semantics for theory BSP, (A), based on a tran-
sition-system space without valuation predicates but with a (single)
consistency predicate.

Recall Proposition 5.5.14 (Guardedness). Consider theory BSP (A)
with recursion. Prove that the unguarded recursive specification {X =
1 + X} has only one solution, for any action set A.
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__(TCP, +GO)(A,y)
(TCP + GC)(A, y), BSP (A):

X3
Lx=1 IP3
llx=1 P4
xlL=1 IP5
Llx=1 IP6

ag(L) =1 IP7

Table 10.7. Theory (TCP | + GC)(A, y) (with H C A).

10.3.3  The inaccessible process L resembles to some extent the chaos pro-
cess 7*0 discussed in Section 8.7, that led to theory (BSP} + CH)(A)
of Table 8.11 with a non-standard model developed in Exercise 8.7.6.
Compare the inaccessible process and the chaos process, by investi-
gating typical laws satisfied by these two processes.

10.4 Propositional signals

Building upon the concepts of conditionals and the inaccessible process of the
previous sections, this section describes a mechanism that allows to observe
aspects of the current state of a process in the equational theory. The central
assumption is that the visible part of the state of a process is a proposition,
an expression in propositional logic as defined in Notation 10.1.1. Such a
proposition representing the visible aspects of a process state is called a signal.
Conditionals are used to observe signals.

The introduction of the root-signal emission operator " is done in Table
10.8. A term of the form ¢ % x represents the process x, that shows the signal
¢ in its initial state.

Axiom RSE] states that any process emits a true signal. A process emitting
a signal denotes that this signal holds in the initial state of the process. Fal-
sity never holds, so a state emitting false cannot occur, is inaccessible. This
explains RSE2, and shows the usefulness of the inaccessible process. (Tech-
nically, the inclusion of the inaccessible process in the theory is not strictly
necessary because its role can be taken over by a term such as false»0.) Ax-
iom RSE3 states that the inaccessible process does not emit any signals. Note
that Axiom RSE3 is derivable from the other axioms of (BSP; +RSE)(A) (see
Exercise 10.4.1).

Axiom RSE4 in Table 10.8 shows that the signals of a summand in an
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__(BSP| +RSE)(A)
(BSP, + GC)(A);

unary: (¢ _ )¢eFB§

X, y;
true/Ax = x RSE1
falseAx = L RSE2
oAl =1 RSE3
(PAx)+y=0A(x+Yy) RSE4
GAYAx) = (P A ) Ax RSES
¢ = (YAx) = (¢ DY)™(P:— x) RSE6
P (P :—> x) = P /Ax RSE7

Table 10.8. The process theory (BSP; + RSE)(A) (with ¢, ¢ € FB).

alternative composition carry over to the whole process. It can be given in
a more symmetric form as follows:

(p7Ax) + (W Ay) = (@A) A(x+y).

This identity depends on the fact that the roots of two processes in an alterna-
tive composition are identified. Therefore, signals must be combined. Exercise
10.4.2 shows that this generalized version of Axiom RSE4 is derivable from
the theory. It is straightforward to show that the general identity implies Ax-
iom RSE4 as given in Table 10.8. Also notice that Axiom IP1, given in Table
10.5, is derivable from RSE4.

Axiom RSES expresses the fact that there is no sequential order in the pre-
sentation of signals. The combination of the signals is taking both of them.

As an example, consider the following derivation:

(BSP,. +RSE)(A)
a.((pMx) + (—¢px)) = a.(¢ A —¢)Ax) =
a.(falserx) =a.1l =0.

Axiom RSE6 expresses how to take a signal outside of a conditional: signal
¥ is only emitted if condition ¢ is true. The last axiom, RSE7, is the signal
inspection rule. It says that a conditional can be removed if the state emits a
signal that validates the conditional. In other words, if a signal ¢ is emitted,
then ¢ holds in the current state and a conditional with guard ¢ can be removed.
Note that RSE7 can be generalized as follows:

(BSP, + RSE)(A)
PA(PAY) = x) =M (P :— (Y :—> x)) =¢ A(Y :— x).

An interesting identity that follows from the theory is the following:
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Proposition 10.4.1 (Signals) (BSP| + RSE)(A) - ¢/ax = (¢40) + x.

Proof Exercise 10.4.2. O

The equation in Proposition 10.4.1 is very useful for writing process speci-
fications because it allows to a large extent to work with algebraic expressions
that are not cluttered with signal emissions. It provides the basis for a notion of
basic terms, as introduced before in Chapters 2 and 9. Only the inaction con-
stant emits a signal in basic terms. As conditions, only propositional formulas
different from false are allowed. This guarantees that all actions and termina-
tions occurring in a term can actually be executed at some point. Signal false
is allowed as a signal emitted by the O constant. By doing so, it is possible to
represent L as false /0.

Definition 10.4.2 (Basic (BSP; + RSE)(A)-terms) The set of basic (BSP_ +
RSE)(A)-terms is defined inductively:

(i) if ¢ € FB, then ¢ 0 is a basic term;
(i1) if ¢ is not equivalent to false, then ¢ :— 1 is a basic term;
(iii) if ¢ is not equivalent to false, if a € A and if ¢ is a basic (BSP; +
RSE)(A)-term, then ¢ :— a.t is a basic term;
(iv) if s, t are basic terms, then s + ¢ is a basic term.

Each basic term can be written in the form

n
X “0—{-24‘)[ = aiti + (= 1),
i=1
where n > 0, where x € FB is an arbitrary propositional formula, conditions
¢; and ¥ are formulas all different from false, where all a; € A and all ¢; are
basic terms, and where the termination term may or may not occur (as denoted
via the parentheses).

As before, an elimination result can be proven. The proof uses Proposition
10.4.1 (Signals) and the lemma given below. Note that it is not possible to
eliminate signals entirely. Theory (BSP; + RSE)(A) does in general not have
any means to remove signals that do not resolve to true or false.

Proposition 10.4.3 (Reduction to basic terms) For any closed (BSP; +
RSE)(A)-term p, there exists a basic (BSP; + RSE)(A)-term ¢ such that
(BSP; +RSE)(A)+p =g¢q.

Proof Exercise 10.4.3. |
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Lemma 10.4.4 (BSP; +RSE)(A) ¢ :— L = —¢ 0.

Proof

(BSP; +RSE)(A) -
¢ :— L =¢:— (false™0) = (¢ D false) A (¢p :— 0) =
—¢ 0. O
(BSPL +RSE)(A) is a conservative ground-extension of (BSP + GC)(A).
The next step is to look at an operational semantics. Table 10.9 presents
the term deduction system for (BSP; + RSE)(A), which builds upon the term
deduction system of (BSP; + GC)(A) that is given in Table 10.6. It has an
effect function as a parameter, and besides transition and termination predi-
cates, it contains a consistency predicate, as explained in the previous section.
The rules are straightforward: in order to execute an action, terminate or be
consistent in a certain state, the signal emitted in that state must evaluate to
true. The development of a term model for which (BSP; + RSE)(A) is a
ground-complete axiomatization goes along the usual lines.

__TDS((BSP + RSE)(A), effect)
TDS((BSP | + GC)(A), effect);

unary: (¢/2.) »cFB;
x, x';

(x,v) S (V) () = true
(@2x, v) > (x/.v))
(x,v)) v(p) = true (x,v) \y v(¢p) = true
(pAx, v)| (pAx, v)

Table 10.9. Term deduction system for (BSP; + RSE)(A) (with ¢ € FB,
ae€ A, v,V €BY).

Extensions follow the usual pattern. The next example shows a stack speci-
fication, using (BSP + RSE)(A) extended with recursion.

Example 10.4.5 (Stack) The specification of the stack from Section 5.6 can
be modified with signals empty and ontop(d) for all d € D that show the top
of the stack.

Stackl = S,

Se = empty A1+ > push(d).Sy, and, for alld € D, o € D*,
deD

Sic = ontop(d) *pop(d).Se + ) push(e).Sedo -

eeD
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The extension of (BSP; + RSE)(A) with sequential composition also does
not present difficulties. Axioms are presented in Table 10.10, and operational
rules in Table 10.11. The operational rules reflect that, if x may terminate
immediately, also y must be considered in order to establish consistency of
x - y. The format of the operational deduction rules used in this book up to
this point is left in the term deduction system for (TSP, + RSE)(A): the last
rule shows a so-called negative premise; the negation of a predicate is used.
Nevertheless, by an extension of the theory in Chapter 3, it can be established
that these rules determine a unique transition system for each closed term. The
details of creating a model for which equational theory (TSP, + RSE)(A)
is ground-complete, are not treated here. The interested reader is referred to
(Baeten & Bergstra, 1997), where such a model is developed in a slightly dif-
ferent operational context. For the development of meta-theory in the style of
Chapter 3 that allows to establish a standard term model for which the theory
is ground-complete, see (Verhoef, 1994).

__ (TSP +RSE)(A)
(BSP, + RSE)(A), TSP(A);

x,y;
Lx=1 IP3
o> x-y)=(:—>x)y GC7
PA(x - y) = (pMx) -y RSES8

Table 10.10. The process theory (TSP + RSE)(A) (with ¢ € FB).

__TDS((TSP + RSE)(A), effect)
TDS((BSP | + RSE)(A), effect):

binary: - ;

7 7
X, X, Y, )

(o) S ) Wy Y)Y N ol () S (L)

oy o) Sy ) -y, 0) S ()
T ) WA E o) N %) I S SR N SO N
(x-y,0)d (x-y, v\ (x-y,0) \4

Table 10.11. Term deduction system for (TSP + RSE)(A) (witha € A,
v, v € BV).

In line with before, occurrences of the sequential-composition operator can
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be eliminated from closed (TSP +RSE)(A)-terms, yielding (basic) (BSP +
RSE)(A)-terms. The ground-extension is conservative.

With the addition of parallel composition, the mechanism of signal obser-
vation can be discussed. A process can synchronize with a process running
in parallel by using conditionals that test signals emitted by the other process.
This provides a new synchronization mechanism, besides the already known
communication mechanism. Additional axioms are presented in Table 10.12
and explained below. As earlier in this chapter, the communication function y
needs to be defined in a way that is consistent with the effect function that is a
parameter in the operational semantics.

__(BCP| +RSE)(A,y)
(BSP, + RSE)(A), BCP(4, y);

unary: rs;

X, y;
@=>0)Ly=¢:—> [y GC8
@—=>x)|y=rs@)+¢d:— (x]y) GC9s
g (P :—> x) =¢ :— dg(x) GCl10
@A) Ly =92y RSE9
@Ax) |y =92 (x|y) RSE10
Op (@Ax) = @43 (x) RSEL11
rs(L) =L RS1
rs(1) =0 RS2
rs(0) =0 RS3
rs(a.x) =0 RS4
rs(x +y) = rs(x) + rs(y) RS5
rs(¢p :—> x) = ¢ :— rs(x) RS6
rs(¢p/Ax) = ¢/ Ars(x) RS7

Table 10.12. The process theory (BCP| + RSE)(A) (witha € A, H C A,
¢ € FB).

Besides the three usual parallel-composition operators and encapsulation
operators needed to enforce communication, theory (BCP, + RSE)(A) has
one additional auxiliary operator, the root-signal operator rs, that essentially
reduces a term to the signal it emits. It allows to reduce any closed term to a
term of the form ¢ /0 for some propositional formula ¢.

The additional RSE axioms in (BCP_ +RSE)(A) are self-explanatory. Note
that Axiom RSE10 states that a signal emitted by one process of a pair of com-
municating processes is also emitted by the pair of communicating processes
as a whole.



354 Data and states

Two of the three guarded-command axioms appear in Table 10.3 in a con-
text without signals as well (although here these axioms are presented with
their left- and right-hand sides exchanged when compared to Table 10.3). Ax-
iom GCOS replaces Axiom GC9 from Table 10.3 in a context with signals.
Axiom GC9 states that a communication can only occur if conditions guard-
ing any of the communicating processes are satisfied. Axiom GC9S states in
addition that the signals emitted by any of the communicating processes re-
main visible at all times, even when a condition of one of the communicating
processes is false (which effectively prevents communication).

Example 10.4.6 (Signal observation) A simple example of signal observa-
tion is the following. A process executing an action a that changes the value
of a propositional variable P from true to false, and emitting this fact, can be
specified as follows:

P ma (=P n1).

A process in parallel can observe these signals, and make progress dependent
on them. Consider the following process, to be executed in parallel with the
above process.

P:— b.(—=P:—1).

If in the parallel composition a is executed first, then deadlock will ensue. If
b is executed first, then termination can be reached. Assume a and b cannot
communicate.
(BCP. +RSE)(A) -
P g (=PA) || P:— b.(mP:— 1)
= P Mg (=PA)| P :— b.(—P:— 1)
+ P:— b. (=P :— )| P Ma .(—P"1)
+ P a .(—mPMA1)| P :— b.(—mP:— 1)
= PA(@a.(=PAl)| P:— b.(—-P:— 1))
+ P:— (b.(—P :— )| P a .(—Pn11))
+ P /0
= P Mg (=P Al ||P :— b.(=P :— 1))
+ P AP :—>b.(=P:— 1| P Ma.(—Pnl))
= P Mq (=P A0+P :— b.(—P :— 1| =Pnl) +—-Pm0)
+ P Ab (=P :— (1| P Ma .(—P 1))
+ P Mg . (=P Al ||=P :— 1) 4+ P0)
= P Mg .(—=P AP :—> b . (=P :— 1| —-Pnl))
+ P mp (=P :— 0
+ P aq .(—P M0 4+—P :— 0+ —-PMA=P :— 1))
= P g .(—PA0) 4+ b.(P Ma .(—P"1)).
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Note that this example illustrates that signal observation provides an asyn-
chronous communication and synchronization mechanism, as opposed to the
synchronous mechanism provided via the communication merge and commu-
nication function.

Theory (BCP, + RSE)(A, y) admits an elimination result. Closed terms
can be rewritten into (basic) (BSP + RSE)(A)-terms. The ground-extension
is furthermore conservative.

Using the elimination result, it is possible to determine the root signal of
arbitrary closed (BCP + RSE)(A, y)-terms. The root signal of a basic term
as defined in Definition 10.4.2 (Basic (BSP + RSE)(A)-terms) is the signal
x in the format given in that definition. Applying the root-signal operator
to such a basic term results in term x /0. Exercise 10.4.8 illustrates several
identities that can be derived for the root-signal operator. As a note aside, it
is interesting to observe that there is no such simple identity for sequential
composition (when that operator is added to the theory), see Exercise 10.4.10.
The root signal emitted by a sequential composition is the signal emitted by
the first operand of the composition, unless this term can terminate, in which
case the root signal of the composition is the conjunct of the signals emitted
by the two operands.

Some of the additional operational rules underlying the term model for pro-
cess theory (BCP, + RSE)(A, y) are presented in Table 10.13, namely the
rules for the merge and root-signal operators. Note that only one rule is nec-
essary for the root-signal operator, which defines the consistency predicate.
The absence of any other rules illustrates that a ‘root-signal process’ cannot
perform any actions nor terminate successfully.

Example 10.4.7 (Signal observation: a traffic light) A more realistic exam-
ple of signal observation than the example given in Example 10.4.6 is a traffic
light, or, more precisely, the interaction between a car driver and a traffic light.
Assume a set of propositional variables {red, yellow, green}. The following
specification defines a (Dutch) traffic light, as it is observed by a passing car
driver. The latter explains the termination options in the specification, signify-
ing the option to stop observing the traffic light.

TL, = (red A —yellow A —green)’*(1 + change.TLg),
TLy = (—red A yellow A —green) (1 + change.TL,),
TL, = (—red A —yellow A green) (1 + change.TLy) .

The following specifies a careful car driver that (initially) stops not only at a
red light, but also at a yellow light.
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__TDS((BCP_ + RSE)(A, y), effect)
TDS((BSP| + RSE)(A), effect);
unary: rs, (0g)gca;  binary: || _, |-, -| -3

/ /.
X, X5 Y, Y5

(o) S Y) o)\ L 0) N

a
(xlly, vy = x|y v)

o) S ) (o) B ) y@b) =c
W' 11y, effect(c, v)) g
(x Iy, v) > (& |y, effect(c, v))

(o)l (o )N (1) N
Xy, v} (xlly.v) N\

(. v) N
(rs(x), v)

Table 10.13. Term deduction system for (BCP; + RSE)(A,y) (with
a,b,ce A, v, v, v €BV).

CD = approach.(green :— drive.l
+ —green :— stop.(green :— start.(—red :— drive.1))).

Expression TL, || CD now describes the expected interaction between an ini-
tially red traffic light and an approaching driver. There is no communication.
The transition system is shown in Figure 10.3. States are aligned in rows, ac-
cording to the color of the traffic light. The colors are of course red, yellow,
and green, reading from top to bottom. Signals are not shown. Action change
changes the values of the propositional values as expected. Other actions do
not affect these values.

Example 10.4.8 (Communication and signal observation) For a slightly
more elaborate example, that illustrates the trade-off between (synchronous)
communication and (asynchronous) signal observation, reconsider the com-
municating buffers of Section 7.6, illustrated in Figure 7.3. The original
specification describes two one-place buffers communicating over ports i and
I, and [ and o, respectively. The parallel composition gives a two-place buffer
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approach

Fig. 10.3. The interaction between a traffic light and a car driver.

with ports i and o, when enforcing communication over the internal port /.
The following specification adds signals that show the contents of the two one-
place buffers at their respective output ports.
BS;; = show @A (1 + > i?%d.(show;d Al\d.BS;;)),
deD
BSj, = show,@ A(1 + Y 12d.(show,d Mo!d.BS},)) .
deD
It is now possible to repeat the derivations for the two-place buffer of Sec-
tion 7.6, with the only difference that the content of the buffers is visible over
ports [ and o.

Signals as used in the above specification allow moving the parameter d
in the actions and communications to a signal observation. Define the action
set as {p?, p!, p? | p € {i, [, 0}}. Assume there is only one communication,
namely y (I?,1!) = [?. Consider the following specification.

BS2i; = show; @M (1 + Y show;d :— i?.(show;d 1! .BS2;)),
deD
BS2j, = showo,@ A (1 + Y showd :— [?.(show,d o' .BS2},)) .
deD
Assume furthermore that all of the basic signals are exclusive, i.e., the follow-
ing signal is an invariant in the above processes:

/\pe{i,l,a}((ShOWp“ D Ngep —showpd)
A Naep Showpd D (—show ,@ A /\eeD\{d} —showpe))).
Note that this can be achieved by adding the signal as a conjunct to all of the

signals shown in the specifications. The invariant is omitted from the specifi-
cations for readability.
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The process 05 (BS2; || BS2;,), with H = {I7, I}, now again specifies a two-
place buffer. Note that this two-place buffer can only perform input actions
under the condition that show;d is satisfied. This condition makes explicit that
the environment is expected to provide data to the buffer.

In order to get rid of the last remaining communication, intuitively two
extra signals per port are needed, because the original communication is
synchronous, whereas signal observations are asynchronous. The rdy (ready)
signals in the following specifications indicate that a buffer is ready to receive
a value over its input port; the flg (flag) signals indicate that a buffer is ready
to provide an output over the indicated port. The specifications use actions
in and out for obtaining input and providing output. These actions modify
the ready and flag signals as appropriate. Reset actions are included in the
specifications to reset signals to their original settings after an output has been
acknowledged by the environment. None of the actions can communicate.
Observe that the specifications do not allow simultaneous inputs and outputs.
Specification BS3,,, for example, requires —flg; to hold before it can perform
an out,.

BS3; = (rdy; A show D N —flg;) 7 (
1+ > 4ep (fg; A showid) :— in;.
(—rdy; N showid A flg;) A (rdy; A —flg;) :— outy .
(—rdy; N showd A flg)) A (—rdy, :— reset;.BS3;))),
BS3, = (rdy; A showo,d N —flg,) ™ (
L+ > 4ep (g A showd) :— iny.
(—rdy; A show,d A flg,) A(rdy, A —flg;) :— out, .
(—rdy; A show,d A flg,) A (—rdy, :— reset,.BS3},)).

Assuming as before the invariant mentioned above, it can again be shown that
the parallel composition behaves as a two-place buffer.

As a final observation, note that the flag and ready signals in the above speci-
fications are technically redundant. It is possible to encode the synchronization
behavior with the existing show signals; see Exercise 10.4.14.

Observe from the various examples given so far that synchronization be-
tween signals is enforced via the signal names. In a more general setting, one
could consider a signal communication function that relates signals that are ex-
pected to match. In the buffers example, for example, it would then be possible
to connect buffers with arbitrary ports, stating that port p is connected to port
q for arbitrary p and g. Furthermore, note that in the above buffers example,
communications over internal ports are visible. To abstract from those internal
actions, the present theory needs to be extended with abstraction as considered
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in Chapter 8. Both extensions do not present problems, and are not treated
here.

It is also desirable to have a means to abstract from signals at internal ports,
to hide those typically meaningless signals from an external observer. This
section is concluded by describing a mechanism for signal hiding. Notation
P Ax denotes that propositional variable P is hidden in process expression x.

Table 10.14 gives axioms for signal hiding, leading to theory (BSP; +
SHD)(A). The essential idea is that a propositional variable that is hidden
is replaced by both true and false, which are the two values that it can possi-
bly take. Axioms SHD2-5 follow the structure of basic terms (see Definition
10.4.2), with additional signal emissions in Axioms SHD2-4, for which the
reason is explained below. Axiom SHDI1 states the effect of signal hiding on
the inaccessible process. Since _L is derivably equal to false/*0, Axiom SHD1
is derivable from the other axioms of the theory using Axiom SHD2.

The crucial axiom in theory (BSP, + SHD)(A) is Axiom SHDS5. It states
that signal hiding distributes over choice when preserving the root signal of
the two alternatives. This is in line with the fact that signals emitted by al-
ternatives of a process carry over to the process as a whole. Axiom SHDS5
is the reason that it is necessary to include the root-signal operator of the-
ory (BCP_ + RSE)(A, y) in the current theory, with the same axioms. The
presence of the root-signal terms in Axiom SHDS is also the reason why it
is necessary to explicitly add signals in the left-hand sides of Axioms SHD2-
4. Without those signals, it would not be possible to eliminate signal-hiding
operators from (closed) terms involving choices.

As a final remark, note that after an action is executed, both options to re-
place a propositional variable by true or false must be included again, as signals
are not persistent.

The following is a simple example of a calculation.

(BSP, + SHD)(A) - PA(a.(PA1) +a.(—P 1))
= a.(truetrue :— 1) + a.(trueAtrue :— 1) = a.l.

The term deduction system in Table 10.15 reflects that the value of a propo-
sitional variable in a state does not matter when it is hidden.

Exercises

10.4.1 Show that Axioms IP1, x + L = 1, and RSE3, ¢l = 1, are
derivable from the other axioms of theory (BSP; + RSE)(A).

10.4.2  Show that the following identities are derivable from theory (BSP; +
RSE)(A):
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10.4.3
10.4.4

10.4.5

10.4.6

10.4.7

10.4.8

Data and states

__(BSP, + SHD)(A)
(BSP| + RSE)(A);

unary: rs, (PA_) pep;

X,y
PAL =1 SHDI
PA(¢/A0) = (¢p[true/ P]V ¢[false/ P]) /A0 SHD2

PA(¢pAYy :— 1) = (pltrue/ P11V ¢lfalse/ P]) /A SHD3
(¢ A )[true/ P] :— 1+ (¢ A ¥)[false/ P] :— 1)

PA(¢pAY :— a.x) = (pltrue/ P] Vv ¢lfalse/ P])/»  SHD4
(¢ N Y)ltrue/ P] :— a.(PAx)
+(¢ A Y)lfalse/ P] :— a.(PAx))

PA(x +y) = PA(rs(y) +x) + PA@rs(x) +y) SHDS5

rs(L) =1 RS1
rs(1) =0 RS2
rs(0) =0 RS3
rs(a.x) =0 RS4
rs(x +y) = rs(x) + rs(y) RS5
rs(¢p :— x) = ¢ :— rs(x) RS6
rs(pAx) = ¢p/Ars(x) RS7

Table 10.14. The process theory BSP(A) with signal hiding (with ¢, v € FB
and P € P a propositional variable).

(@) ¢p4x = (¢740) + x;
(0) (@7x) + (W Ay) = (@ AY)A(x+ ).

Prove Proposition 10.4.3 (Reduction to basic terms).

Prove that theory (BSP, + RSE)(A) is a conservative ground-
extension of theory (BSP, + GC)(A).

Modify the specification of the stack in Example 10.4.5 (Stack) so
that the top element is only shown when an action fop is executed.
Executing actions top and pop(d) on an empty stack will cause an
error signal to be emitted. Give different variants of the stack, where
an error leads to deadlock, or to a state of underflow from which re-
covery is possible by execution of a push action.

Show that equation L || x = _L is derivable from theory (BCP  +
RSE)(A, y).

Show that equation ¢ A x ||y = ¢ (x || ¥) is not derivable from theory
(BCPL +RSE)(A, y).

Prove that, for any closed (BCP, + RSE)(A, y)-terms p and ¢ and
any H C A, the following identities for the root-signal operator are
derivable from theory (BCP; + RSE)(A, y):
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10.4.10
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10.4.12
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__TDS((BSP + SHD)(A), effect)
TDS((BSP, + RSE)(A), effect);

unary: rs, (PA_) pep;

x, x';

(x, v[true/ P]) > (x', ') (x, vlfalse/ P]) > (x', ')
(PAx, v) 4 (PAX', effect(a,v)) (PAx,v) 4 (PAX', effect(a, v))
(x, v[true/ P1) (x, v[false/ P]){

(PAx,v)| (PAx,v)]

(x, v[true/ P1) \y (x, vl[false/ P]) \y
(PAx, v) \{ (PAx,v) \(
(x, v)

(rs(x), v)

Table 10.15. Term deduction system for (BSP| + SHD)(A) (with a € A,
v,v/ € BV,and P € P).

@ rs(plq) =rs(q) +rs(q);

(d) rs(pllq) = rs(p);

(© rs(pllq) =rs(p) +rs(q);

(d) rs(@u(p)) = rs(p).
Prove that, for any closed (BCP, + RSE)(A, y)-term p, (BCP, +
RSE)(A, y) F rs(p) = ¢ 0, for some ¢ € FB.
Show that both rs(x - y) = rs(x) 4+ rs(y) and rs(x - y) = rs(x)
are not derivable from theory (TCP + RSE)(A, y) (i.e., (BCP . +
RSE)(A, y) extended with sequential composition), not even for
closed terms.
Give details for the construction of term models for the various equa-
tional theories introduced in this section. Investigate elimination,
soundness, ground-completeness, and conservativity.
Derive a recursive specification in (BCP 4+ RSE)(A, y) for the pro-
cess TL, || CD of Example 10.4.7 (Signal observation: traffic light).
Also make the effect function specifying the effect of actions on val-
uations of propositional variables explicit.
Derive recursive specifications in (BCP} + RSE)(A, y) for the three
buffer processes oy (BSi; || BSi,,) (with H = {l?d,lld | d € D}),
of (BS2;; || BS2y,) (with H = {I?,1!}) and BS3;; || BS3;, of Exam-
ple 10.4.8 (Communication and signal observation). Make the effect
function specifying the effect of actions on valuations of propositional
variables explicit, and draw a transition system for each of the three



362 Data and states

processes. Finally, apply signal hiding, to hide all signals in the re-
sulting specifications.

10.4.14 Give an alternative specification for the buffer processes BS3; and
BS3;, of Example 10.4.8 (Communication and signal observation)
that does not use communication or any of the flag or ready signals.
That is, encode all the required synchronization in the show signals.
Show that the alternative specifications when put in parallel yield the
same result as BS3;; || BS3,.

10.5 State operators

So far in this chapter, the state a process is in is not visible completely, is not
directly accessible in the equational theory. The state is only visible through
validity of propositional formulas, the emitted signals. In the operational se-
mantics, the state is modeled by means of a valuation, that gives the value of
all data variables. In this section, process states are modeled more explicitly
in the equational theory, by means of a parameter attached to a unary operator,
resulting in the class of so-called state operators.

First of all, suppose that a state space S is given. This set is left unspec-
ified, but could consist of valuations of variables. Let us assume there is a
special state L € § that denotes the inaccessible state. Further, there are three
functions:

(i) A signal function sig : S — FB, that denotes the signal that is emitted
in the state. Always, it is required that sig(L) = false. If it is not
necessary to use signals in a particular setting, sig(s) = true can be
stipulated for all s € S\ {_L}.

(i1) A function effect : Ax S — S, that denotes the resulting state ifa € A
is executed in state s € S. If effect(a,s) = L, then a is blocked,
cannot be executed in state s; effect(a, L) = L, foralla € A.

(iii) A function action : A x S — A, which is a generalization of a
renaming function. It denotes the action that can be observed ifa € A
is executed in state s € S. Usually, this function can be taken to be
trivial, i.e., action(a, s) = a can be defined for alla € A, s € S.

In some applications, it is useful to use more than one state operator in
a specification. For this reason, a state operator takes a second parameter.
Process AJ'(x) denotes that machine m executes program x and is currently
in state s, where the machine m is a 4-tuple of the state set and the functions
introduced above. That is, m = (S, sig, effect, action). Let M be the set of all
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machines (for the given action set A). The equational theory for state operators
is presented in Table 10.16.

__(BSP + SO)(A)
(BSP| +RSE)(A);

unary: (AJ")

m=(S,sig,eﬁ‘ect,action)eM,sES;

X, Y,
Ly =1 sol
Ay = L ey
A(0) = sig(s) /A0 SO3
A (1) = sig(s) A1 S04
MH(a.x) = sig(s) Maction(a, s) .)»;"ﬂ-ect(a’s)(x) SO5
A (x - y) = AT (x) + AT () SO6
A (@ == x) = sig(s) A :— AT (x) SO7
A (g ax) = AT (x) SO8

Table 10.16. The process theory (BSP + SO)(A) (witha € A, ¢ € FB and
s e S\ {Ll)D.

Operational rules are presented in Table 10.17. Observe that the effect func-
tion is no longer a parameter of the operational semantics, because it is part of
the equational theory. The development of a term model for which the equa-
tional theory is sound and ground-complete goes as before. Also extensions
go along the usual lines. The machine superscript is omitted when it is clear
from the context.

__TDS((BSP + SO)(A))
TDS((BSP | + RSE)(A), effect);

Tm B

unary: (AY )m=(S,xig,eﬁect,action)eM,seS’
7

x,x';

(sig(s)Mx, v) > (x',0)
b = action(a,s) s’ = effect(a,s) v (sig(s")) = true

A, v) B e, )

(sig(s)Ax,v)]  (sig(x)Mx, v)
(A5 (), v}l (A5 (x), v)

Table 10.17. Term deduction system for (BSP + SO)(A) (with a,b € A,
s’ € S,v,v € BY).
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Example 10.5.1 (Stack) As an example, another specification is presented of
the stack of Section 5.6. The state space consists of the possible contents of the
stack, so sequences in D*, with D the set of data elements. The signal function
sig should at least show whether or not the stack is empty, but can also show
the top element of the stack (as in Example 10.4.5 (Stack)); the action function
is trivial and does not rename any actions, and the effect function is given by:

effect(push(d), o) = od, forall 0 € D*,d € D,

effect(pop,e) = L;
effect(pop, od) = o, forall o € D*,d € D.

The specification of the stack is now given by:

Stack = A (X),
X = empty :—> 1 +pop.X + > push(d).X.
deD
This section is concluded with a more involved example, that is difficult to
describe without the use of state operators.

Example 10.5.2 (Buffers) In this example, two buffers A and B with data
from the finite set D are maintained. Both buffers have capacity k > 1. The
process to be defined allows to read data into both buffers in a concurrent
mode. For both buffers A and B, there are two propositional variables: empty 4
indicates that A is empty (likewise for B), and open 4 indicates that there is still
room in A (likewise for B). When both buffers have been loaded, the process
C compares the contents of the buffers. The comparison will output value
true if the buffers were equal and false otherwise. Thereafter, the buffers are
made empty again and the process restarts. The system is described in a top-
down fashion, first explaining the overall architecture and then completing the
details.

SYS = Aie)(A | B C).

The state consists of the contents of the pair of buffers A and B. Initially, both
are empty. The signals produced by a state («, B8) are given by the following
signal function. Let |o| denote the length of a sequence o.

sig({a, B)) = empty 4, A openy A emptyg A openg,

if o] =0 = |Bl;
sig({a, B)) = empty, A open, A —emptyp N openg,

if |¢| =0and 0 < |B] < k;
sig({a, B)) = —empty, N openy N emptyp N openg,

if 0 < |a| < k and |B| = 0;
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sig({a, B)) = —empty, N openy N —emptyp A openg,
if0 < |o| <kand 0 < |B] < k;
sig({a, B)) = empty, A openy A —emptyp N —openg,
if || =0and |B| = k;
sig({a, B)) = —empty, A —open, N emptyp A openg,
if || =k and |B] = 0;
sig({a, B)) = —empty, A openy N —emptyp A —openg,
if 0 < |a| < k and |B| = k;
sig({a, B)) = —empty, A —open, N —emptyp A openg,
if |¢| =kand 0 < |B]| < k;
sig({a, B)) = —empty, N —open, A —emptyg N —openg,
if |¢| = k and |B| = k.
The processes A, B, and C are defined as follows. Processes A and B use
receive actions over ports a and b, and C uses a compare action, as expected.
A = empty, :— 1 +openy :— Y a%2d.A,
deD
B = emptyg :— 1 4+ openg :— Y b2d.B,
deD
C = 14 —open, N —openg :— compare.C.
The action function is trivial except in the following cases, where !frue and
Ifalse are actions to communicate the result of a compare action.

action(compare, (a, B)) = ltrue, if o = B;
action(compare, (a, B)) = !false, otherwise.

Finally, the last step is to explain the effect function:

effect(a?d, (o, B)) = (ad, B);

effect(b?d, (o, B)) = (a, fd);

effect(compare, (a, B)) = (€, €).
The use of the state operator in this example is hard to avoid because of the
parallel reading of data that must be used simultaneously later on. It is left as
an exercise to compute a (linear) recursive specification of the system that does
not use state operators.

Exercises

10.5.1 Derive a recursive specification over the signature of theory (BSP, +
RSE)(A) for the stack given in Example 10.5.1 (Stack). In other
words, eliminate the state operator from the given specification.

10.5.2 Derive a recursive specification without state operators for the process
SYS of Example 10.5.2 (Buffers).
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10.5.4

10.5.5

10.5.6
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Consider a pair of serial switches controlling a lamp. Each switch
has just one action, switch, and the parallel composition of the two
switches should show the signal on only when the lamp is on. Give a
specification for this system.

Recall Exercise 8.8.7. In this exercise, consider two processes doing
a random walk on a three by three grid. Each process has actions
begin, north, west, south, east, end. The processes start in the lower
left and upper right corners, respectively. The processes may not oc-
cupy the same square. Specify these two processes. What are the
possible states after two moves?

Consider a simple sequential programming language. Can state oper-
ators be used to give a semantics of this programming language?

As an illustration of the defining power of state operators, consider
the following guarded finite recursive specification of the queue over
BSP(A) extended with state operators. Only an empty signal is used.
The state space is S = D U {0, 1, L}, with D a set of data items. The
action and effect functions are trivial except in the following cases,
with d, e € D:

effect(out,0) = L;

action(out, d) = old, effect(out, d) = 1;

action(old, e) = ole, effect(o!d, e) = d.
Now define the process Queue4 as follows:

Queued = ro(X),

X empty :— 14+ > i%d.1qg(X) + out.X.
deD

Define the sig function explicitly. Prove that Queue4, after signal
hiding (see Table 10.14), is equal to process Queuel of Section 7.7.

10.6 Choice quantification

The previous sections introduced the data type of the Booleans in a process-
algebraic setting, ultimately leading to signals and the ability to reason about
process states in an equational setting. This section adds a second data type.
For simplicity, a single, well-known, data type is selected, the data type of the
natural numbers. It is stressed, however, that also other data types could be
used, including user-defined ones.

Notation 10.6.1 (Naturals) Recall the algebra of the natural numbers N =
(N, +, x, succ, 0) of Example 2.3.3 (Algebra IN), that defines the following
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signature on the naturals: the binary operators 4 and X, a unary operator succ,
and a constant 0; variables are in the remainder typically denoted n,m, n’,
n”,n;,.... This gives a set of terms over natural numbers denoted FN. Char-
acters v, u are used to range over FN. Valuations for the natural-number
variables are functions mapping each variable to a natural number. The set of
these valuations is denoted NV. Obviously, such a valuation can be extended
to a function from FN to N.

In the introduction, a set of Boolean formulas, the set of propositional logic
formulas, was introduced starting from a set of propositional variables. In this
section, a specific instantiation of this set with atomic propositions is given, as
a basis for a specific instance of the set of Boolean formulas.

Notation 10.6.2 (Booleans) Recall Notation 10.1.1 (Booleans). An instance
of the set P of propositional variables is constructed from FN by means of the
operators =, <, <, >, and >. For each v, © € FN, the following are atomic
propositions in P: v = pu,v < u,v < u,v > p,and v > p. Given a
valuation of the natural-number variables occurring in these expressions, their
truth value can be determined. As such, expressions of this form are Boolean
formulas in FB, that can for example occur in conditionals as described in the
previous section.

The set of Boolean formulas FB is, as in Notation 10.1.1 (Booleans), built
from the propositional variables, the Boolean constants, and the Boolean op-
erators. However, in this section, also quantification over natural-number
variables is allowed. For any Boolean formula ¢ € FB,

e dn¢ is a Boolean formula in FB, stating that there is a natural number
n € N such that ¢ holds;
e Vn¢ is a Boolean formula in FB, stating that for all n € N, ¢ holds.

Note that the addition of quantification turns FB into a predicate calculus.

The Boolean and natural-number data types introduced in the above two no-
tations are used in this section both in the considered equational theory and
in the standard term model. It is assumed that all Boolean formulas that are
encountered can be decided to be true or false, given some natural-number
valuation in NV. The equational theory of the data types is left implicit. An al-
ternative approach, taken for example in the language £ CRL (Groote & Ponse,
1995), would be to make the equational theory of data types explicit, and re-
quire that both processes and the data types used by these processes are defined
explicitly in the equational framework.
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In the equational theory developed in this section, natural-number expres-
sions from FN are used to parameterize actions and recursion variables. For
any v € FN,

e a(v) is an action in A, for any action name a, and
e recursion variable X (v) defines a process parameterized with v, for
any X.

For simplicity, the theory (BSP 4 GC)(A) of Section 10.2 is taken as a start-
ing point in this section. The concepts developed in this section can however
also be combined with any of the other theories presented in this chapter.

The basic idea of parameterized actions is that expressions occurring in an
atomic action should in the term model be evaluated by the valuation of the
natural-number variables in the current state of a process. This means that
the deduction rule for action prefix in Table 10.2 is replaced by the rule given
in Table 10.18. Note that the valuations in a process state are now natural-
number valuations, as opposed to the Boolean valuations used earlier. The
effect function takes a natural-number valuation as its second argument, and
results in a natural-number valuation. A parameter v in an action can be seen
as a function that, given values for the variables occurring in v, results in the
value for v. Executed actions in the term model always have a concrete value
as a parameter.

X3
v(v) =p
(a(v).x, v) ag) (x, effect(a(p), v))

Table 10.18. Term deduction rule for action-prefix operators with parameter-
ized actions (with a(v) € A,v € NV, p € N).

The parameterization of recursion variables has a different intention. A re-
cursive specification may contain equations of the form X (n) = ¢, where n
is a variable ranging over natural numbers and ¢ some process term typically
containing n. Such an equation is interpreted as the specification of infinitely
many processes X (0), X(1), ..., one for each natural number. If p € N,
then the defining equation of process X (p) is obtained by substituting p for
n everywhere in the right-hand side 7. A parameterized recursion variable can
thus be seen as a function from natural numbers to recursion variables. By
substituting arbitrary natural-number expressions v € FN for n, it is possi-
ble to obtain defining equations for any recursion variable X (v). This allows
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equational reasoning for recursion variables X (v) for general expressions v
in FN. The parameterization of recursion variables requires two extra deduc-
tion rules for recursion underlying the standard term model, in addition to the
rules given in Table 5.2. Table 10.19 gives the additional rules, that state that a
recursion variable parameterized with an expression inherits actions and termi-
nation options from the concrete process instance corresponding to the current
valuation.

ys

WXPEWL v =p wX@.Ev "Ly vo)y=p

(WX)-E. v wX).E,0) "L (v, )

Table 10.19. Extra term deduction rules for parameterized recursion vari-
ables (withv € FN, p,q € N, a(q) € A, v, vV eNV,X(n) =t cE).

The following examples illustrate the use of parameterized actions and re-
cursion.

Example 10.6.3 (Parameterized actions and recursion variables) Assume
that a(v) € A for any v € FN, and let X and Y be the names of parameterized
recursion variables; assume 7 is a variable ranging over the natural numbers.

(i) Define a guarded recursive specification consisting of the parameter-
ized equation X (n) = a(n + n).X (succ(n)). The process X (0) is
found by substituting 0 for n. Thus, X (0) = a(0).X(1). Continuing
in this way, a possible derivation is X (0) = a(0).a(2).a(4).X (3).

(i) Define a guarded recursive specification by Y(n) = n<2 :—
(a(n).Y (n + 1)). It is possible to derive Y (0) = a(0).a(1).0.

The crucial step in developing an equational theory to exploit and reason
about parameterized actions and parameterized recursive processes is now to
allow choices over natural numbers. This is a generalization of alternative
composition, that goes beyond a purely algebraic approach to process theory,
as this involves binding of variables. A family of unary operators ), , for each
natural-number variable 7, is introduced. These operators are called choice
quantifiers.

Among others for providing an axiomatization of choice quantifiers, it is
important to know when a variable is free or bound in a term.

Definition 10.6.4 (Free variables) The free occurrence of natural-number
variables in process terms is defined by structural induction. Variable n
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e is free in any natural-number expression v € FN if and only if it
occurs in v;

e is not free in Boolean formulas true and false;

e is free in proposition v ~ u for any natural-number formulas v, u €
FN and any ~ € {=, <, <, >, >} if and only if it is free in v or w;

e is free in —¢ for any Boolean formula ¢ € FB if and only if it is free
in ¢;

e is free in ¢ ® ¢ for any Boolean formulas ¢, ¥ € FB and any ® €
{Vv, A, D} if and only if it is free in ¢ or V;

e is free in Ame or Vm¢, for any Boolean formula ¢ € FB, if and only
if it is free in ¢ and n # m;

e is not free in the constant process terms 1, O;

e is free in action prefix a(v).x if and only if it is free in process term x
or in natural-number formula v;

e is free in choice x + y if and only if it is free in x or free in y;

e is free in guarded command ¢ :— x if and only if it is free in process
term x or in Boolean formula ¢;

e is free in choice quantification ), x if and only if it is free in x and

n = m.

With the addition of a class of binding operators, the notion of derivability
of Definition 2.2.8 (Derivability) has to be adapted. In line with earlier, for any
natural-number formula v € FN, v/n is the substitution that replaces n with v
and leaves all other variables unaffected.

Definition 10.6.5 (Derivability) Let T be an equational theory extending the-
ory (BSP + CQ)(A) of Table 10.20; let s and ¢ be T-terms. Equation s = ¢ is
derivable from theory 7', as before denoted T - s = ¢, if and only if it follows
from the following rules:

(Axiom rule) as before in Definition 2.2.8 (Derivability);
(Substitution) for any 7-terms s, ¢ and any substitution o of process variables
and free natural-number variables, T - s = ¢ implies that
TkFslo] =tlo];
(Equivalence) i.e., reflexivity, symmetry, and transitivity, as before;
(Context rule) as before; note that the context rule also covers the newly in-
troduced choice quantifiers;
(Tautology) if for all natural-number variable valuations ¢ is true if and
only if i is true, then
TH¢:—>x=¢ :— x;
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(Alpha conversion) for any 7'-term ¢ in which m does not occur free,

TEY ,t=>3,tm/nl.

__(BSP + CQ)(A)

(BSP 4+ GC)(A);

unary: (Zn *)nEN;

X, ;
Yax=x if n not free inx  CQI
Sax=x+y,x CQ2
S+ =3, x4,y CQ3
Y x=¢p:—> Y, x if n not freeingp CQ4
Yao > x=3n¢:—>x if n not free inx CQ5
Yan=v)yi>x=>,(n=v):— x[v/n] CQ6

Table 10.20. The process theory (BSP 4+ CQ)(A) (with v € FN, ¢ € FB).

The axioms for choice quantification are given in Table 10.20. This table
presents the theory of basic sequential processes with choice quantification,
that extends BSP(A) with guarded commands. Choice quantification binds
weaker than other unary operators and stronger than binary operators. The
first axiom, CQ1, considers the case where the variable does not occur free in
the term x. In that case, all summands are equal and by idempotency, the sum
is equal to one term. The second axiom, CQ2, deals with separating out one
summand. Given Axiom CQI, the interesting case is when n occurs free in x.
Then, considering the (adapted) substitution rule in the definition of derivabil-
ity above, any expression over natural numbers (also containing bound or free
variables) can be substituted for n in the x summand of the right-hand side of
CQ2. Axiom CQ3 states that choice quantification distributes over alternative
composition. Axiom CQ4 gives distribution over guarded commands, under
the condition that the bound variable does not occur free in the guarded com-
mand. The other law concerning the interplay with guarded commands, CQ5,
necessitates the extension of the set of expressions of our Boolean algebra
FB to allow quantification over natural-number variables, as done in Notation
10.6.2 (Booleans). Axiom CQ5 states that a choice quantification over a con-
ditional reduces to a Boolean existential quantification in the conditional if the
bound variable does not occur in the guarded term. Finally, CQ6 allows to
substitute for a variable any expression it is equal to.

Example 10.6.6 (Derivations with choice quantifiers) An example shows
the kind of calculations that can be done with the theory of Table 10.20.
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(BSP + CQ)(A) -
Yo.n<2:—am.0

=),m=0vn=1):—a).0

=Y ,n=0:—>am).0+n=1:— a).0)
dan=0:—=>am)0+) n=1:—am).0
Y,n=0:>a(0).0+) n=1:—a(1).0
=3dnn=0):—a(0).0+In(n=1) :— a(1).0
= true :— a(0).0 + true :— a(1).0
a(0).0 + a(1).0.

Giving operational rules for choice quantification and a term model for the-
ory (BSP + CQ)(A) actually turns out to be pretty straightforward. The term
deduction system for theory (BSP + CQ)(A) is presented in Table 10.21. As-
sume that TDS((BSP + GC)(A), effect) par is the term deduction system for
theory (BSP + GC)(A) with parameterized actions, i.e., the term deduction
system obtained from TDS((BSP + GC)(A), effect) of Table 10.2 with the de-
duction rule for action prefix replaced by the rule in Table 10.18.

__TDS((BSP + CQ)(A), effect)
TDS((BSP + GC)(A), effect) pr;

unary: (3, Jpex

x,x';
(x[p/n], v) U (v (x[p/nl, v}l
(an,v) a&])) (x/,u/) (an,v)i,

Table 10.21. Term deduction system for (BSP 4+ CQ)(A) (with p,g € N,
a(q) € A,v,v € NV).

The term deduction system of Table 10.21 can be turned into a term model in
the usual way. It is not too difficult to prove soundness. Ground-completeness
however is more involved, because one has to account for decidability and/or
completeness of the theory for reasoning about data types. Details are beyond
the scope of this book. The interested reader is referred to (Luttik, 2002).
Choice quantifiers cannot be eliminated, but (BSP + CQ)(A) is a conserva-
tive ground-extension of (BSP 4+ GC)(A) (when assuming the set of Boolean
formulas of the present section).

Example 10.6.7 (Program semantics) The process theory of this section,
with the usual extensions such as sequential composition, can be used to cap-
ture the semantics of imperative programs. This is illustrated by means of an
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example. Consider the following simple program for computing the factorial
of a value provided by the user of the program.

program factorial;

var n : Nat;

fac : Nat;
begin
read(n) ;
fac := 1;
while n <> 1 do fac := fac * n; n := n-1 od;
print (fac) ;

end.

The program is composed of some typical constructs offered by imperative
programming languages.

The statement read (n) assigns a value provided by the user of the pro-
gram to the variable n. To capture this in the process-algebraic semantics
of the program, a choice quantification and a parameterized read action are
needed to describe all possibilities of receiving an input value. The effect func-
tion codes that the received value is assigned to the program variable n. The
assignments in the program are captured in the semantics by actions. The ef-
fect on the value of program variables is again described in the effect function.
For the while-loop, a recursion variable is used in combination with a condi-
tional that decides whether the recursion should stop. This yields the following
recursive specification:

Factorial = )", read(n).init.1 - Loop - print(fac).1
Loop = n > 1 :— multiply(n).decrease.Loop
+ n=1:—=1.

The effect function defines the effect of actions on the valuations of variables
n and fac and is given as follows. For any d € N and valuation v € NV,

effect(read(d), v)(n) =d,
effect(read(d), v)(fac) = v(fac),
effect(init, v) (n) = v(n),
effect(init, v)(fac) =1,
effect(print(d), v)(n) = v(n),

effect(print(d), v)(fac) = v(fac),
effect(multiply(d), v)(n) = v(n),
effect(multiply(d), v)(fac) = v(fac) x d,
effect(decrease, v)(n) =vn) —1,
effect(decrease, v)(fac) = v(fac).
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Exercises

10.6.1 Extend the process theory presented in this section with sequential
composition and with parallel composition. Provide term models.

10.6.2 Consider the calculations for the Alternating-Bit Protocol in Section
7.8. Replace the data set D employed in that section by the set of
natural numbers N, and redo the calculations, using the axioms intro-
duced in the present section.

10.6.3 Consider the Fibonacci sequence defined by F(0) = 0, F(1) = 1,
and foralln € N, F(n +2) = F(n + 1) + F(n). Give a simple
imperative program to compute the n-th Fibonacci number F (n), for
n € N, and provide it with a semantics in line with Example 10.6.7
(Program semantics).

10.7 Bibliographical remarks

Most of this chapter is based on (Baeten & Bergstra, 1997). Guarded com-
mands originate from (Dijkstra, 1976). They were first treated in a process-
algebraic context in (Ponse, 1992). The treatment of choice quantification in
this chapter is based on (Luttik, 2002). State operators were first introduced in
(Baeten & Bergstra, 1988).

Parameterizing processes and actions with data is an essential feature of
specification languages. Many process specifications are written in the lan-
guage PSF, see (Mauw & Veltink, 1993). The language uCRL (Groote &
Ponse, 1995) with its accompanying toolkit has been used extensively in the
specification and verification of systems by means of process algebra. Re-
cently, the language and toolkit are superseded by mCRL2, see (Groote et al.,
2006). This chapter also provides the basis for the hybrid process algebra of
(Bergstra & Middelburg, 2005), and further work in (Khadim, 2008).
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Features

The various chapters so far have introduced the basics of process-algebraic
reasoning, including essential concepts such as recursion, parallel composi-
tion, and abstraction, and several extensions of this basic framework with time,
data, and state. This one-but-last chapter introduces two more extensions, to
reason about priorities and probabilities, and elaborates briefly on mobility and
variants of parallel composition in Sections 11.3 and 11.4.

11.1 Priorities

In order to specify certain applications, it is useful to be able to restrict the
non-determinism in process descriptions, by allowing certain actions to have
priority over others in a choice context. A priority mechanism has proved itself
useful in the following circumstances:

(i) when describing interrupts and disrupts, where the normal execution
of a system is pre-empted by an event that has priority;

(i) when giving semantics to certain features of programming languages
such as interrupt or error handling mechanisms;

(iii) when timing is involved, when some events may not happen pre-
maturely and other events may need to happen as soon as possible
(maximal progress);

(iv) when describing scheduling algorithms.

This section introduces a priority mechanism in the equational and opera-
tional frameworks introduced in earlier chapters. Assume that certain actions
have priority over other actions. This is expressed by assuming there is some
(irreflexive) partial ordering < on the set of actions A. For simplicity, consider
this partial ordering to be fixed. This means the priority is static. Alternatively,
it is possible to specify that, given a certain partial ordering, executing a certain

375
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action leads to another partial ordering (dynamic priority). This possibility is
not considered here, but can be developed using concepts such as the effect
function from the previous chapter.

Thus, assume a partial ordering < on the set of actions A. This means the
following properties are satisfied:

(i) foralla,b € A, at most oneof a < b, b < a, a = b is the case;

(i1) relation < is transitive, i.e., for all a,b,c € A,a < band b < ¢
implies a < c.

When a < b, then b has priority over a. Priority relation < is a parameter of
the process theory to be defined, BSP6(A, <), BSP(A) with priorities.

The idea is to define an operator 6 that enforces priorities, i.e., if a < b and
a < c and b and c are not related by the priority relation, then the following
identities are expected to hold, for any processes x and y, 6(a.x + b.y) =
b.0(y),0(ax +c.y) = c.O(y) but 0(b.x + c.y) = b.60(x) + c.0(y). When
the priority operator is applied to a system of communicating processes, it
can be assumed to describe global priorities; when it is applied to separate
components of a communication network, it describes local priorities.

It is not straightforward to come up with an axiomatization of the prior-
ity operator 6. As in the case of the parallel-composition operator, there is a
need for an auxiliary operator. This auxiliary operator is obtained by turning
the priority operator into a binary operator. To understand the intuition be-
hind the binary priority operator, observe the two roles of x in a term 6(x).
Term x specifies both the high-priority behavior and the low-priority behavior
pre-empted by the high-priority behavior. The binary priority operator, _9_,
separates these two roles. Intuitively, in x'y, term y specifies which behav-
iors have high priority, filtering all summands of x that are prioritized by a
summand of y, turning those low-priority summands of x into 0. The axioma-
tization of the binary priority operator is straightforward. Table 11.1 presents
theory BSPO(A, <).

The term deduction system for theory BSPO(A, <) is given in Table 11.2.
The operational rules in Table 11.2 capture the intuitive behavior of priorities
and are not difficult to understand: an action a can be executed when no action
with priority can be executed. Notice that this term deduction system contains
negative premises.

The equational theory given in Table 11.1 is sound and ground-complete for
the term model induced by the term deduction system of Table 11.2. Meta-
theory in the style of Chapter 3 that can cope with negative premises and that
allows to establish the ground-completeness result is developed in (Verhoef,
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__BSP6(A4, <)

BSP(A)

unary: 0; binary: _¢_;

X, ¥, 25
O(x) = xvx PRIO axdl =a.b(x) PRI4

axtb.y=0 ifa <b PRIS

00x =0 PRI axvb.y=af(x) ifa £b PRI6
19x =1 PRI2 (x +y)0z =x0z+ yvz PRI7
ax®0=a.0(x) PRI3 x0(y+z2) = (xvy)vz PRI8

Table 11.1. The process theory BSPO(A, <) (witha, b € A).

__TDS(BSPO(A, <))
TDS(BSP(A));

unary: 6; binary: -0 _;

x, x',y;
x| x & % forallbe Awitha <b,x 5
o)l 0(x) = 0(x")
x| xS x forallbeAwitha<b,y7Z
x0yy X0y S 0(x")

Table 11.2. Term deduction system for BSPO(A, <) (witha € A).

1994). A ground-completeness proof in a slightly different setting can be found
in (Baeten ef al., 1986).

Occurrences of the two priority operators can be eliminated from closed
BSPO(A, <)-terms, resulting in closed BSP(A)-terms. BSPO(A, <) is a con-
servative ground-extension of BSP(A).

The following two propositions list some expected identities for the unary
priority operator 6 that are derivable from the defining axiom for 8 and the ax-
ioms for the binary priority operator of theory BSPO(A, <), either for arbitrary
terms or for closed terms.

Proposition 11.1.1 (Identities) The following equations are derivable from
BSPO(A, <):
@) 6(0) =0;
@G o(1) = 1;
(iii) O(a.x) = a.0(x);
@iv) O(x +y) =0(x)0y + 6(y)Vx;
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V) Ox+y)0x =0(x+y).
Proof See exercises. |

Proposition 11.1.2 (Closed-term identities) The following two identities are
derivable from BSPO (A, <), for all closed terms p, ¢:

@) 6(p)) =06(p);
(i) p+ pvqg =p.

Proof See exercises. |

The standard extension of the basic theory with communication and recur-
sion turns out to cause a problem in the development of a standard term model.

Example 11.1.3 (Priority anomaly) Suppose the term deduction system for
BSP6(A, <) of Table 11.2 is extended with the usual rules for parallel compo-
sition, encapsulation, and recursion. Assume actions a, b, ¢ € A with priority
ordering b < ¢ and communication function y (a, b) = c. Consider the fol-
lowing (unguarded) recursive equation:

X =a.l|dg@b.1+ X)).

Then, it can be inferred that X —> 1 || 1 if and only if X -%. This is a contra-
diction.

The contradiction illustrated in the above example ensues from the combina-
tion of communication, priorities, and unguarded recursion. It shows that the
standard term deduction system for theory TCPO (A, <, y), TCP with prior-
ities and recursion, does not define a transition system for all the closed terms
in the theory. The problem can be avoided by restricting the set of recursive
equations to guarded recursive equations, or in other words, by considering
only processes that are definable over theory TCPA(A, <, y), TCP with prior-
ities, as defined in Definition 5.7.5 (Definability). TCPOgec(A, <, y) denotes
theory TCP with priorities and guarded recursion. The standard term model
for this theory based on the usual deduction rules for communication and re-
cursion is well-defined (in the sense that a proof of the existence of a transition
in the transition-system space, based on Definition 3.2.3 (Transition-system
space induced by a deduction system), is finite; in terms of the meta-theoretical
framework of (Verhoef, 1994), it can be shown that a stratification for the de-
duction rules exists). The following two examples are formulated in theory
TCPOgrec (A, <, ).
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Example 11.1.4 (Interrupts) A printer P has to print a sequence of data (dy,
di,...),whered; € D (for some given finite data set D), but can be interrupted
by a keyboard K. There is a (nameless) communication port between P and K.
The standard communication function is used. Assume the following atomic
actions:

(i) key(break), \break, key(start), !start (actions of K);
(ii) ?break, 1start, and print(d) for d € D (actions of P).

Consider the following guarded recursive specification.

K =1+ key(break).\break.K + key(start).\start.K

P =W

W; =1 + Istart. P; + Ybreak.W; (i eN)

P; = print(d;).Piy1 + Istart. P; 4+ break. W; (i eN).
In this specification, P; is the state of the printer after dy, . .., d;—1 have been
printed and it is ready to print d;, and W; is the state of the printer after
do, ..., d;—1 have been printed and it is waiting for a start signal. The en-

capsulation set is
H = {?break, break, start, \start}.

Now it has to be enforced that commands from the keyboard are accepted by
the printer right away, and that no further print actions take place. Priorities
are used to enforce this. The priority partial ordering on the set of action is
given by

print(d) < break, print(d) < Istart,

foreach d € D.
For the composed system 8(dy (K || P)), the following recursive specifica-
tion can be derived:

X; = 1 4 key(break).Ybreak.X; + key(start).?start.Y;
Y; = print(d;).Yi+1 + key(break).Ybreak.X; + key(start).Vstart.Y;,

for each i € N. Expressions 00y (K || W;)) are a solution for the X;, and
expressions 6 (dy (K || P;)) are a solution for the Y;.

Example 11.1.5 (Error handling) A file F' contains a sequence of data (dy,
di,...),withd; € D for some given finite data set D, that has to be printed out
by printer P, unless a file crash occurs. If a file crash occurs, an error message
should be printed. There is a communication port between processes F' and P.
Standard communication is used. Consider the following actions:

(i) get(d), !d (for d € D), and crash (actions of F);
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(ii) 2d, print(d) (for d € D), observe(crash), and print(crash) (actions
of P).

Consider the following guarded recursive specifications.
F =F
F; =1+ get(d;).\d; .Fi+1 + crash.1 (ieN)

P =14 Y 2.print(d).P + observe(crash).print(crash).1.
deD

In this specification, F; is the state of the file after dy, . . ., d;—1 have been sent.
The encapsulation set is

H=1{,\d|de D).

To enforce that the observation of the file crash only occurs when the file has
actually crashed, priorities are used. The priority partial ordering is given by

observe(crash) < get(d), observe(crash) < d,

foreachd € D.
For the composed system 6(dy (F || P)), the following recursive specifica-
tion can be derived,

X; = 1+ get(d;).?d;.Y; 4+ crash.observe(crash).print(crash).1
Y; = print(d;).Xi+1 + get(di+1).print(d;) i 11.Yi41
+ crash.print(d;).observe(crash).print(crash).1,
for each i € N. Expressions 6(dy (F; | P)) are a solution for the X;, and
expressions 0 (dg (Fi+1 || print(d;).P)) are a solution for the Y;.
This specification can be simplified further by assuming extra priorities:
define

print(e) < get(d), print(e) < d,

for each d, e € D. This expresses somehow that the ‘internal’ actions get(d)
and ?d are executed much faster than the external actions print(e), and there-
fore have priority. The specification becomes:

X =1+ get(dy).?dy.Yo + crash.observe(crash).print(crash).1
Y: = get(di4+1).print(d;).Vd;+1.Yi+1
+ crash.print(d;).observe(crash).print(crash).1,

foreachi € N.

An extension of the current theory with the silent action and abstraction
is not straightforward. Consider the following example. Suppose there are
atomic actions a, b, ¢ with priority relation T < ¢ and ¢ < b. By the branching
law, Axiom B from Table 8.1, it holds that a.(t.(b.1 +c.1) +c.1) = a.(b.1 +
c.1). But then
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a.c.l1 =0(a.(t.(b.14+c.1)+c.1)) =0(a.(b.1 +c.1)) =a.b.1,

which is an unwanted equality. It is necessary either to require that t always

has maximal priority, or to use an even finer equivalence notion than branching
bisimilarity, so-called orthogonal bisimilarity (Bergstra et al., 2003).

11.1.1
11.1.2
11.1.3

11.1.4

11.1.5

11.1.6

Exercises

Prove Proposition 11.1.1 (Identities).

Prove Proposition 11.1.2 (Closed-term identities).

Consider the following generalization of Proposition 11.1.1(iv):
Ox+y+20=0x)00+2)+0()0(x+2)+ 0@ x + y).
Prove that this identity is derivable from BSPO (A, <).

Verify the problem with the operational semantics of priorities that is
mentioned in Example 11.1.3 (Priority anomaly).

Give the derivation of the recursive specification in Example 11.1.4
(Interrupts) and draw the transition system of the printer process Xj.
Since the specification of Xy is a specification over the signature of
theory BSP(A), abstraction can be applied. Consider 77(Xy), with
I = {key(break), Ybreak, key(start), ?start}. Derive a specification
for 77 (Xo) using KFARP, and interpret your answer.

Give the derivation concerning the first recursive specification given
in Example 11.1.5 (Error handling) and draw the transition system of
Xo. Consider process t7(Xg), with I = {?d, get(d) | d € D}U{crash,
observe(crash)}. Derive a specification for 77 (X(), and interpret your
answer. Do the same for the final recursive specification in Exam-
ple 11.1.5, considering 77 (X).

11.2 Probabilities

In Section 7.8, an unreliable communication channel was specified as follows.
Recall that F is the set of frames possibly carried by the channel.

K=1+4+ > sk?.(t.kr'x.K +t.kr! L.K).

xeF

The specification uses a special internal action ¢ and a non-deterministic
choice in order to model the uncertainty, whether or not the frame will be
forwarded correctly (denoting a corrupted frame as L). In the verification of
Section 8.9, a notion of fairness was needed in order to conclude that, eventu-
ally, a message will be forwarded correctly.

In practice, there is often a bound on the occurrence of failure, e.g., it is
known that the channel fails at most 10 % of the time. Based on such a bound,
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it becomes possible to address the performance of an unreliable channel or
the performance of a protocol. In such cases, it is advantageous to replace the
non-deterministic choice by a probabilistic choice. The present section gives a
brief introduction to some of the issues involved when probabilistic choice is
added to a process algebraic theory.

Assume a class of binary operators =, called probabilistic choice opera-
tors, where parameter p is a number between 0 and 1, i.e., p € (0, 1). Process
x4,y is either x or it is y: it is x with probability p and it is y with probabil-
ity 1 — p. Notice that, different from the choice in x + y, a probabilistic choice
is a choice that cannot be influenced by the environment. A process x ++4y
can be determined by an experiment: if it is executed a large number of times,
say 1000, x will be found in some 900 cases, and y in some 100 cases. Using
a probabilistic choice operator, the specification of an unreliable channel with
a failure rate of 10 % can be given as follows:

K =14 ) sk?x.(kr!x.K 444 kr! L.K).
xeF

Note that probabilistic choice can be used to replace the non-deterministic
choice in the forwarding of a frame in the channel, but not the choice in the
message to be received at port sk, leading to the choice quantification over
the set of frames F. So, probabilistic choice can be used to replace some uses
of alternative composition, but not all. In particular, use of alternative compo-
sition in receipt of data, but also alternative composition used in the expansion
of parallel composition (denoting interleaving) cannot be replaced. Thus, in
this section an existing process theory with the choice operator, BSP(A) of
Section 4.4, is extended with probabilistic choice.

It turns out that the axioms of BSP(A) cannot be maintained in full in the
presence of probabilistic choice. This is because, in x +x, when x has the form
of a probabilistic choice, in fact two separate experiments are going on at the
same time, and the outcome on the left may be different from the outcome on
the right. This point is further elaborated below.

Table 11.3 presents theory BSPprb(A), BSP(A) with probabilistic choice.
Axiom A3 of BSP(A) is replaced by two new axioms, Axioms AA3 and EA3.
Since Axiom A6 implies that 0 + 0 = 0, it is possible to prove idempotency of
alternative composition for all closed BSP(A)-terms (see the exercises).

Since not all axioms of BSP(A) are maintained in BSPprb(A), the latter
is, technically, not an extension of the former, as defined in Definition 2.2.14.
However, it is a conservative ground-extension (see Definition 2.2.19).

Consider the new axioms, PRB1-4. PRBI is a kind of commutativity for
probabilistic choice: when the positions of x and y are switched, the com-
plement of the probability is taken. PRB3, the idempotency of probabilistic
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__BSPprb(A)

constant: 0, 1; unary: (a.-)geA; binary: -+ _, (_ ‘H‘p—)pe(o,l);

X, ¥, Z;
x+y=y+x Al
x+y+z=x+Q+2) A2
ax+ax=ax AA3
I1+1=1 EA3
x+0=x A6
Xy =y X PRBI
pY ‘H'p(y ‘H‘rZ) =(x —i:l-[,/(p+,_p,)y) _H_p+r—prz PRB2
X —lj—px =x PRB3
(4,0 + 2= +2) =,y +2) PRB4

Table 11.3. The process theory BSPprb(A).

choice, is obvious as the outcome of the experiment is x in every case, and
PRB4 serves to distribute alternative composition over probabilistic choice. Fi-
nally, consider the associativity law PRB2, which requires some explanation.
Inx —{j—p (v +.2), the probability of x is p, the probability of y is (1 — p)r and
the probability of z is (1 — p)(1 — r). Taking the complement of the last prob-
ability gives p 4+ r — pr, which explains the second number on the right-hand
side of PRB2. Of this last probability p +r — pr, x should get a fraction equal
to p and y the rest, which is obtained by the choice for the first probability in
the right-hand side of PRB2, because p = (p/(p +r — pr))(p +r — pr).

Example 11.2.1 (Probabilistic choice) Using Axiom PRB4 of BSPprb(A),
the following derivation can be made:

BSPprb(A)-
(1+4,0 + (1 45 ,0)

= (1 (1 £ ,0) £ o0 + (1 ,0)
= (14 1)+ ,(1 +0)) 44 ) (1 44 ,0)
— (14, ) (1 4 ,0)

1 ) (1 4 ,0)

= (1t 51) 445,40

= 1 48y.,0.

This example shows that idempotency of alternative composition does not hold
for processes with probabilistic choice as the main operator.
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In order to give transition systems for the closed terms of theory BSPprb(A),
it is needed to consider two kinds of transitions: besides the action transitions
as usual, there is a need for probabilistic transitions. In the operational rules
of the term deduction system, just the existence of a probabilistic transition is
determined; the actual value of the probability will be determined separately.
This is because, in a term a.1 ++ /zb.l, the probabilistic transition to a.1 has
probability 1/2, but in term a.1 ++ /za.l, the probability is 1, and this is diffi-
cult to achieve in operational rules.

The set of closed BSPprb(A)-terms can be divided into two parts: the prob-
abilistic terms and the dynamic terms. The probabilistic terms are the terms
that have a probabilistic choice as the main operator, or they are an alternative
composition of subterms of which at least one has a probabilistic choice as the
main operator. These terms will have only outgoing probabilistic transitions to
dynamic terms. All closed terms that are not probabilistic are called dynamic:
they can be written in the form ), _, a;.g;(+1) for some natural number n,
atomic actions a;, subterms ¢; and possibly occurring termination constant.
Dynamic terms do not have any outgoing probabilistic transitions, but only ac-
tion transitions and a termination predicate. The dynamic terms are the terms
satisfying idempotence of alternative composition (x + x = x).

Thus, in the operational rules in Table 11.4, an extra binary relation ~~ is
defined denoting a probabilistic transition, such that,

e if x ~» x’, then x is a probabilistic term and x’ is a dynamic term;

e if x is a dynamic term, then x +/, i.e., it does not have a probabilistic
transition.

A probability distribution function w is defined in order to assign probabili-
ties to the probabilistic transitions.

Definition 11.2.2 (Probability distribution function) The probability distri-
bution function u gives the probability of a transition between any two closed
BSPprb(A)-terms. For each pair of closed BSPprb(A)-terms, it has a value in
the closed interval [0, 1], and it is defined structurally by the following clauses.
Let p € (0, 1) and let g, r, q’, r’, and s be closed BSPprb(A)-terms.

o plag,a.q) =1,

e 1(0,0) =1,

o u(l, 1) =1,

o wlg+r.q +r)=ug,q) urr),

o (g tt,r5) = p-plg,s)+ (1 —=p)-u,s), and
e u(g,r) =0, in all other cases.
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__TDS(BSPprb(A))
constant: 0; 1; unary: (a.)qeA; binary: -+ _; (- ‘H‘p—)pe((),l)l
x, 1y, v

ax S x 1]

xwx' ymsy o xwex yh oy y xoh
x+y~=x'+y xty~ax'+y xt+y~-ax+y

x5y y y—a>y’ X
x+y > x+y->y
xy yr oyl xh
@+ G+
x X y~y XA y
xtlrpywx’ xtlrpywy/ X b,y x x Y~y

Table 11.4. Term deduction system for BSPprb(A) (with a € A).

This function can be generalized to give the total probability to pass to a set
M of closed BSPprb(A)-terms, by the following clause:
nig, M) =3 niq,q".
q'eM
Observe that it can be derived from the operational rules that, for any pair

p, q of closed BSPprb(A)-terms, p ~» g exactly when u(p, g) > 0.
Next, the notion of (strong) bisimilarity is adapted as follows.

Definition 11.2.3 (Probabilistic bisimilarity) Let B be an equivalence rela-
tion on closed BSPprb(A)-terms. Denote the equivalence class of a term p
by [plp. Then B is a (probabilistic) bisimulation if and only if for all closed
BSPprb(A)-terms p, p’, q,q’,
e if B(p,q) and p ~ p/, then either
— there is a closed BSPprb(A)-term ¢’ such that g ~ ¢’ and B(p’, q’)
and pu(p, [p'1p) = n(q, lq'1p) or
- B(p',q) and u(p.[p'lp) = 1
e if B(p,q) and p 5 p’ for some action a, then there is a closed
BSPprb(A)-term ¢’ such that ¢ — ¢’ and B(p/, ¢');
e if B(p,q) and p|,thengq|.

If there is a probabilistic bisimulation relating closed BSPprb(A)-terms p, ¢,
then p, g are probabilistically bisimilar, notation p<gq.
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The first clause in the previous definition necessitates to presuppose that
any probabilistic bisimulation is an equivalence relation. The resulting sym-

metry implies that symmetric clauses as in earlier bisimilarity definitions are
not necessary here. To see why it is needed to formulate the definition of a
probabilistic bisimulation in this way, consider the transition systems gener-
ated by the rules of Table 4.6 for terms 1 —lj—l/20 and (1 —|j—1/3(1 + 1)) th/zo
(Exercise 11.2.4).

Now it can be established that probabilistic bisimilarity is a congruence re-
lation on the term algebra of BSPprb(A), and that the axioms of BSPprb(A)
are sound and ground-complete for the term model.

11.2.1
11.2.2
11.2.3

11.2.4

11.2.5

11.2.6

11.2.7

11.2.8

Exercises

Prove that, for all closed BSP(A)-terms p, BSPprb(A) - p 4+ p = p.
Prove that BSPprb(A) is a conservative ground-extension of BSP(A).
Argue that the toss of a fair coin can be modeled by the process
Sip.(heads.1 ++ P tails.1). Draw the transition system generated by
the operational rules of Table 4.6, and put in the values of the proba-
bilities involved.

Draw the transition systems generated by the operational rules of Ta-
ble 4.6 for terms 1 —]:[—1/20 and (1 —]:{—1/3(1 + 1)) —lj—l/zo, and put in
the values of the probabilities involved. Argue why a probabilistic
bisimulation needs to be an equivalence relation.

Prove for all closed BSPprb(A)-terms p and g that p ~~ ¢ if and only
if u(p,q) > 0.

Consider the recursive equation X = 1 ++ /2X . Now X = 1 cannot
be derived, but argue that the probability that X equals 1 is 1.
Consider the extension of the present theory with sequential compo-
sition. Give an example to show that the distributive law A4 ((x +
¥) -z = x-z4y-z)is not valid in general. Argue that the law
(ax+y)-z =ax-z+y-zis valid, and show that, using this
law, it can be derived that the distributive law holds for all closed
BSPprb(A)-terms p, g that do not contain a 1 summand.

Consider the extension of the present theory with parallel composi-
tion. The duplication of variables in the merge axiom M leads to
difficulties. The identity can only be maintained for dynamic pro-
cesses; probabilities have to be resolved before interleaving can be
enacted. Develop operational rules and an axiomatization for parallel
composition.
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Mobile processes are processes that move around in space, and that can change
their communication links when doing so. Also, names of communication
ports can be communicated. Some simple examples of process mobility are
presented next.

Example 11.3.1 (Mobile buffers) Recall the definition of a one-place buffer
with input port i and output port o from Section 7.6:
Buflj, =14 ) i?%d.o\d.Buf1;,.
deD
If there is a set of communication ports P (with P N D = @), and a number
of these one-place buffers are connected in sequence, then termination of the
whole system can only take place when all the buffers are empty.

Consider instead a situation, where a buffer that is empty and that has a left
neighbor that is full, can cut itself out of the sequence, passing its output port
to its left neighbor, and die. This can be described by the following equations.

Buf1mob;, = ilo.1+ Y i?d.Buflmobfo and, foralld € D,

deD

Buf lmob? = od.Buf lmob, + pgp o?p.Buflmobl‘.;.
The mobile buffer Buf 1mob;, can, when it is empty, send its output port o to
the left via its input port i and terminate, or it can receive an input from the left
via its input port i, and become full. When it is full, containing data d, it can
either send its contents to the right via port o in the normal way, or receive a
new output port p from the right via its original output port o; it then changes
its output port to p, while remaining full and maintaining the original data d.
Exercise 11.3.1 asks for some calculations.

Example 11.3.2 (A car in a communication network) Consider a car that is
moving in a communication network, consisting of a number of base stations
Station, (with n € N). Each base station has a port no that can be connected
to a car and a port ni that is connected to a control process. The car receives
messages m € M from base stations, and sends back messages with its location
£ € L. The base station forwards this information to the control process that
takes the location information, and based on it determines whether or not a
handover should take place. Assume that £ denotes the base station that is
closest to a given location £.

Figure 11.1 visualizes the situation with two base stations, n = 1, 2. Ini-
tially, the car is connected to base station Stationi, and its location £ has this
base station as the closest station, £ = 1. The car process is denoted Cary 1,
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B Controlz.

Fig. 11.1. A car in a communication network.

the indices denoting the location and the base station id the car is connected
to. The process describing the movement of the car and the accompanying net-
work management starts by the control process inputting a message at a port o
that synchronizes the control process with the environment. The control pro-
cess is denoted by Controly, the index representing the base station to which
the car is currently connected. The message received over o is forwarded to the
car via base station 1, and the car sends back a reply and its current location £’.
If the location matches the current connection, this is maintained; otherwise
the control will switch by sending the number of the new base station along
base station 1. The total system is given by term

ou (Carg 1 || Station, || Station, || Controly),

where £ = 1 and all sends and receives at ports lo, 20, 1i, 2i are encapsulated
via H. The processes in the parallel composition are specified as follows,
where it is not specified how a response is generated and a new location is
determined when the car receives a message. Let m’ € M,n’ € N. For all
neNnN,

Control, = Y oYm.ni'm. Y. ni?(m, £).0!(m,£).

meM meM, teL (€ = n) :— Control,
+( #n) i~ ni!Z.Contmlz
),
Cargn = Y., notmmol(m’,0').Cary , + > notm' .Cary ,,
meM n'eN
Station, = Y ni?m.no'm. Y. no?(m’,£").nil(m’, £').Station,
meM m'eM,l'eL

+ Y ni?'.no'n’ Stationy,.
n'eN
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The equations use the guarded command of Section 10.2. When some of the
sum operators are not considered as abbreviations, the theory of Section 10.6
must be used, involving the choice-quantification operator that binds variables.
The m-calculus of (Milner, 1999; Sangiorgi & Walker, 2001) that treats mobil-
ity in depth has even more variable binding operators. The interested reader is
referred to these publications.

Exercise 11.3.2 below asks for the calculations that show a handover.

Exercises

11.3.1 Consider the buffers of Example 11.3.1 (Mobile buffers). Calculate
the behavior of the system

o (Buf 1mobj; || Buf 1moby,),

where H is such that all sends and receives on port [ are encapsulated.
11.3.2 Consider the car of Example 11.3.2 (A car in a communication net-
work). In the system

ou (Carg 1 || Station, || Station, || Controly),

all sends and receives at ports lo, 20, 1i, 2i are encapsulated via H.
Assume ¢ = 1 and ¢/ = 2. Calculate a number of steps until the
handover is achieved.

11.4 Parallel composition revisited

This section takes a closer look at parallel composition and some of its
variations. Parallel composition as it has been considered up to this point
has asynchronous cooperation (processes can proceed to execute actions
independently) and synchronous communication (interaction between pro-
cesses occurs by means of synchronization). Moreover, communication is
symmetric: there is no basic difference between sender and receiver. (Only
in modeling value passing, see for example the communicating buffers of Sec-
tion 7.6, Figure 7.3, asymmetry is involved.) This section briefly considers
other mechanisms.

First of all, consider asynchronous communication. This form of commu-
nication occurs when a process can output a message without waiting for a
synchronization with a receiving process. This can be modeled by putting
a channel process in the middle (like in the description of the Alternating-Bit
Protocol in Section 7.8), but can also be done directly by using the state opera-
tors of Section 10.5. In the latter case, the set or the sequence of messages that
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are sent but not yet received, is kept in the state of the state operators. Note
that a difference can be made by treating outstanding messages as a sequence
(the channel is queue-like) or as a set (the channel is bag-like). For each com-
munication channel ¢, a separate set of state operators A can be used.

Another option is to consider synchronous cooperation. In this case, parallel
components proceed in lock-step, as for instance in an integrated circuit. It can
be said that parallel composition reduces to the communication merge in this
case, and all left-merge terms reduce to 0. But then, communication, or in fact
synchronization, should be defined for all pairs of atomic actions, preserving
their identity. Thus, these are a kind of multi-actions, bags of atomic actions.

Next, consider asymmetric variants of communication. The standard com-
munication function ys is symmetric, where both send and receive actions are
encapsulated if communication is to be enforced. The send actions can be re-
placed by a put action, when the sender process outputs a message at a port,
no matter whether the receiver is able to receive or not. Still, put actions syn-
chronize with receive actions to yield communication actions, but only receive
actions are encapsulated, and put actions are given lower priority than commu-
nication actions. Thus, the priority operator of Section 11.1 is used.

The reverse case, where the receive action is replaced by a get action, is
somewhat similar. In addition to get actions along a port parameterized by
a data element, also a get action with an error parameter is needed, in case
no send action is offered. Get actions synchronize with send actions to yield
communication actions, and all regular get actions and all send actions are
encapsulated. The error get action is given lower priority than communication
actions.

Exercises

11.4.1 Work out the case of asynchronous communication via state opera-
tors, by giving atomic actions involved, and specifying action and
effect functions of the state operators.

11.4.2 Define a parallel composition operator that is based on synchronous
cooperation on top of the theory BSP(A). It may be useful to consider
vector notation for multi-actions. Elaborate an axiomatization and
operational rules.

11.4.3 Work out the case of asymmetric communication. Is it possible to
generalize the put mechanism to a broadcast mechanism, involving
multiple receivers?
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11.5 Bibliographical remarks

Section 11.1 is based on (Baeten et al., 1986), but the axiomatization comes
from (Aceto et al., 1994). For more on priorities, see (Cleaveland et al., 2001).
For orthogonal bisimilarity, see (Bergstra et al., 2003). Section 11.2 is based
on (Andova, 2002). The operational semantics presented is new here, and
does not yield a strictly alternating model in which probabilistic and action
transitions always alternate. The first definition of a notion of bisimulation for
probabilistic processes can be found in (Larsen & Skou, 1991), which shows
the need for the requirement that a probabilistic bisimulation relation is an
equivalence relation. For more on probabilities, see (Jonsson et al., 2001) and
(Markovski, 2008).

The section on mobility uses two examples taken from (Milner, 1999). This
section briefly describes a mechanism of mobility. Much more about mobility
can be found in the m-calculus, see e.g. (Milner, 1999; Sangiorgi & Walker,
2001).

Background material on asynchronous communication can be found in
(Baeten & Weijland, 1990), which in turn is based on (Bergstra et al., 1985).
For synchronous cooperation, see (Weijland, 1989), partly based on (Bergstra
& Klop, 1984a). For a version of CCS with synchronous cooperation, see
(Milner, 1983). Finally, for asymmetric communication, the best reference is
(Baeten & Weijland, 1990).
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Semantics

So far, strong bisimilarity and several of its variants have been chosen as
the semantic equivalence for processes. This chapter takes another look at
the semantic domain. In Chapter 3, the domain of a transition-system space
was introduced, and the equivalence relations language equivalence and strong
bisimilarity were introduced. Bisimilarity was chosen as the preferred notion
of equivalence, because it allows to distinguish between processes with differ-
ent moments of choice, different branching structures. This chapter discusses
other equivalences, and axiom systems that are ground-complete with respect
to these other equivalences. For the most part, discussion is restricted to the
process theory BSP(A). The addition of the silent action t leads to many in-
teresting observations, and a vastly increased complexity. In order to focus on
a few key issues, this extension is not considered here.

12.1 Bisimilarity and trace semantics

Theorems 4.4.7 (Soundness of BSP(A)) and 4.4.12 (Ground-completeness of
BSP(A)) from Section 4.4 are repeated here, to start off the discussion.

Theorem 12.1.1 (Soundness and ground-completeness) Theory BSP(A) is
a sound and ground-complete axiomatization of the standard term model
P(BSP(A)),«, i.e., for any closed BSP(A)-terms p and ¢, BSP(A) - p =g
if and only if P(BSP(A)),;& = p =4q.

It is the intention to also state and prove similar results for other notions of
semantic equivalence in this chapter. First of all, consider the notion of lan-
guage equivalence introduced in Definition 3.1.7 (Run, language equivalence).
This equivalence identifies two transition systems if and only if they have the
same set of complete executions, called runs in the referred definition. Thus,

393
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any executions that terminate unsuccessfully are ignored; in particular, pro-
cesses a.0 and b.0 are identified, because both have an empty set of runs. This
chapter considers only process equivalences that distinguish a process that is
able to do an a-step from a process that is able to do a b-step. Language equiv-
alence does not satisfy this restriction. However, the notion can be adapted so
that also unsuccessfully terminating runs are taken into account.

Definition 12.1.2 (Traces and trace equivalence) Let s be a state in the set
of states § of a transition-system space over the set of labels L. A sequence
o € L*is a trace of s if and only if there is a state r € S with s S (as
defined in Definition 3.1.3 (Reachability)). A sequence o (with o € L*) is
an accepting trace of s if and only if there is a state t € S with s 2%t and t.

The trace set of a state s is its set of traces and accepting traces. The trace set
of a transition system is the trace set of its initial state. Two transition systems
are trace equivalent if and only if they have the same trace sets.

Note that the trace set Z of a transition system has the following property.
For all sequences o, p € L*,

ope”Z = o€’

It is said that the set Z is prefix closed. Moreover, observe that a trace set
of a transition system is non-empty (because it always has at least the empty
sequence as an element).

It can be shown, see Exercise 12.1.7, that BSP(A) is a sound axiomatization
of the term model obtained from the algebra of transition systems IP(BSP(A))
of Definition 4.4.2 (Term algebra) modulo trace equivalence. Interestingly,
it is also possible to consider the set of non-empty prefix-closed trace sets,
independently of any specific transition-system space. If T(A) is the set of
non-empty prefix-closed trace sets given some set of actions A that serve as
the labels, then Z € T(A) consists of sequences of actions, perhaps ending in
1}, such that each prefix of a sequence in Z is also in Z. In line with before,
€ denotes the empty trace. As each trace set is non-empty and prefix closed,
€ € Z always holds. T(A) can be turned into a model of BSP(A) by defining
an interpretation #r from the signature of BSP(A) into T(A).

Definition 12.1.3 (Trace set of a closed BSP(A)-term) The function tr pro-
vides an interpretation of closed terms over the signature of BSP(A) into the
set of non-empty prefix-closed trace sets T(A).

@ r(0) = {e}
@) or(1) ={e, I};
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(iii) tr(a.p) = {e} U {ao | o € tr(p)}, for all actions a € A and closed
BSP(A)-terms p;
@iv) tr(p +q) = tr(p) U tr(q), for all closed BSP(A)-terms p, g.

With this interpretation, the non-empty prefix-closed trace sets T(A) form a
model of BSP(A), i.e., for any closed BSP(A)-terms p and ¢, BSP(A)Fp =g
implies tr(p) = tr(q).

However, theory BSP(A) is not a ground-complete axiomatization of the
model. Consider the extra axiom in Table 12.1. This axiom is called the Trace
Axiom. Theory BSP(A) is also referred to as the basic equational theory of
traces, or simply trace theory.

__BSPy(A)
BSP(A);

X, ¥;
a.(x+y)=ax+a.y TR

Table 12.1. The process theory BSP(A) (with a € A).

Theorem 12.1.4 (Soundness, ground-completeness of trace theory) Equa-
tional theory BSP(A) is a sound and ground-complete axiomatization of the
model T(A), i.e., for any closed BSP(A)-terms p and g, BSP(A) - p = ¢ if
and only if tr(p) = tr(q).

Proof First, consider soundness. Validity of Axioms A1-3 of Table
4.1 follows directly from the interpretation of alternative composition as set
union in Definition 12.1.3 above. Axiom A6 follows as each non-empty prefix
closed-trace set contains the empty trace. Finally, consider Axiom TR. Then,
for all actions @ € A and closed BSP(A)-terms p and g, tr(a.(p + q)) =
{eyUlao | o etr(p+q)} ={e} Ulao | o0 € tr(p) Utr(q)} = {€} U {ao |
o etr(p)lUlaoc | o € tr(q)} = tr(a.p + a.q). This proves soundness.
Second, the outline of the ground-completeness proof is as follows. Consider
two closed BSP(A)-terms p, g with the same trace set. Using Axioms TR and
A2, all parentheses in p and g can be removed. Next, by A3, all duplicate
occurrences of summands can be removed. In this way, normal forms p’ and
q' are obtained from which the trace sets can be immediately read off. Thus,
p’ and ¢’ are identical except for the order of the summands. This means that
they can be proved equal by use of Axiom Al. ]
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Thus, a very simple model of BSP(A) is obtained. However, this model is
not suitable to describe deadlock behavior, since terms with a deadlock are
always identified with terms that have no deadlock possibility: in BSP(A),
the following derivation can be made:

al=a.(1+0)=a.l+a.0.

To put this differently, trace semantics does not preserve deadlock behavior,
and so trace semantics cannot be used in applications in which deadlock behav-
ior of processes is relevant. For this reason, other semantics were suggested,
identifying more processes than bisimulation semantics, but fewer than trace
semantics, so that deadlock behavior can be modeled. In the next section, some
of these semantics are considered.

For now, note that also deadlock information can be added explicitly to
traces, e.g., by marking which traces are deadlock traces. In a transition-
system space, this notion can be defined as follows: if s is a state in the set
of states S of a transition-system space over the set of labels L, then 0 € L*
is a deadlock trace of s if and only if there is a state + € S with s Sy
and ¢ is a deadlock state (i.e., a state without outgoing transitions and with-
out successful-termination option, as defined in Definition 3.1.14 (Deadlock)).
The completed-trace set of s is its set of traces, accepting traces, and dead-
lock traces. The completed trace set allows a finer notion of equivalence than
trace semantics, the so-called completed-trace semantics: two transition sys-
tems are equivalent if and only if they have the same traces, the same accepting
traces, and the same deadlock traces. Section 12.3 considers completed-trace
equivalence in a bit more detail.

Exercises

12.1.1 Consider an extension of trace theory with recursion. Give the trace
sets of the following recursively defined processes:

(a) the solution of X = a.X;
(b) the solution of X = a.X + 1.

12.1.2  The process defined by a closed BSP(A)-term p is deterministic if and
only if for all the states g of the transition system of p generated by
the operational rules of the standard term model, it holds that, for any
action a and states s and ¢, g 4 sand q S implies s = ¢. Show
that for deterministic processes the deadlock behavior, as defined in
Definition 3.1.14, can be derived from the trace set.

12.1.3  Prove that completed-trace equivalence preserves deadlock behavior
of transition systems, as defined in Definition 3.1.14 (Deadlock).
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12.1.4 Prove that completed-trace equivalence is a congruence relation on
closed BSP(A)-terms. Investigate a sound and ground-complete ax-
iomatization.

12.1.5 Extend the interpretation tr of closed BSP(A)-terms of Definition
12.1.3 into trace sets to sequential composition. Consider the extra
axiom x - (y +z) = x - y + x - z. Show that the extension of theory
TSP(A) of Table 6.1 with this extra axiom and Trace Axiom TR leads
to a sound and ground-complete axiomatization of the model of trace
setsT(A).

12.1.6  Extend the interpretation of closed BSP(A)-terms of Definition 12.1.3
into trace sets to parallel composition. Develop a sound and ground-
complete axiomatization of T(A) based on process theory BCP(A, y)
of Table 7.1. Note that, for trace sets, equality (x+y) |z = x|z+y|z
holds. Can you develop an alternative sound and ground-complete
axiomatization that does not use the auxiliary left-merge and commu-
nication-merge operators?

12.1.7 Show that trace theory, BSPy(A), is a sound and ground-complete
axiomatization of the term algebra P(BSP(A)) modulo trace equiva-
lence, i.e., for any closed BSP(A)-terms p and ¢, BSP(A) - p =g¢q
if and only if their trace sets are equal.

12.1.8 Consider the silent action 7 in trace semantics. Should it be possible
to distinguish .1 from 1?

12.2 Failures and readiness semantics

It turned out that deadlock behavior is not preserved in standard trace seman-
tics. It is preserved by completed-trace equivalence that adds deadlock infor-
mation to traces. This section defines another semantics, failures semantics,
that also adds extra information about deadlock behavior to the trace set of
a process, and that therefore also preserves deadlock behavior. In the course
of defining failures semantics, also a variant is considered, called readiness
semantics. Both readiness semantics and failures semantics are used in con-
currency theory. Again, the point of departure is a transition-system space, but
also a more direct representation is considered.

Definition 12.2.1 (Ready pair, failure pair) Let s be a state in the set of states
S of a transition-system space over the set of labels L. Let ¢ € L* be a trace
from s to a state r € S. Let menu(t) € L U {]} be the menu of t, i.e., its
set of outgoing transitions, including |, if ¢# has a termination option. The pair
(o, menu(t)) is called a ready pair of s, and for each X C (L U {|}) \ menu(t),
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pair [0, X] is called a failure pair of s. Thus, there is a failure pair for each
subset of the complement of the second argument of a ready pair.

The ready set of s is the set of all ready pairs of s; the failure set of s is the
set of all failure pairs of s. Two transition systems s and ¢ are ready equivalent
if and only if they have the same ready set, and failures equivalent if and only
if they have the same failure set.

Example 12.2.2 (Readiness and failures equivalence) Consider the transi-
tion-system space generated by the term deduction system for BSP(A). The
ready set of 1 is {(e, {{})} and its failure set {[¢, X] | X € A}. The ready set
of 0 is {(¢, ¥)} and its failure set {[e, X] | X € AU {]}}. The two terms a.l
and a.l + a.0 are distinguished by the ready pair (a, ) and the failure pairs
[a, X]with | € X. Thus, it can be seen that in readiness and failures semantics,
deadlock behavior is recorded.

Proposition 12.2.3 (Congruence) Readiness equivalence and failures equiva-
lence are congruence relations on the algebra of transition systems for BSP(A)
(Definition 4.4.2 (Term algebra)).

Proof See Exercise 12.2.3. |

Theorem 12.2.4 (Semantic relationships) Let s, ¢ be two transition systems
in some given transition-system space that contains at least all the transition
systems induced by closed BSP(A)-terms in the standard term model, with A
containing at least two actions.

(1) If s<t, then s and ¢ are ready equivalent, but not conversely;
(ii) if s and ¢ are ready equivalent, then they are failures equivalent, but
not conversely;
(iii) if s and ¢ are failures equivalent, then they are (completed-)trace
equivalent, but not conversely.

Proof See Exercise 12.2.4. The following are counterexamples show-
ing that the converse properties are not true:

(i) ab.l4+a.(b.0+1)and a.b.0 + a.(b.1 + 1);
@ii) a.b.0+a.landa.b.0+a.1 +a.(b.0+ 1);

(iii) a.b.0+ a.a.0 and a.(b.0 + a.0).
|

By the first part of Theorem 12.2.4, the term model generated by the algebra
of transition systems for BSP(A) modulo ready equivalence becomes a model
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of BSP(A). But, more can be proved. Consider the theory in Table 12.2, which
extends BSP(A) with an extra axiom, called the Ready Axiom.

__BSPre(A)
BSP(A);

X, Y, U, V5

a.(b.x+u)+a.(b.y+v)=
a(bx+by+u)+a.(bx+by+v) RE

Table 12.2. The process theory BSPre(A) (with a, b € A).

Theorem 12.2.5 (Soundness, ground-completeness of readiness theory)
Theory BSP.(A) is a sound and ground-complete axiomatization of the
term algebra P(BSP(A)) modulo ready equivalence, i.e., for any closed
BSP(A)-terms p and g, BSP(A) F p = ¢ if and only if their ready sets are
equal.

Proof See Exercise 12.2.5. |

Also the term model generated by the term deduction system for BSP(A)
modulo failures equivalence is a model of BSP(A). But again, more can be
proved. Consider the extra axiom in Table 12.3, called the Failures Axiom.
Adding this axiom to the readiness theory BSP.(A) yields a sound and ground-
complete axiomatization of failures equivalence.

__BSPg(A)
BSPre(A);

X, ¥, 25

ax+a(y+z)=ax+ax+y)+a.(y+z) FA

Table 12.3. The process theory BSPg, (A) (with a € A).

Theorem 12.2.6 (Soundness, ground-completeness of failures theory)
Theory BSPg,(A) is a sound and ground-complete axiomatization of the
term algebra P(BSP(A)) modulo failures equivalence, i.e., for any closed
BSP(A)-terms p and g, BSPg(A) - p = ¢ if and only if their failure sets are
equal.
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Proof See Exercise 12.2.6. |

So far, ready equivalence and failures equivalence have been considered on a
transition-system space. However, it is also possible to consider these notions
directly, independent of transition systems. The definitions necessary in the
case of ready equivalence are presented to conclude this section.

Definition 12.2.7 (Readiness semantics) A ready set R is a set of pairs (o, X)
witho € A* and X € A U {]}, satisfying the following conditions.

(i) Set R has exactly one ready pair (¢, X) with as first component the
empty sequence. The set X is the menu of R, denoted menu(R) in the
remainder.

(ii) Foreacha € A, there is a set X with (ca, X) € R if and only if there
isaset Y with (o, Y U {a}) € R.

The set of ready sets can be turned into a model for BSP;.(A), see Exercise
12.2.7, by providing the following interpretation:

(i) the ready set of 0 is {(¢, ¥)};
(i1) the ready set of 1is {(e, {{}};
(iii) if R is aready set, then, forany a € A, a.R is the ready set {(¢, {a})}U
{(ao, X) | (0, X) € R};
(iv) if R, S are ready sets, then R + S is the ready set {(e, menu(R) U
menu(S))} U (R \ {(e, menu(R))}) U (S \ {(e, menu(S))}).

Failures semantics has a special place among the different notions of equiv-
alence that are considered in this chapter. It is the semantics that identifies
the most processes while still preserving deadlock behavior, and that allows
the definition of a parallel-composition operator (as used in the process alge-
bra CSP) (Bergstra et al., 1987). However, as shown in the next section, the
priority operator (see Section 11.1) cannot be defined in failures semantics.

Exercises

12.2.1 Determine the failure sets and the ready sets of the transition systems
of the following terms:

(a) a.1+a.0;

) a.b.l1+a.l;

(¢) a.(b.0+ c.0);

(d) a.(b.1+c.1);

(e) a.b.0+a.b.0;

) a.b.0+a.b.0+a.(b.0+ c.0).
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Prove that the Ready Axiom of Table 12.2 implies that the identity
a.b.x+a.b.y =a.(b.x+b.y), for arbitrary terms x and y and actions
a and b, is derivable. Thus, failures and readiness semantics allow to
reduce non-determinism.

Prove Proposition 12.2.3 (Congruence).

Complete the proof of Theorem 12.2.4 (Semantic relationships).
Show that Properties (i) and (ii) are still valid if A contains only one
action, but that (iii) is then no longer valid.

Prove Theorem 12.2.5 (Soundness, ground-completeness of readiness
theory).

Prove Theorem 12.2.6 (Soundness, ground-completeness of failures
theory).

Show that the set of ready sets as defined in Definition 12.2.7 (Readi-
ness semantics) is a model of theory BSP.(A).

Give an explicit presentation of a failures model for the theory
BSP;,(A), similar to the presentation in Definition 12.2.7 (Readiness
semantics).

Prove that failures semantics preserves deadlock behavior of transi-
tion systems, as defined in Definition 3.1.14 (Deadlock).

Recall Definition 12.2.1 (Ready pair, failure pair). Define, for any
state s in a transition-system space over labels L, trace 0 € L*, and
set X € (LU {]}), safterc MUST X if and only if whenever s Zxy
then menu(t) N X # (). Show that state s is failures equivalent with
state ¢ if and only if for all o, X it holds that s after c MUST X <
t aftero MUST X.

A pair [o, X] is called a singleton-failure pair of state s in a transition-
system space if and only if it is a failure pair of s and set X
is a singleton. Two states are singleton-failures equivalent if and
only if they have the same set of singleton-failure pairs. Find two
processes that are singleton-failures equivalent, but not failures equiv-
alent. Find two processes that are singleton-failures equivalent but not
completed-trace equivalent, and two processes that are completed-
trace equivalent but not singleton-failures equivalent. Show also that
sequential composition of processes cannot be defined in a meaning-
ful way in singleton-failures semantics.

12.3 The linear time — branching time lattice

Trace semantics abstracts from all information concerning the branching
structure of processes, all moments of choice are hidden. On the other hand,
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bisimulation semantics keeps all information about the branching structure.
For this reason, trace semantics is said to be a linear time semantics, and
bisimulation semantics a branching time semantics. These semantics are at
the opposite ends of the so-called linear time — branching time spectrum. This
section gives an overview of other semantics that can be defined on the basis
of a transition-system space. When considering the number of processes dif-
ferentiated by a semantics, the semantics discussed in this section are all in
between trace semantics, that identifies the largest number of transition sys-
tems thus distinguishing the smallest number of processes, and bisimulation
semantics, that distinguishes the largest number of processes. All discussed
semantics abstract from branching structure to a certain degree. To conclude
the section, the so-called semantic lattice is presented, giving an overview of
the relationship between the different semantics.

As a first observation, it is noted that readiness and failures semantics, in-
troduced in the previous section, do not allow the definition of the priority
operator of Section 11.1.

Proposition 12.3.1 (Priorities in failures and readiness semantics) The pri-
ority operator 6 cannot be added in a meaningful way to failures or readiness
semantics.

Proof Suppose A contains atomic actions a, b, ¢, d, e, f with prior-
ities f < b < d. Consider the process expressions p = a.(b.c.0 + d.0) +
a.(b.e0+ f0)and g = a.(b.e.0 +d.0) 4+ a.(b.c.0 + f.0). Then, the transi-
tion systems induced by p and g are ready equivalent; so, by Theorem 12.2.4
(Semantic relationships), they are also failures equivalent. However, theory
BSP6(A, <) of Section 11.1 allows to derive the intuitively expected result
that O(p) = a.d.0 + a.b.e.0 and 6(g) = a.d.0 + a.b.c.0. Since the axioms of
BSP6(A, <) are sound with respect to bisimilarity, by again Theorem 12.2.4
(Semantic relationships), it is expected that 0 (p) and 6(g) are ready and fail-
ures equivalent. However, 6 (p) and 6(g) do not even have the same trace sets,
which by Theorem 12.2.4 shows that 6 (p) and 6 (g) cannot be ready or failures
equivalent. Ul

The semantic notions of ready-trace and failure-trace equivalence, to be de-
fined next, do allow the definition of the priority operator, as shown in Exercise
12.3.1.

Definition 12.3.2 (Ready-trace and failure-trace equivalence) Let s be a
state in the set of states S of a transition-system space over the set of labels
L. A ready trace of s is atrace o € L* of s, together with, for every state ¢ that
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o passes through, the menu menu(t) € L U{|}, as defined in Definition 12.2.1
(Ready pair, failure pair). A failure trace is a trace ¢ € L* of s, together with,
for every state ¢ that o passes through, a set X € L U {|} disjoint from the
menu, i.e., X N menu(t) = @. Thus, the menu, respectively a failure, is given
for every state that is traversed in the trace.

The ready-trace set of s is the set of all ready traces of s; the failure-trace
set of s is the set of all failure traces of s. Two transition systems s and ¢ are
ready-trace equivalent if and only if they have the same ready-trace set, and
failure-trace equivalent if and only if they have the same failure-trace set.

Next, consideration is given to notions that are based on the notion of a sim-
ulation: a simulation is a one-way bisimulation, and processes are simulation
equivalent if and only if there are two simulations, back and forth between the
two processes.

Definition 12.3.3 (Simulation) Consider a transition-system space with set of
states S. A binary relation R on S is a simulation relation if and only if, when-
ever (s,t) € R for two states s, t € S, the following transfer conditions hold:

(i) whenever s — s’ for some label a and state s’, there is a state ¢’ such
that t < ¢’ and (s',t) € R;
(i) whenever s, thent|.

Two transition systems s, ¢ € S are simulation equivalent if and only if there
is a simulation relation R with (s, ) € R and there is also a simulation relation
R’ with (¢,s) € R'.

The important difference with bisimilarity is that different simulation rela-
tions can be used in the two directions. To give an example, the processes
a.(b.1+1)anda.(b.1+ 1) 4 a.l are simulation equivalent but not bisimilar.

Finally, consider two extra additions to simulation equivalence.

Definition 12.3.4 (Completed simulation, ready simulation) Consider a
transition-system space over labels L with set of states S. A binary relation
R on S is a completed-simulation relation if and only if it is a simulation re-
lation and, moreover, whenever (s, t) € R for two states s, € S, then s is a
deadlock state if and only if ¢ is a deadlock state. A binary relation R on § is
a ready-simulation relation if and only if it is a simulation relation and, more-
over, whenever (s, t) € R for two states s, ¢t € S, then menu(s) = menu(t).
Two transition systems s,t € S are completed-simulation equivalent if
and only if there is a completed-simulation relation R with (s,#) € R and
there is also a completed-simulation relation R’ with (¢, s) € R’. Transition



404 Semantics

systems s, ¢t € S are ready-simulation equivalent if and only if there is a ready-
simulation relation R with (s,7#) € R and there is also a ready-simulation
relation R” with (¢, s) € R’.

In all, ten semantic notions have been defined. All notions define different
semantic equivalence relations on the transition-system space induced by the
term algebra of BSP(A). They are related as shown in Figure 12.1.

bisimilarity

|

ready-simulation

|

ready-trace

RN

completed-simulation failure-trace readiness
simulation failures
\nplctcdﬁ' ace
trace

Fig. 12.1. Semantic lattice.

Whenever there is a sequence of arrows in Figure 12.1 from one semantic
notion to another semantic notion, that means that any pair of transition sys-
tems equivalent in the former notion is also equivalent in the latter notion (but
not conversely). When such a path of arrows does not exist, the notions are
independent: there is a pair of transition systems related under one notion but
not the other, and conversely.

The axioms needed for ground-complete axiomatizations of the new seman-
tic notions not axiomatized so far are presented in Table 12.4. The last two
axioms are conditional axioms with a condition expressing that the menu of



12.3 The linear time — branching time lattice 405

two processes is the same. The first projection 71 from the signature of theory
(BSP + PR)(A) is used for this; that is, 71 (x) = m1(y) is used to express that
the menu of x (the set of initial steps of x) is equal to the menu of y.

X,y,2,U,;
a.(x+y)=a(x+y)+a.y S
a.(bx+u)+a.(cy+v)y=a.(bx+cy+u+v) CT1
a.(bx+u)+al=a.(bx+u+1) CT2
a.x+by+z)=ax+by+z)+a.(b.y+2z) CS1
a(x+1)=a(x+1)+a.l CS2
ax+ay=ax+a.(x+y) +a.y FT
mx)=m(y) = ax+ay=a.(x+y) RT
T(x) =m(y) = a(x+y)=a(x+y) +ay RS

Table 12.4. Axioms needed for the axiomatization of the equivalences in the
semantic lattice (assuming the signature of (BSP+PR)(A), witha, b, ¢ € A).

Theorem 12.3.5 (Soundness, ground-completeness)

@

(i)

(iii)

(iv)

)

Theory (BSP+S)(A) is a sound and ground-complete axiomatization
of the term algebra of BSP(A) modulo simulation equivalence, i.e.,
for any closed BSP(A)-terms p and g, (BSP + S)(A) - p = ¢ if and
only if p and g are simulation equivalent.

Theory (BSP+CT1,2)(A) is a sound and ground-complete axiomati-
zation of the term algebra of BSP(A) modulo completed-trace equiva-
lence, i.e., for any closed BSP(A)-terms p and ¢, (BSP+CT1,2)(A)+
p = q if and only if p and ¢ have the same completed-trace sets.
Theory (BSP + CS1,2)(A) is a sound and ground-complete axioma-
tization of the term algebra of BSP(A) modulo completed-simulation
equivalence, i.e., for any closed BSP(A)-terms p and ¢, (BSP +
CS1,2)(A) + p = q if and only if p and g are completed-simulation
equivalent.

Theory (BSP + PR + RT + FT)(A) is a sound and ground-complete
axiomatization of the term algebra of (BSP 4+ PR)(A) modulo failure-
trace equivalence, i.e., for any closed (BSP + PR)(A)-terms p and ¢,
(BSP + PR + RT + FT)(A) F p = ¢ if and only if p and g have the
same failure-trace sets.

Theory (BSP + PR + RT)(A) is a sound and ground-complete ax-
iomatization of the term algebra of (BSP + PR)(A) modulo ready-
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(vi)

12.3.1

12.3.2

12.3.3

12.34

12.3.5

12.3.6

12.3.7

12.3.8
12.3.9

Semantics

trace equivalence, i.e., for any closed (BSP + PR)(A)-terms p and ¢,
(BSP 4+ PR + RT)(A) F p = g if and only if p and g have the same
ready-trace set.

Theory (BSP + PR + RS)(A) is a sound and ground-complete ax-
iomatization of the term algebra of (BSP + PR)(A) modulo ready-
simulation equivalence, i.e., for any closed (BSP + PR)(A)-terms p
and g, (BSP + PR + RS)(A) - p = ¢q if and only if p and g are
ready-simulation equivalent.

Exercises

Show that the priority operator can be defined in a meaningful way in
failure-trace semantics.

Show that, if two transition systems are failure-trace equivalent, then
they are also failures equivalent, but not conversely. For the coun-
terexample, use the processes in the proof of Proposition 12.3.1
(Priorities in failures and readiness semantics).

Show that, if two transition systems are ready-trace equivalent, then
they are also failure-trace equivalent, but not conversely. For the
counterexample, use the same pair of processes as in the second part
of the proof of Theorem 12.2.4 (Semantic relationships).

Show that readiness semantics and failure-trace semantics are inde-
pendent: there is a pair of processes that is ready equivalent but not
failure-trace equivalent, and vice versa. Use the examples of the pre-
vious two exercises.

Show that, if two transition systems are simulation equivalent, then
they are also trace equivalent, but not conversely. On the other
hand, show that simulation equivalence and completed-trace equiv-
alence are independent, and that simulation equivalence and ready-
trace equivalence are independent.

Show that, if two transition systems are ready-simulation equivalent,
then they are also ready-trace equivalent, but not conversely.

Show that completed-simulation equivalence is independent of ready-
trace equivalence and independent of failures equivalence.

Prove Theorem 12.3.5 (Soundness, ground-completeness).

Consider a transition-system space with set of states S. A pair (o, X)
is called a possible future of state s € § if and only if there is a state
t € S with s-5*1 and trace set X. Two transition systems are possible-
futures equivalent if and only if their initial states have the same set
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of possible futures. Show that if two transition systems are possible-
futures equivalent, then they are ready equivalent. On the other hand,
show that possible-futures equivalence and ready-simulation equiv-
alence are independent, and that possible-futures equivalence and
failure-trace equivalence are independent.

A relation on the set of states S of a transition-system space is a 2-
nested-simulation relation if and only if it is a simulation relation that
only relates states that are simulation equivalent. Two transition sys-
tems s, t € § are 2-nested-simulation equivalent if and only if there is
a 2-nested simulation relating s to ¢ and a 2-nested simulation relating
t to s. Show that if two states are 2-nested-simulation equivalent, then
they are ready-simulation equivalent and also possible-futures equiv-
alent, but not conversely. Show that if two states are bisimilar, then
they are also 2-nested-simulation equivalent, but not conversely.
State s in a transition-system space is a possible world of state ¢
if s is deterministic (as defined in Exercise 12.1.2) and there is a
ready simulation relating s to . Two transition systems are possible-
worlds equivalent if and only if their initial states have the same set
of possible worlds. Show that if two transition systems are ready-
simulation equivalent, then they are possible worlds equivalent, but
not conversely. Show that if two states are possible worlds equivalent,
then they are ready-trace equivalent, but not conversely. Show that
a ground-complete axiomatization of possible worlds equivalence is
achieved by adding axiom a.(b.x+b.y+z) = a.(b.x+2)+a.(b.y+2),
for actions a and b and process terms x, y, and z, to BSP(A).
Investigate which semantics presented in this chapter allows a consis-
tent definition of the renaming operator.

Investigate which semantics presented in this chapter allows a consis-
tent definition of the priority operator.

12.4 Partial-order semantics

So far in this chapter, the discussion centered on the linear time — branching
time spectrum. Other dimensions can be considered. One such dimension is
the treatment of the silent step t. Another is the treatment of infinity. Both
of these are not considered here. This section contains just a brief discussion
on another dichotomy: the distinction between total-order and partial-order
process theories. So far in this book, only total-order theories have been con-

sidered.

This means that every execution of a process is the execution of a

number of actions that are totally ordered in time. At each moment of time,
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at most one action is executed. This is a simplifying assumption that eases
calculations considerably, and is also appropriate in the applications that have
been considered. Partial-order semantics allows that action executions are only
partially ordered in time.

The issue can be illustrated by considering the process a.1 || b.1, assuming
no communication. In process algebra as considered up to this point, this term
equals a.b.1 + b.a.1. This depends on the total-order assumption. Rejecting
this assumption, it can be argued that in a.1 || .1, actions a and b can happen
concurrently, can have overlapping executions, whereas in a.b.1 + b.a.1, the
second action can only start if the first has finished.

One approach to obtain a partial-order theory is to extend the communi-
cation function y to include multi-actions, bags of concurrently executing
actions. Suppose the existence of a set CA C A of core atomic actions. From
this set, the set A can be generated as the set consisting of all bags (or multi-
sets) of elements of CA. This turns an action-prefix operation a.x into an
operation that executes a bag of elements a, and then proceeds as x. Two bi-
nary relations are considered on the set CA. First, there is the conflict relation.
If two core actions are in conflict, then they cannot be executed at the same
time, and this is enforced by keeping y (a, b) undefined when the bag a con-
tains a core action that is in conflict with a core action of b. Second, there
is the communication relation. When an element of ¢ communicates with an
element of b, then in y(a, b) they are both taken out, and replaced by their
communication. Apart from this, y behaves as multi-set union.

When this approach is applied to theory BCP(A, y) as introduced in Section
7.4, the resulting theory is a partial-order theory that axiomatizes a semantics
called step bisimulation. In each step, a multi-set of core actions is executed.

The advantage of the approach that extends the communication function is
that the expansion theorem, Theorem 7.4.7, still holds. A process theory that
admits an expansion theorem, i.e., that allows to reduce a parallel composition
to a set of alternatives, is called an interleaving theory. Thus, this first approach
to develop an equational theory for a partial-order semantics results in a the-
ory that still is an interleaving theory. Other approaches to build partial-order
theories do not have this advantage.

Another approach to develop a partial-order theory is to consider actions
that have duration. Each action is split into two core actions: its beginning and
its ending. Denoting the beginning of a as a™, the ending as a~, the deduction
rule a.x ~> x in the term deduction system of MPT(A) underlying all theories
developed in this book, is replaced by the two rules

at  _ _ a”
ax —>a .x and a”.x = x.
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Define that two standard terms (i.e., those not including any occurrences of
beginnings a™ or endings a~, for example, BSP(A)-terms) are split-bisimula-
tion equivalent if and only if they are bisimilar in the term model generated
by this modified set of operational rules. Different from the first approach,
the standard axioms for, for example, parallel composition are no longer valid
in split-bisimulation semantics. Exercise 12.4.1 asks to develop a sound and
ground-complete axiomatization for split-bisimulation semantics. As a re-
mark, note that it is also possible to consider some actions as durational, but
others not.

If this second approach is applied to a theory with communication, the com-
munication function needs to be extended. If two actions communicate, then
also their beginnings and endings should communicate. For example, consider
standard communication, given by y(?,!) = y (!, ?) = ?. Then, it should be
also defined that

yOF ) =y 7)) =1 and y(7, 1) =y(7 7)) =T
A drawback of split semantics is that it is not always clear which ending
matches a certain beginning. The problem can be illustrated with the following

example, which uses the aforementioned standard communication. Consider
the term

L Ly 2.2.1 2.1,
The following execution can be started, first starting a communication between

the first and third component, and then starting a communication between the
second and fourth component:

)
LIILLT 220 1 20 5 = et 220 2.1

+

L AR R A N A

Now, another ?* should only occur after two ?~ have occurred, but this is not
the case: the communications can be ‘criss-crossed’ as follows:

LSRR RS e SR N R R R RN Ean|
+
N N IR Ean Ran?

For this reason, a mechanism should be provided that matches an ending to
the correct beginning. A so-called history pointer can be used, a counter that
tells how many actions back of the current one the corresponding beginning
took place. In each step of a component in a parallel composition, the history
pointers in the other components should be increased by one. If this is done,
the resulting equivalence relation is called ST bisimulation equivalence. The
notion of history counters also allows the development of an equational theory
for ST bisimulation semantics.
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Exercises

12.4.1 Develop an equational theory that is a sound and ground-complete
axiomatization for a standard term model based on split bisimulation
equivalence.

12.4.2 Extend the basic theory BSP(A) with the history-pointer operator.
Use this operator to develop an equational theory that provides a
sound and ground-complete axiomatization for a standard term model
based on ST bisimulation equivalence.

12.5 Bibliographical remarks

Sections 12.1 and 12.2 are adapted from (Baeten & Weijland, 1990). The ma-
terial in Section 12.3 is from (Van Glabbeek, 2001). Concerning Section 12.4,
background material for step semantics can be found in (Baeten & Basten,
2001). For split and ST bisimulation, references are (Van Glabbeek & Vaan-
drager, 1987; Hennessy, 1988b; Gorrieri & Laneve, 1995). The example of the
drawback of split semantics is taken from (Baeten & Bergstra, 1998).
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Index of Symbols and Notations

This index is subdivided into several, mostly self-explanatory, categories.
Acronyms of process theories covered in this book are classified under
Acronyms. Category Process theories contains other entries related to the theo-
ries of this book; general process-algebraic notations and acronyms are indexed
under Process algebra. Page numbers in italics refer to defining entries.

General notations
o, function, relation composition

(@.Jaea 68
a,b,c, actions

A*, words, seq. over A 36
¢, constant

€, empty word, sequence 37
f, function

i, j,k, indices, natural numbers

ia,ab, ac, co,
k,l,m,n,n, n;,
P p/7 Pi’CIaq/7QiaV’V/yri,
terms, basic terms
relations

ports 200
natural numbers
closed

R,R,R;,
t/x,
o, substitution, sequence
(open) terms
variables, open terms

substitution 142
S, Lt U,
-x7 ya Z7

Acronyms
BCP(A, y)
Basic Comm. Proc. 201, 204,
205-207, 211-218, 224—
228, 235, 353, 397, 408

BCP(A, 0)
BCP without interaction 213,
216, 218, 223, 225-227
((BCP + ED)ec + RSP)(A, ys) 222,
226
(BCP +FMA)(A, 9)

BCP w. Free-Merge Ax. 213,
215
(BCP +HA)(A, y)

BCP w. Handshaking Ax. 214
(BCP 4+ HA +RN)(A, y) 232
((BCP + HA 4 RN)yec

+RSP)(4, ys) 233
(BCP + PR)rec (A, ) 219
(BCPL +RSE)(A, y) 353,
354-356, 360, 361
BCPrec(A, y)
BCP(A, y) w. recursion 219,

220, 221, 225, 232
BCPc (A, ¥) 220, 222, 225, 227
BSP(A)
Basic Sequential Processes 82,
83-94, 96, 98, 100, 102,
104-107, 114-118, 120,

421
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122-133,
167, 171,
182, 183,
206, 215,

140, 152-157,
172, 176-179,
186, 187, 201,
217, 225, 228,
231, 250, 257, 286, 308,
317, 318, 334, 337, 342,
345, 377, 382, 386, 393-
399, 404, 407
(BSP 4+ CS1,2)(A)
(BSP 4+ CT1,2)(A)
(BSP+CQ)(A)
BSP(A) w. choice quantification
370, 371, 372

405
405

(BSP + DH)(A)
BSP(A) w. encapsulation
192, 204, 271
(BSP + E)(A)
BSP(A) w. rec. spec. E
118, 119
(BSP +ED(A)
BSP(A) w. skip operators
192, 193
(BSP + EDec(A)
(BSP + EI)(A) w. recursion 193
(BSP + GO)(A)
BSP(A) w. guarded commands
336, 337-347, 371, 372
(BSP + PR)(A)
BSP(A) w. projection 93, 94—
102, 107, 135, 137, 142,

190,

112,

191,

144, 159-167, 177, 178,
272, 405, 406
(BSP + PR + RS)(A) 406
(BSP + PR + RT)(A) 405
(BSP + PR + RT + FT)(A) 405
(BSP + PR)gfrec(A) 156, 159, 160

(BSP+PR)ec (A) 134-137, 141-146,
159-162, 165, 166

((BSP + PR)ec + AIP)(A)
135, 161, 168

134,

Index of Symbols and Notations

((BSP + PR)ec + AIPT)(A) 137
(BSP + RN)(A)

BSP(A) w. renaming 790, 193
(BSP 4+ S)(A) 405
(BSP + SO)(A)

BSP(A) w. state operators 363

BSP, (A)
BSP(A) w. the inaccessible proc.

345, 347, 348
(BSP, + GC)(A) 346, 347, 349,
351, 360
(BSP, +RSE)(A) 348, 349, 350—
353, 355, 359, 360, 363,
365
(BSP, + SHD)(A) 359, 360
BSP*(A)
BSP(A) w. prefix iteration 102,
103, 104-106, 157-159,
179, 281
(BSP* + PR)(A)
BSP*(A) w. projection 105,
106, 107
BSPIt(A)

BSP(A) w. discr. rel. time 307,
308, 309-314, 334
BSP¥™(A) 313, 314-320, 322, 326
BSP;a(A) 399, 401
BSngrec(A)
BSP(A) w. guard. fin. rec. 155,
156-158, 181, 186

BSPre(A)
BSP(A) w. Ready Axiom 399,
400, 401
BSPrec(A)
BSP(A) w. recursion 112,
119-133, 145-148, 150-
154, 156-158, 182, 183,
186, 189
(BSPrec + RSP)(A) 129
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BSP}..(A)
BSPec(A) w. prefix iteration
158, 159
(BSP, mo)(A)
BSP; (A) w. CSP choice ops
273, 274,275
BSP.(A)
BSP(A) w. silent steps 256,
257, 258, 260-262, 267-
274,276, 281, 287

(BSP; + ABS)(A)

BSP;(A) w. abstraction 268,
269, 270, 274, 276
(BSP; + ABS + PR)(A) 274

(BSP; + DH)(A)
BSP; (A) w. encapsulation 271,
274,275
(BSP; +PR)(A)

BSP; (A) w. projection 271,
272,275
BSP}(A)
BSP; (A) w. prefix iteration 280,
281-284

(BSP* -+ CH)(A) 282, 283, 284, 348

(BSP? + FI)(A) 282,283
BSPr,reC (A)

BSP; (A) w. recursion 287
BSP:(A)

trace theory 395, 396, 397
(BSPO)(A, <)

BSP(A) w. priorities 376, 377,

378, 381, 402
BSPprb(A)
BSP(A) w. probabilistic choice
382, 383, 384-386
MPT(A)
Minimal Process Theory xi, 68,
69, 70-84, 86, 89, 96, 98,
105, 107, 123, 156, 171,

423

176, 178, 179, 183, 217,
220, 223, 228, 231, 408
(MPT + PR)(A)
MPT(A) w. projection
102, 178
MPT*(A)
MPT(A) w. prefix iteration 105,
179
MPTiec(A)
MPT(A) w. recursion 122, 123,
183
MTCP(A, y)
Min. Th. of Comm. Proc.
217, 218, 228, 242
TCP(A, y)
Th. of Comm. Processes 227,
228, 229, 231, 232, 234,
242, 276, 321, 322, 326,
343
TCP(A, 0)
TCP without interaction
234
(TCP + FMA)(A, 0)

TCP w. Free-Merge Ax.
(TCP+GCO)(A, y)

TCP(A, y) w. guarded comm.

343, 344, 345, 348
(TCP 4+ HA) (A, ¥s) 238, 239
(TCP+PR)(A, y)

TCP(A, y) w. projection 228
(TCP + PR),. (A, ?) 229
((TCP 4 PR),.. + AIP7)(A, ) 229
(TCP+RN)(A, y)

94, 96,

216,

231,

234

TCP(A, y) w. renaming 228,

234
(TCPL +GO)(A, y) 347, 348
(TCPL +RSE)(A, y) 361

TCPY™(A,y) 319, 320, 321-327
TCPY™ > (A, y) 323, 324, 325,326
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TCPrec(A, ¥)
TCPyec(A, y) without interact.

231
TCPrec (A, ¥)

TCP(A, y) w. recursion 231
(TCPET + RSP)(A, y) 330
TCP. (A, y)

TCP(A, y) w. silent steps 276,

277, 278-280, 284-287,
290, 294

(TCP; + FMA) (A, ¥) 278
(TCP; + HA)(A, y) 278
((TCP; 4+ HA)rec + CFAR”
+RSP)(4, ys) 295
(TCP; +PR)(A, y)
TCP. (A, y) w. projection 286
(TCP; 4+ PR)ec(A, y) 286

TCP: rec(A, ¥)
TCP. (A, y) w. recursion 285—
287, 290, 293, 294

(TCP; rec + CFARP)(A, ) 293
(TCP; rec + KFARP)(A, y) 291
(TCP; rec + RSP)(A, ) 287
(TCP; rec +RSP)(A, ys) 294
TCPO(A, <, y)

TCP(A, y) w. priorities 378
TCPOgrec (A, <, ) 378
TCPOyec(A, <, ¥) 378

TSP(A)
Th. of Sequential Processes
171, 172, 173-183, 186—
189, 192-194, 225, 227,
228, 231, 232, 243, 352,
397
(TSP +DH)(A)
TSP(A) w. encapsulation
193
(TSP + EI)(A)
TSP(A) w. skip operators
193

192,

192,
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(TSP +1IT)(A)
TSP(A) w. iteration 179, 180,
181
(TSP + PR)(A)

TSP(A) w. projection 177, 178
(TSP + PR)ec(A) 183
((TSP + PR)rec + AIPT)(A) 188
(TSP + RN)(A)

TSP(A) w. renaming 193
(TSP, + RSE)(A) 352,353

TSP*(A)
TSP(A) w. prefix iteration 179
TSPrec(A)

TSP(A) w. recursion 182,
183-189, 225
(TSPrec + RSP)(A) 185, 186, 188
_ Algebras
General notations
0, zero 21
0, I((BSP+ PR)(A)) const.
161
0°°, TI°°((BSP+PR)(A)) const.
162
[0]-, I(X4q, Eq) constant 26
[0]l«<, M constant 54
1, TI((BSP + PR)(A)) const.
161
1%°, TI°°((BSP+PR)(A)) const.
162
—, Boolean negation 21, 34,
335
+, addition 21
4+, I((BSP + PR)(A)) func.
161
4+, I®°((BSP+PR)(A)) func.
162, 167

A, Boolean conjunction 21,
34,335
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Vv, Boolean disjunction 34, M,, model of T 62, 63
335 N, natural numbers 11,21,
@, Boolean exclusive or 24 366
D, Boolean implication 335 IN, alg. of nat. numbers 21/,
x, multiplication 21 22-24, 29, 30, 366
~, equivalence 25 -, T((BSP + PR)(A)) func.
, validity 23 161
=4, identity on A 23 w2, TI%°((BSP + PR)(A))
=N, identity on N 23 function 162, 167
o, valuation 22 (po, P1, P25 ---)» projective
a.-, I((BSP+ PR)(A)) func. sequence 161
161 Y -algebra 22
a.®, T°((BSP + PR)(A)) s—, I(Zq, E;) function 26
function 162, 167 S¢«», M, function 54
a-, I(Z, Ep) function 26 succ, successor function 21
a¢e>, M; function 54 T(A), trace sets 394
A, universe of A 21 tr, trace interpretation 394,
A, algebra 21 397
A/~, quotient algebra 25 true, Boolean 21,335
Ay,A,, algebras 29 U, universe 25
B, Booleans 21,335 [ul~, ~equiv.classofu 25
B, algebra of Booleans 21,
335 Initial algebras
By, algebraof Booleans 24, I((BSP 4+ PR)(A)) 159-161
29, 30 I((BSP + PR)gfrec(A)) 159,
[c]~, quotient alg. constant 25 160
C(Z)/~ 30 I((BSP + PR);ec(A)) 159, 160
exp, exponentiation func. 30, I(((BSP 4 PR);ec + AIP)(A))
60 160, 161
f~, quotient alg. function 25 I(BSPrec(A)) 132
false, Boolean 21,335 I(X, E), initial algebra 26,
t, lj, kK, interpretations 22 27,30
ly 22 I(Z1, Ey) 26, 28-30
I, T((BSP+ PR)(A)) universe
161 Process algebras
I°*°, projective sequences 161 I*°((BSP 4+ PR)(A)) 160, 161,
my, I(X, Ep) function 26 164-167
mes>, M, function 54 T (BSP(A)) 167
M, model 113 I"((BSP + PR)(A)) 167
M| =A e 54,55, 57 P(BCP(A, 1))/« 218
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P(BCP(A, y))/« 217,218
P((BCP + PR)ec (A, ¥)) /<>
219
P(BCPrec(A, 1))/ 219
P(BSP(A)),< 86,87, 88,117,
118, 125, 128, 133, 393
P((BSP+E|+E»)(A)) )/« 130
P((BSP + EDrec(A) )« 193
P((BSP+PR)(A));« 100,
101, 135, 137, 159, 160
P((BSP+PR)gfreC(A))/Q 156,

159, 160
P((BSP + PR)ec(A)) /<> 135,
137, 159, 160
P(BSP*(A))/« 104, 106, 158
P(BSPM(A))/«, 310,311
PBSPM (A)/«, 314,316
P(BSPgfiec(A) /< 155, 156
P(BSPrec (1)), <> 145
P(BSPrec(A) /< 120,121,
123, 125, 128-131, 133,
151153, 156
P(BSP% (A)) /< 158, 159
P(BSP; (A))/w, 260, 261

P((BSP; +ABS)(A))/<,, 269,
270
P((BSP; + DH)(A))/ e, 271
P((BSP; +PR)(A)) /<, 272
P(MPT(A)) < 76, 7719
P(TCP™ > (A, )/, 324,
325
P(TCP: (A, ¥)) /ey, 278,279,
285, 290
P((TCP; +PR)(A, ¥)) /<,
286
P((TCP; + PR)rec(A, ¥)) /oy
286
P(TCPr rec(A, ¥)) /o 285,
290

P(TSP(A)) < 175,176

P((TSP +1T)(A)) )« 180
P((TSP 4 PR)(A)) /< 177
P((TSP 4+ PR)rec(A))/« 183
P(TSP*(A)) )« 179
P(TSPrec(A)) /< 182,183
Term algebras
Ay 53,54
C(X), closedterms over X 26,
30
P(BCP(A, y)) 216
P(BSP(A)) 84,86, 394, 397,
399
P((BSP + PR)(A)) 99, 100
P(BSP*(A)) 103
P(BSPI(A)) 309
P(BSPI(A)) 314
IP(BSngrec(A)) 155
P(BSPec(A)) 119, 150
P(BSP;(A)) 258, 267
P((BSP; + ABS)(A)) 269
P(MPT(A)) 72,75
P(TCPY > (A, y)) 324
P(TCP(A, y)) 278
P(TSP(A)) 174, 175
P((TSP+1T)(A)) 181
7T(X), termsover X 25
Axioms
Al, comm. + 68,69,71,277, 308,
383
A2, assoc.+ 68,069,71,277, 308,
383
A2, 71
A2, 71
A3, idempot. + 68, 69,71, 174,
277,308, 337, 344, 382
A4, rightdistr. - over + 172,277,

320, 386
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AS, associativity - 172, 186, 277,
320

A6, identity of + 69, 174, 277,
337, 344, 383

AG6DR, A6 discr. rel. time 308

A7, ‘zero’ elementof- 172,277,
319

A7DR, A7 discr. rel. time 320

A8,9, identity of - 172,277

A8DR, A& discr. rel. time 320

A9DR, A9 discr. rel. time 320

A10, act. pref., seq. comp. 172,
277,319

A10DRa-c, A10discr.rel. time 320

AA3, idempot. +, prob. 383

AIP, Approx. Ind. Principle 134,

135, 137, 140, 144, 145,

156, 159-161, 165-168,
183, 219, 286
AIP~, Restricted AIP 137, 140,

144, 145, 148, 156, 158,
160, 166, 168, 183, 188,
219, 229, 286

ATS, Any Time Slice 313
B, Branching Axiom 256, 277,
280, 380
CFAR®
Cluster Fair Abstr. Rule 291,
293, 294-297, 299
CH, Chaos Axiom 283

CMI1-6, comm. merge | 204,207,
277
CM1,3-9DR, |, DR time 320
CM2, distr. | over + 320
CQI-6, choice quant. ), 371
CS1,2, Comp.-Sim. Axioms 405
CT1,2, Comp.-Trace Axioms 405
D1-4,6,7DR, enc., DR time 320
DI1-5, encapsulation 0y 190, 277
D5, distribution dyg over + 320

427
DA, Delayable Actions 313
DD, Delayable Deadlock 313

DRTA, Discr. Rel. Time Axiom 313

DRTF, Discr. Rel. Time Fact. 308
DRTIF, DR Time Iter. Fact. 313
DT, Delayable Termination 313
El1-5, skipping ¢f 191
EA3, idempot. 1, prob. 383
FA, Failures Axiom 399
FI, Fair Iteration 282,283
FMA, Free-Merge Axiom 213,
224,234
FT, Failure-Trace Axiom 405

GC1-6, guarded cmds ¢ :— _ 336
GC7-10, guardedcmds ¢ :— _ 343
GC7, guard. cmd, seq. comp. 352

GC8, guard. cmd, left m. 353
GC9S, GC9 with signals 353
GC10, guard. cmd, enc. 353
HA, Handshaking Axiom 214
IP1, 2, inaccessible proc. L 345
IP3-7, inaccessible proc. L 348
IP3, inac. proc., seq. comp. 352
IT1-3, iteration _* 180
KFARP

Koomen'’s Fair Abstr. Rules 289,
290-295, 299, 381
KFAR? 289
KFAR® 289, 290, 294
LM1-3,5-7DR, left m., DR time 320
LM1-4, left merge| 204,277
LM4, right distr. || over + 320
M, merge axiom 204,212, 277,
320, 386
PA1-4, Peano axioms 13,49
PAS5, 6, Peano axioms 17
PI1, 2, prefix iteration a*_ 103,178

PI3, prefix iteration a*_ 179
PRI1-5, projection m, 93,177
PR6, projection, abstraction 272
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PRB1-4, probabilities —H—p 383
PRI1-8, priorities 6 377
R, recursion 112
RDP, Rec. Def. Principle 124,

125, 129, 133, 140, 144,
145, 156, 158-161, 164-
166, 168, 183, 219, 285

Restricted RDP 133, 140,
144, 145, 156, 158-160,
166-168, 183, 219, 285

RE, Ready Axiom 399
RNI1-4, renaming oy 190
RS, Ready-Simulation Axiom 405

RDP~,

RS1-7, root signal rs 353, 360

RSE1-7, rootsign.em.¢A_ 349

RSES, rtsign. em., seq. comp. 352,
353

RSE9-11, rootsign.em. ¢4_ 353

RSP, Rec. Spec. Principle 128,
129-133, 140, 144, 145,
148, 156, 158-160, 166—
168, 183, 185, 186, 188,
219, 222, 224, 226, 233,

285, 287, 294, 295, 330

RT, Ready-Trace Axiom 405

RTO1-5, relative timeout v 320

S, Simulation Axiom 405

SC1, comm. | 204,206,277, 320

SC2, identity of || 204, 206, 276,
277, 320

SC3, stand.conc. 204, 205, 206,
212,276,277

SC3DR, SC3discr. rel. time 320

SC4, assoc. || 204,206,276,277,
320

SC5, assoc. | 204,206,276, 277,
320

SC6, 7, stand. conc. 204, 206, 276,
277,320

SC8, stand. conc. 228,276,277
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SC8DR, SC8discr. rel. time 320
SC9, 10, stand. conc., abstr. 276,
277,279, 280
SH1-7, shift operators n > _ 324
SHDI1-5, signal hiding PA_ 360
SO1-8, state operator A} 363
TI1-5, abstraction t; 268, 277
TITI, Time Iter. Time Iter. 313
TR, Trace Axiom 395,397
Equational theories
F, derivability 13,14
=, syntact. identity on terms /2, 14
0, constantsymbol 17,13,17,31,
49
a, binary symbol 11,13,31,49
B(X;), basic Xi-terms 15
C(X), closed X-terms 12
C(T), closed T-terms 72
e, binary symbol 17,60
E, setof equations 12
Fun, eq. theory 20
m, binary symbol [1/,13,17, 31,
50
P(t), property on terms 16
o, substitution 12
s, unary symbol [7,13,17,31,49
s"(0), basic X-terms 15
(X, E), equational theory 12
Y, signature 11,12,22,31
Y-term, term over X 12
¥y, signature 11,12,15,22
t[o], substitution 13
T =(X,E), eq.theory 13,26-28
T-term, term of theory T 69
7(X), termsover X 12,25

T(2,V), termsover Vand X 2
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T1 = (X1, E1), eq.theory 12,13,
17, 18, 20, 24, 26, 30, 31,
48, 52-58, 61, 62

T, = (X,, E7), eq.theory 17,18,
19, 21, 30, 58, 60-63

V, setof variables 12

Process algebra

a, conjugate action 242

ACP xi, 8,9, 107, 152, 168, 242,
298, 318

ATP 334

BPA 107, 194

BPA; 107

CCS xi, 6,7-9, 64, 65, 107, 125,
152, 168, 242, 280, 298,
299, 334, 391

CIRCAL 9

CSP xi, 7,9, 65, 107, 168,
228, 229, 234, 242, 272
274,299, 334, 400

8, inaction 107
€, empty process 107
LOTOS 334
uwCRL 367,374
mCRL2 xii, 374
MEIE 9
MPA 107
nil, inaction 107
PA 8,242
SCCS 9
SKIP, empty process 107
T, silent action 6, 242, 245
TCSP 7

Process theories
General notations
(+s), opt. s-summand 140
1, error message 236

429

1, inaccessible state in S 362
¢, empty comm. func. 798,

199, 213
< C A?, priority ordering
376
<, summand rel. 71

| ¢, gen.comm. merge 2170
iel

I #, gen.merge 210
iel
Vn¢, universal quant. 367
a,b,c, actionsin A

A, set of actions 68, 408
A = AU{t} 256
action: A x S — S,

action function 362
a(v), param. action 368
Bag 223,226
Buf1 220, 221
Buf1;, 235
Buf1mob;, 387
Buf2 221,222,226, 293
y:AxXA— A,

communication function
197,198, 203, 204, 205,

214, 216, 228, 229, 277,

320, 324, 325, 343, 344,

348, 353, 356, 408, 409

ys: AX A— A,
standard comm. func. 200,
221

C, cluster 291
CA, core actions 408
Counter 188, 229
Counter? 226, 229
d, dataelement (d € D) 146
d0,d1, frames 236
D = {di,dy,---,d,}, data

elements 146

dn¢, existential quant. 367
E, recursive specification 710
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effect: A xS — S,
effect function 362
¢, ¥, prop. formulas in FB

f:A— A, renaming func.
189
F ={d0,d1 |d € D}, frames
236

FB, propositional formulas
336, 367

FN, nat.-num. formulas 367

H C A, encapsulated actions
189,271
i, internal action 289
I € A, hidden/skipped actions
191, 268
K, L, channels 235
ut.E 119
uX.E 112, 168
uX.t 168
m, machine in M
M, set of machines 362
v, i, nat.-num. formulas in FN
367
P, Py, P>, ..., prop.varsinP

P, propositional variables 335,
367

pld, received at p 200

pld, sendd atp 200

pld, communicate d at p 200

Queuel 231,233, 298, 366
Queue? 232,233,234
Queue3 235
Queued 366
R, receiver 235
Rec, recursive specs 112
s, statein S

> t, gen. choice 135
l.;,l sender 235

S, state space 362

sig : S — FB, statesignal 362
Spring 344
Stack 364
Stackl 146, 148, 185, 351
Stack?2 184, 185, 188
Stack3 188
Stack4 188
t, internal action 236, 240,
241
U(C), cluster exits 292
Vg, recursion variables 110
VR(E), rec.varsinE 110
X,X;,Y,Z, rec. vars 110
(X | E) 168
X =t, recursive equation /10
X (v), param. rec. var. 368

Constants

1, inaccessible process 345,
347, 348, 349, 352, 353,
360, 363

0, any-time-slice deadlock

313,315,319, 320

0, inaction, deadlock 68,
69, 74, 93, 107, 172, 190,
191, 204, 228, 268, 274,
277, 283, 336, 339, 345,
347, 353, 360, 363, 377,
383, 385

0, current-time-slice time stop

308, 309, 313, 320, 324

1, any-time-slice termination

313, 315, 320, 327

1, empty process 81,
82, 84, 93, 107, 172, 180,
190, 191, 204, 213, 214,
268, 274, 277, 339, 347,
353, 360, 363, 377, 383,
385, 405
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1, current-time-slice term.
308, 309, 313, 320, 324,
327
X, recursion constants 112,
120

Unary operators

_*. iteration

180, 184

", n-fold seq. comp. 174

I n-fold par. comp. 218

1., replication 227

a.., action prefix (a € A) 68,
69, 74, 93, 172, 190, 191,
204, 256, 268, 274, 277,
339, 345, 347, 353, 360,
363, 377, 383, 385, 395,
399, 405

a.., any-time-slice action pre-
fix (a € A) 313,
315

a.., current-time-slice action
prefix (a € A) 308, 309,
313, 320, 324

a*_, prefix iteration (a € A)

103, 179

a®_, properiter. (a € A) 107,
159
a"_, n-fold act. pref. (a € A)
105, 107
oy, encapsulation (H C A)
190, 192, 193, 194, 201,
204, 205, 214, 218, 270,
274, 277, 320, 325, 326,
327,343, 348, 353, 356
er, skip operators (I C A)
191, 192, 193, 245
0, priority operator 377, 381
¢ :— _, guarded command
(p € FB) 336, 339, 341,

431

343, 344, 347, 349, 352,
353, 360, 363, 371

¢ _, root-signal emission
(p € ¥FB) 349,351,352,

353, 360, 363
AZl,  state operators (m € M,
se€Ss) 363, 364

v, current-time-slice timeout
320, 324, 325, 326, 327
n > _, shift operators (n € N)
324, 325
m,, projection (n € N) 93, 99,
101, 134, 145, 177, 178,
226,271, 272, 274, 405
PA_, signal hiding (P € P)
360, 361
pf, rtenaming (f : A — A)
190, 193
rs, root-signal operator 353,
356, 360, 361
o._, time prefix 308, 309,
313, 320, 324, 327
o*_, time-iteration prefix 313,
315,317, 320, 324, 327
o"_, n-fold time prefix 308
> .-, choice quantification
(n eN) 369, 371, 372
T._, t-prefix 246, 256, 274,
271,279, 282
77, abstraction (I C A) 240,
246, 268, 269, 272, 274,
277, 279, 287-289, 294,
295, 298, 299, 381
T-prefix iteration, diver-
gence 281,
282-284

*

-

T

Binary operators

+, alt. comp., choice 8, 68, 69,
74, 84, 93, 103, 172, 180,
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190,
256,
309,

191, 204, 213, 214,
268, 274, 2717, 308,
313, 320, 324, 336,
339, 345, 347, 349, 353,
360, 363, 371, 377, 383,
385, 395, 399, 405
-, sequential comp. 171, 172,
175, 179, 180, 228, 234,
277, 320, 325, 327, 343,
348, 352
merge 195-199, 201, 202,
204, 205, 214, 215, 216,
218, 234, 277, 279, 320,
325, 327, 341, 344, 356,
360

[€CS, CCS par.comp. 280

II§SP, CSP par. comp. 229,
234

L, leftmerge 202,204, 214,

216, 218, 228, 234, 242,
277, 279, 320, 325, 327,
343, 348, 353, 356

| , communication merge 202,
203, 204, 213, 214, 216,
242, 277, 279, 320, 325,
327, 343, 344, 348, 353,
356

r, internal choice (CSP) 272—-
274
o, external choice (CSP)
272-274
C, left-external choice (CSP)
273, 274
—lj—p, probabilistic choice
(p €(0,1)) 383, 385
¥, priority operator 377, 381
Rewriting
one-step reduction 31

~», reduction relation 32
Cnf 33
R, rewrite rules 31
(X, R), term rewr. syst. 31, 32
(t1, ), rewrite rule 31
1 — tp, rewrite rule 31
TRS| = (X1, Ry) 31,32

Transition systems
General notations

[-], trans.sys.ofaterm 266
(-), term of atrans. syst. 263
(., v) \y, consistency 346
(., v){, termination 338
J, termination, final states 35,
49
Y, no termination option 36
ln, timed termination 305
~>, possible delays 304, 305

~~+, probabilistic transition 384

~opn, time ticks 305
—, set of transitions 35
—*,  reachability 36, 305
—», reach. w. T-steps 247
=, isomorphism 262

<, Dbisimilarity 41, 253, 342,
346

<, prob. bisimilarity 385

<y, Dbranch. bisim. 249, 253
<, Trooted branch. bisim.
252,253
<, timed bisimilarity 306
1 ..
—, transition, 1-step 49
—a>, transition, a-step 36
WV 108
72, no a-step 36
@ 248
1, timed a-step 304
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Z%* reachable with o 37

v,a,v’ .
=, action-effect step 338

(L) > (L),

action-effect step 338
[0]l«», M constant 54
1, label 48
a-step 36
a¢«, M function 54

/A1, algebra of trans. syst. 53,
54
BV, set of Bool. valuations
338
C, setof colors 47
D; = (%;, R;), ded.syst. 58
effect : A x BV — BV,

effect function 338
®, premises 51
L, setof labels 35,246
W, prob. distr. func. 384
mes, M); function 54
M =A 54, 55,57
M,, model of T» 62,63
NV, setof nat.-num. valuations
367
Y, formula, conclusion 51
R, (general) relation
R, bisimulation 40
R, branching bisim. 248
R, deduction rules 51
o, trace 394
o, accepting trace 394
(0, menu(t)), ready pair 397
[o, X1, failure pair 398
S<«», M; function 54

(2, R), deduction syst. 51
(S,L,—, ), trans.-sys. space
36

(S, L, =, {,~),
timed trans.-sys. space 305

433
S, set of states 35
T, silent step 246, 298

v,v' : P — B, valuation 337

Deduction systems

TDS(BCP(A, y)) 216
TDS((BCP, + RSE)(4, y),
effect) 356
TDS(BCPrec (A, 7)) 219
TDS(BSP(A)) 84
TDS((BSP + CQ)(A), effect)
372
TDS((BSP + DH)(A)) 192
TDS((BSP + EI)(A)) 192
TDS((BSP + GC)(A), effect)
339
TDS((BSP + GC)(A), effect)
372
TDS((BSP 4 PR)(A)) 99
TDS(BSP + RN(A)) 190
TDS((BSP + SO)(A), effect)
363
TDS((BSP, + GC)(A), effect)
347
TDS((BSP_ + RSE)(A), effect)
351
TDS((BSP + SHD)(A), effect)
361
TDS(BSP*(A)) 103
TDS(BSPY(A)) 309
TDS(BSPY" (A)) 315
TDS(BSP;ec(A)) 120
TDS((BSP; M 0)(A)) 273

TDS((BSP; + ABS)(4)) 269
TDS((BSP; +PR)(A)) 272

TDS(BSPH (A, <)) 377
TDS(BSPprb(A)) 385
TDS(MPT(A)) 74

TDS(T), ded.syst.forT 73
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TDS((TCP + GC)(A, y), effect)

344
TDS(TCPY™ > (A, y)) 325
TDS(TSP(A)) 175
TDS((TSP + IT)(A)) 180
TDS((TSP, + RSE)(A), effect)
352

TDS(TSPrec(A)) 182
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Page numbers in italics refer to defining entries.

A
abstraction 1, 240, 242, 245, 246,
268, 272, 275, 276, 285,
294, 295, 297, 299, 358,
380, 381
applied to a definable proc. 287

applied to a fin. def. proc. 287
fair 284
from a guard 284
of unstable divergence 295
pre- 294
ACP see Symbol Index
action 1,35
atomic 68
beginning/ending of 196, 408
communicating -s 197
communication 198, 200
conjugate 242
core 408
delayable 312,313
discrete 1
durational 409
get 390
interleaved -s 195
internal 236, 240, 282, 295
multi- 303, 390, 408
observable 251

parameterized 368, 369, 372,
373
put 390
receive 200, 390
send 200, 390
set of -s 68
silent, see silent action
structured 338
untimed 304, 307
action constant 107, 318
action execution 195, 302, 304, 342
action function 362, 365
action ordering 301
action prefix 68, 69, 172, 196, 246,
313, 337
current-time-slice 307
n-fold 105
algebra 1,21,22
- 22
initial, see initial algebra

of countable computable
processes  151-153, 156
157, 181
181
155, 156
of transition systems 52-54, 75

of finite automata
of regular expressions
of regular processes
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of transition systems P(BSP(A))
394, 398, 399

process, see process algebra
quotient,  see quotient algebra
term, see term algebra
universal 1,34

Algebra of Communicating Processes
xi

ALGOL 5
Alice 205
alpha conversion 371
Alternating-Bit Protocol 235, 241,
243,295, 299, 374
alternative composition 8, 68, 69,
250, 349, 369, 382
identity element of 68, 307
parameterized 335
approximation 134

Approximation Induction Principle

(AIP) 134, see also Symbol
Index
associativity 68
of seq. comp. 172,174, 186
ATP 334

automata theory 2, 44, 156, 181, 187

automaton 35, 38, 64
finite 44,157, 181, 188
finite non-deterministic 157

axiom 12,49,51,111
conditional 288, 293, 404

axiom rule 13, 370

axiom scheme 93, 204

axiomatization
complete 28
finite ground-complete - for iter.

108
ground-complete 28, 34
of BCP(A, ¥) 216

of communicating processes 201
of completed-sim. equiv. 405

of completed-trace equiv. 397,
405
of failure-trace equiv. 405
of parallel composition 242
of possible-worlds equiv. 407
of ready-sim. equivalence 406
of ready-trace equiv. 405
of simulation equivalence 405
of split-bisimulation equiv. 409
of ST-bisimulation equiv. 410
of T(A) 397
of trace equivalence 397

sound 23
Axioms of Standard Concurrency
204, 207, 227, 243, 276

B
bag 222,223, 225, 226, 243, 408
Basic Process Algebra 107
with inaction 107
behavior I
branching 68
deadlock 396, 398, 400, 401
high-priority 376
low-priority 376
operational 35
pre-empted 376
sequential 212
termination 40, 70, 202
timing 310
unbounded-depth 102
binding 369, 389
biscuit-tin 226
bisimilarity 3,40,41-47, 52—

54, 75, 81, 157, 201, 218,
336, 341, 344, 346, 393,
398, 403, 404, 407, 409

branching, see branching
bisimilarity
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orthogonal 381, 391
probabilistic 385, 386
relation between - notions 253
rooted weak 256, 267, 298
strong 247,258, 275,317, 342
timed 306, 317
weak 255,298
bisimulation 40, 42, 44-47, 64, 91,
118, 341, 346
branching 248, 250, 251, 254
game characterization of 65
maximal - relation 47
probabilistic 385, 386, 391
rooted branching 252,254
rooted weak 255
split 409, 410
ST 409, 410
step 408
strong 251
timed 306
weak 255
bisimulation equivalence 40
blocking 189
send/receive actions 201
blocking termination 337
Bob 205
Booleans 21, 335, 367
boundedness 105
Branching Axiom 256

branching bisimilarity 247, 248, 249—
251, 254, 255, 283, 299,

381
rooted 247,251, 253-256, 258,
262,273,299
rooted - with explicit divergence
282, 283
semi- 299
with explicit divergence 282,
283,299
branching degree 168

441

branching structure 40, 70, 401
broadcast 390
buffer 197, 220, 356, 361, 362
mobile 387, 389
n-place 226
one-bit 220
one-place 220, 226, 232, 235,

295, 357, 387
termination of 226
two-place 221, 222,293, 358
buffers 358, 364, 365
C

calculation 3
Calculus of Communicating Systems
Xi, 6

car 387, 389
carrier set 21
CCS see Symbol Index
basic xi, 7, 107
expansion law of 280
parallel composition 280
timed extension of 334
channel 200, 389
chaos 282, 283, 348
Chaos Axiom 283

choice 65, 68, 69, 196, 303, 307, 375
see also alternative composition

CSP - operators 272
external 272-274, 299
fair 297
generalized 135
internal 272
left-external 273
moment of 40, 113, 172, 202,
288, 401

non-deterministic 40, 65, 70,
236,272, 288, 382

over natural numbers 369
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probabilistic 382-384
choice quantification 366, 371, 373,

374, 382

choice quantifier 369
CIRCAL 9
clock 302
closed term 12,52,72, 266
cluster 291,292,293
conservative 292,293
finite conservative 293
Cluster Fair Abstraction Rule 291
co-name 6
coffee machine 109
color 47
coloring 47,255, 262
canonical 262
consistent 47
Communicating Sequential Processes
xi, 7
communication 9, 196-198, 200-

202, 205, 231, 242, 324,
353, 356, 361, 362, 378,

409
associative 197
asymmetric 390, 391
asynchronous 197, 355,

389-391
binary 198,199, 213
commutative 197
enforced 201, 205
handshaking 198
higher-order 198, 199
identity element of 242
in CCS 242
in CSP 242
residual trace of 298
standard 200
symmetric 389
synchronous 197, 221, 358, 389
ternary 198, 199

with a silent step 276, 280
with guarded commands 343
with the empty process 205,

206, 220
communication channel 197
communication function /97, 198,

203, 347, 353, 355, 408,

409
signal 358
standard 200, 221, 242, 390
communication link 387

communication merge 202, 203, 213,
321, 355, 390

commutativity of 203
generalized 210
identity element of 210
communication network 200, 227,
241, 387
Alternating-Bit Protocol 235
communication protocol 235, 241,
295, 298
communication relation 408
communication trace 6
commutativity 68
comparative concurrency semantics
43, 65
completed-trace set 396
completeness 28
w- 28
w- - of (BSP+PR);ec+AIP)(A)
168
w- - of (TCP + FMA)(A, ¥)
234
ground-, see ground-complete-
ness
of the theory for data types 372
computability 149
conclusion 51,53

concurrency theory 3, 4, 40, 168, 397
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conditional 336, 348, 349, 353, 367,
see also guarded command

conflict relation 408
confluence 32
congruence 25, 30, 53, 54, 75, 250
for alternative composition 250
result for BCP(A, y) 216
result for BSP(A) 86
result for (BSP + GC)(A) 342
result for (BSP + PR)(A) 100

result for BSP*(A) 103
result for BSP(A) 310
result for BSPY* (A) 314
result for BSP..(A) 119
result for BSP; (A) 258
result for (BSP; 4+ ABS)(A)
269, 275
result for BSP} (A) 283
result for BSPprb(A) 386
result for failures equivalence
398
result for MPT(A) 75, 81
result for readiness equivalence
398

result for TCPY™ > (A, y) 324
result for TCP; (A, y) 278, 280
result for TSP(A) 175
result for (TSP +IT)(A) 180
result for (TSP + PR)(A) 177

result for TSP*(A) 179
congruence theorem 54, 62, 258
conjecture 182
conservative extension 18

equational 59

operational 58, 59-61, 98
conservative ground-extension 18,

34, 61
conservativity 34, 61, 63, 65, 108

conjecture for TSP (A) 182,
189
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equational 58
of a timed process theory 304
of BCP(A, y) 217,218
of (BCP, +RSE)(4,y) 355

of BCPec(A, y) 219
of BSP(A) 83
of (BSP + CQ)(A) 372
of (BSP + GC)(A) 342
of (BSP + PR)(A) 96
of (BSP + PR).(A) with rec.

principles 144, 145
of (BSP + RN)(A) 189
of BSP| (A) 345
of (BSP| + GC)(A) 347
of (BSP, + RSE)(A) 351, 360
of BSP*(A) 104
of (BSP* + PR)(A) 106
of BSPY(A) 308
of BSPY™(A) 314, 318
of BSP,ec(A) 122
of BSP%,.(A) 158
of BSP; (A) 257,258
of (BSP; mo)(A) 275

of (BSP; + ABS)(A) 269,275
of (BSP; + DH)(A) 271,275

of (BSP; +PR)(A) 271,275
of BSPO(A, <) 377
of BSPprb(A) 382
of MPT*(A) 105
of (MPT 4+ PR)(A) 96, 102
of MPTyec(A) 123
of MTCP(A, y) 218
of T 18, 61, 62
of TCP(A, ) 227,234
of (TCP 4+ GC)(A, y) 345
of TCPY" > (A, y) 326
of TCP, (A, ) 276, 280
of TSP(A) 176
of (TSP +1IT)(A) 181

of (TSP + PR)(A) 178
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of (TSP 4+ RN)(A) 193
of (TSP, + RSE)(A) 353
of TSP*(A) 179
of TSPyec(A) 182
operational 58-60, 64
consistency predicate 346, 347
constant 11,22, 111
context rule 14, 25, 370
cooperation
asynchronous 389
synchronous 390, 391
countable set 149
counter 148, 188, 226
critical section 328, 333
CSP see Symbol Index
choice operator 272,299
parallel composition 228, 400

Theoretical 7
timed extension of 334

cycle 74,98, 181, 288, 289, 291
D
data 335, 374
data type 335, 336, 366, 372
Boolean 367
equational theory of 367
finite 335
infinite 335
natural-number 367
uncountable 335

deadlock 7,43,47, 69, 89-92, 108,
191, 214, 242, 245, 246,
360, 396, 398, 400, 401

any-time-slice 312
in BSP(A) 89, 90-92
in (BSP 4+ DH)(A) 193
in (BSP 4+ EI)(A) 193
decidability 33,372
deduction rule 49, 51,53

for action prefix 408
for parameterized actions 368
for parameterized recursion 369

for recursion 168
format of 352
source-dependent 59, 60

deduction system 51, 52-54, 58-60,
63, 64, 73, 352

for BCP(A, y) 216,218

for (BCP; +RSE)(A, y) 356

for BCPec (A, 7) 219
for BSP(A) 84
for (BSP + CQ)(A) 372
for (BSP + DH)(A) 192
for (BSP + EI)(A) 192
for (BSP + GC)(A) 338, 339,
340
for (BSP + PR)(A) 99
for (BSP + PR)ec(A) 146
for (BSP + RN)(A) 190
for (BSP + SO)(A) 363

for (BSP, + GC)(A) 346, 347

for (BSP; + RSE)(A) 351
for (BSP, + SHD)(A) 361
for BSP*(A) 103
for BSPI(A) 309
for BSPI(A) 315
for BSPec (A) 120
for BSP; (A) 258, 266
for (BSP; M o)(A) 273
for (BSP; + ABS)(A) 269
for (BSP; + DH)(A) 271
for (BSP; + PR)(A) 272
for BSPZ(A) 281
for BSPO(A, <) 377,378
for BSPprb(A) 385
for MPT(A) 74,408
for T 49
for T, 60
for TCP(A, y) 228
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for (TCP 4+ GC)(A, y) 344,
345
for TCPI" (A, y) 323
for TCPI > (A, y) 325
for TCP; (A, y) 278
for TCPOec (A, <, ¥) 378
for TSP(A) 175, 194
for (TSP +1IT)(A) 180
for (TSP + PR)(A) 177
for (TSP, + RSE)(A) 352
for TSP*(A) 179
for TSPrec(A) 182
definability 148, 151, 152, 156, 186,
225,227
finite 154, 156
finite - of the queue 235
finite - of the stack 186
finite - over BCP(A, 0) 225
finite - over BCP(A, y) 225,
227,235
finite - over (BCP + HA +
RN)(A, y) 232
finite - over TCP(A, 0) 231
finite - over TCP(A, y) 231,
232
finite - over TSP(A) 186, 187,
225,227
over TCP, (A, y) 286
delayability 312,322
Delayable Actions 313
Delayable Deadlock 313
Delayable Termination 313
depth 92, 100
bounded 98, 105, 106
finite 98
unbounded 106
derivability 13, 14, 20, 25, 30-33,
52,75, 129
with binding operators 370
derivation 14, 31, 256

445
with choice quantifiers 371
with guarded commands 337
with probabilistic choice ~ 383
with recursion 111
with shift operators 323
with signals 349
with time 307
dichotomy 407
discrete event system 1
Discrete Relative Time Factorization
307
disrupt 375

distribution
of act. pref. over choice 70, 81,

89
of seq. comp. over choice 172,
386
divergence 280-282, 286, 287, 299
catastrophic 283, 299
unstable 284,295
domain 21
duration 196, 408
E

effect function 338, 339—-

343, 347, 351, 353, 361-

365, 368, 373, 376
elimination 16, 19, 63
for BCP(A, y) 206, 215

for (BCP, + RSE)(A, y) 355
for BCPrec (A, ) 219
for BSP(A) 83
for (BSP + CQ)(A) 372
for (BSP + GC)(A) 337
for (BSP + PR)(A) 94, 102
for (BSP + RN)(A) 189
for BSP, (A) 345
for (BSP; + GC)(A) 347
for (BSP; + RSE)(A) 350
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for BSP*(A)

for (BSP* + PR)(A)
for BSPI(A)

for BSPY™(A)

for BSPec(A)

for BSP; (A)

for (BSP, mo)(A)

for (BSP; + ABS)(A) 2609,
for (BSP, + DH)(A) 271,

for (BSP; + PR)(A)
for BSPO(A, <)

for (MPT 4 PR)(A)
for MPTyec (A)

for MTCP(A, y)

for T»

for TCP(A, y)

for (TCP + GC)(A, y)
for TCPY™ (A, y)

for TCP; (A, y)

for TSP(A)

for (TSP 4 1T)(A)

for (TSP 4 PR)(A)
for (TSP 4+ RN)(A)
for (TSP, + RSE)(A)
for TSP*(A)

for TSPec(A)

of choice quantifiers
of projection operators
of signals

of silent actions

of state operators

embedding

encapsulation

of silent steps

104
106
308
314
122
257
275
275
275
275
377
102
123
218

19
234
345
322
280
182
180
178
193
353
179
182
372

94
350
274
365

308, 334
189-194, 201, 205,
270, 276, 319, 337, 378

270

environment 146, 200, 236, 240, 273,

382

equation

conditional
defining

116
368

fixed point 110
parameterized 369
recursive, see recursive equation
equational logic 13, 20, 69
equational reasoning 4
equational theory 12, 17, 32, 33, 48,
52
of groups 2
of regular expressions 181
of traces 395
equivalence 24,370
2-nested simulation 407
bisimulation,  see bisimilarity
completed-simulation 403,
404406
completed-trace 396-398, 401,
404406
failure-trace 402, 404-407
failures 272, 398, 401, 404, 406
language, see language
equivalence
observational 7
possible-futures 406, 407
possible-worlds 407

readiness 398, 404, 406, 407
ready-simulation 404, 406, 407
ready-trace 402, 404, 406, 407

semantic 2,43, 71, 247, 250,
253, 281, 393, 404
simulation 403, 404-407
singleton-failures 401
split-bisimulation 409
ST-bisimulation 409
step-bisimulation 408
strong 7,65
trace 394, 398, 404, 406
with guarded commands 340
equivalence class 25
representative of 25
error handling 375, 379, 381
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execution
bounded-depth 98
complete 38
unbounded 98
exit 292,293
expansion 6,7,382
CCS 280
expansion theorem 211213, 243,
2717, 280, 408
for free merge 213, 278, 280
for handshaking comm. 214,
237,278, 280
expressiveness 82, 109, 118, 148,
150, 186
model-dependent 151
of BCP(A4, y) 206, 225
of BCPrec(A, y) 225
of BSP(A) 83, 86
of (BSP + PR)(A) 94
of BSP*(A) 158
of BSPgfrec (A) 181, 186
of BSPec(A) 151, 186
of communication 231
of guarded finite recursion 181
of handshaking 232
of iteration 181
of MPT(A) 83, 86
of parallel composition 225
of TCP(A, 0) 231
of TCP(A, y) 231
of TCPyec (A, 0) 231
of TCPec (A, y) 231
of TCP. (A, y) 276
of TSP(A) 172, 225
of (TSP +1IT)(A) 181
of TSP*(A) 181
of TSPgfrec(A) 186
of TSPrec(A) 186, 225
extension 17,24, 34,58, 61, 81, 82,
92,317

447
conservative 65
conservative ground-, see con-

servative ground-extension

conservative timed 318

conservative, see conservative
extension
for convenience 94
for ease of specification 93
ground- 18, 34, 317
of a deduction system 58, 61
of an equational theory 61
timed 318
F
factorial 373
failure 403
failure pair 7, 398
singleton- 401
failure rate 382
failure set 398, 400
failure trace 403
failure-trace set 403
Failures Axiom 399
Fair-Iteration Axiom 281, 282-284,
288
fairness 288, 299
Fibonacci sequence 374
FINTREE 107
Fischer’s protocol 327, 334
fixed point 114
least 125, 168
flow graph 6
formula 51
Boolean 367
closed 52
propositional logic 336, 367
frame 236

free merge 212, 215, 222, 231, 234



448 Index of Subjects
Free-Merge Axiom 212,213, 220,
234,278

function 11,22

renaming 189
G

game 41

game theory 47

Godel’s incompleteness theorem 33

grammar
left-linear 157, 187
right-linear 157, 168, 188

ground-completeness 27, 28, 34, 58,

59, 63,77,78
of BCP(A, y) 217
of BCPyec (A, ) 219
of BSP(A) 87-89, 393
of (BSP + CS1,2)(A) 405
of (BSP + CT1,2)(A) 405
of (BSP + CQ)(A) 372
of (BSP + GC)(A) 342
of (BSP + PR)(A) 100, 101
of (BSP + PR + RS)(A) 406
of (BSP+ PR +RT)(A) 405
of (BSP + PR + RT + FT)(A)
405

of (BSP +RN)(A) 189
of (BSP + S)(A) 405
of (BSP + SO)(A) 363
of (BSP; + GC)(A) 347
of (BSP, + RSE)(A) 351
of BSP*(A) 106
of (BSP* + PR)(A) 106
of BSPI(A) 310, 311
of BSP¥*(A) 315, 316
of BSPg,(A) 399
of BSP.(A) 399
of BSPrec(A) 121
of BSP;(A) 261, 266

of (BSP; No)(A) 275
of (BSP; + ABS)(A) 270,275

of (BSP, +DH)(A) 271,275
of (BSP; +PR)(A) 272,275
of BSP(A) 395
of BSPO(A, <) 376
of BSPprb(A) 386
of failures theory 399
of MPT(A) 78-80
of (MPT + PR)(A) 102
of MPTec(A) 123
of MTCP(A, y) 218
of readiness theory 399
of Ty 55-58
of T» 63
of TCP(A, y) 228,234
of (TCP + GC)(A, y) 345
of TCP* > (A, y) 325
of TCP. (A, y) 279, 280
of the initial algebra 27
of trace theory 395
of TSP(A) 172, 176
of (TSP +1T)(A) 181
of (TSP 4+ PR)(A) 177
of (TSP + RN)(A) 193
of (TSP 4+ RSE)(A) 352
of TSP*(A) 179
of TSP (A) 182
group 1
guard 284, 338
in a timed theory 328
guarded command 336338,
341, 343,371, 374, see also

conditional

guarded recursive specification 127,

128, 129, 132, 133, 142,

143, 145, 152

defining a process
finite

151
152, 154, 155
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guardedness /26, 127, 129, 131, 133,
151, 158, 159, 168, 186,

219, 284, 285
in a timed theory 328
in TCPy rec(A, ¥) 285,294
with skip operators 193
guardedness anomaly 127

H

handshaking 198, 200, 213, 220, 242
expressiveness of 232
Handshaking Axiom 213,214, 220,

238, 243, 278
head normal form 140
hiding 245, 268
signal, see signal hiding
history pointer 409, 410
HNF property 140, 141, 144, 168,
169, 183, 219
1
idempotency 68
of alternative composition 382,
383
of prefix iteration 102
identity 68
syntactical 12,14,52,72
inaction 68,107,172
delayable 313,319
undelayable 319
induction
natural, see natural induction
structural, see structural
induction
infinity 407
initial algebra 24, 26, 27, 82, 159,
161
of MPT(A) 80
interaction 2, 35, 38, 198, 242

449

interleaving 7, 195, 196, 201, 321,
408

interpretation 22,23,114

into ready sets 400

standard 77, 121, 123, 149, 151,

153
interrupt 375, 379, 381
isomorphism
of algebras 29
of transition systems 47, 81, 262
iteration 108, 179, 181
fair 281, 299
general 179
operator 179
prefix, see prefix iteration
proper 107, 159
time 312, 313
unary 108
K
Koomen’s Fair Abstraction Rules
289, 299
L
label 35
lady 38, 69
lamp 366
language 35
regular 44, 188
language equivalence 2, 38, 39, 40,

89, 157, 181, 393

language theory 35, 64
lattice 401
law 11

of CSP 234
left merge 202, 321, 390
lifting 26
Limit Rule 167, 169
location 200
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lock-step 390
logic xii
Hennessy-Milner 7
propositional, see propositional
logic
loop
T- 262, 281
while- 373
LOTOS
timed 334
M
machine 362
maximal progress 375
mCRL2 xii, 374
MEIE 9
menu 397, 400, 403, 404
merge 195, 196, 201, see also
parallel composition
associativity of 205

communication see communi-
cation merge

commutativity of 205
free see free merge
generalized 210
identity element of 205
left see left merge
message passing 5,7
metric space 8
Minimal Process Theory 68, 107
mobility 387, 389, 391
model 2,23,24,52,118
failures 401
of BSP(A) 83, 89, 91, 395, 396,
399
of (BSP + E)(A) 117
of (BSP + PR)(A) 160
of BSP,(A) 401

of BSPye(A) 400, 401

0of BSPec(A) 125
of BSP}(A) 282-284
of (BSPZ + CH)(A) 283,284
of (BSP} + FI)(A) 281, 283
of MPT(A) 72
of ready sets 400, 401
of Ty 24, 30, 54
of Tp 30, 62
of TCPY™ (A, ) 323
of TCPr rec(A, ¥) 290
one-point 89, 125, 161

projective limit, see projective

limit model

strictly alternating 391
T(A) 395, 397
term, see term model
model checking 3
mutual exclusion 327
N
natural induction 15,20, 174
natural numbers 21, 335, 366
neutral element 68

non-determinism 5, 40, 375, 401

bounded 169
external 8
in CSP 272
initial silent 273
internal 8
silent 272
normal form 32
conjunctive 33
transition-system 262
unique 32
0]
observation 1, 196
of action execution 195, 302
observer 195, 245, 246, 288
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one-step reduction 31
operational rule  see deduction rule
operational semantics 4,48

of a theory with guarded com-

mands 338
of a theory with recursion 124
of BSP (A) 347
operator 68
auxiliary 201, 242, 273, 323,

353,376
binary 336
binding 370, 389
unary 336

P

mr-calculus 389, 391
parallel composition 3, 195, 196,

198, 201, 202, 211, 212,
218, 242, 276, 321, 324,
334, 341, 353, 378, 382,
389, 390, 400, 409

generalized 210
identity element of 321
of CCS 280
of CSP 228,234
termination of 205
with probabilities 386
without interaction 212
parameterization 368, 374
path format 53,54, 63-65, 310
Peano arithmetic 12
performance 382
Petri net 4
PL/T 5
port 200, 387
possible future 406
possible world 407
pre-abstraction 294
predicate calculus 367

451

prefix
action, see action prefix
n-fold time 308
silent-step 246
T- 246
time 307
time-iteration 313
prefix iteration 102, 108, 157, 178
premise 49,51, 53
negative 352,376
printer 379, 381
priority 375, 378-380, 390, 391, 400,

402, 406, 407

binding 69, 202
dynamic 376
global 376
local 376
of T 381
static 375
priority anomaly 378, 381
priority operator 376
priority relation 376
prisoner 38, 69
probabilistic choice 382-384
probability 381, 391

probability distribution function 384
process 67, 68, 76,78, 117, 148, 287,

402
bounded-depth 98
bounded-depth regular 262
chaos 282, 348
communicating 195, 200, 353
computable 150
countable 150
countable computable 150-152,
156, 287
definable 152, 156
definable over BSP(A) 153
definable over BSP; (A) 287
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definable over TCP; (A, y) 286,
287
definable over

TCPOec (A, <, ¥) 378
defined 153
delayable 321, 322
delayable empty 313
delayable untimed 322
deterministic 396
divergence free 286
empty 81,107, 171
equality of -s 134, 161
expressible 153, 154
finitely branching 152,286

finitely definable 752, 154, 157,
218

finitely definable over
BCP(A, 9)

finitely definable over
BCP(A, y) 225,227,235

finitely definable over (BCP +
HA +RN)(A4, y) 232

finitely definable over BSP(A)

225

154
finitely definable over
TCP(A, 9) 231
finitely definable over
TCP(A, y) 231,232

finitely definable over TSP(A)
186, 187, 225, 227
inaccessible 132, 345, 346, 348

infinite 134
infinitely branching 187, 188
mobile 387
non-existent 345
non-regular 186, 188
regular 154, 155-157, 166, 181
sequential 68, 195
specified 153
timed 327

unbounded 105, 109
unbounded branching 187
unbounded-depth 102, 106
uncountable 302, 335
untimed 304, 322
with critical sections 328
Process Algebra 8
process algebra xi, 1-3,4,7, 8, 110,
336
hybrid 374
process calculus 7
process graph 35, 64

process theory 67, 69, 78, 148, 250,
369

BSP, (A) w. recursion 347
discrete-time 302
interleaving 408
linear-time 302
minimal 71
parametric-time 302
partial-order 407
relative-time 302
timed 304, 308, 317, 334
topological 168
total-order 407

untimed 304, 308, 317, 322,
326, 334

with recursion 112

program 372,374

programming language 366, 373, 375

projection 92, 98, 100, 108, 161,
219, 226, 228, 271, 337
finite 134, 161
first 405
in TSP(A) 177
of a guarded rec. spec. 142, 143,
145
with silent steps 271
Projection Theorem 143,169
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projective limit model 161, 162,
164-169
for (BSP; +PR)(A) 272,275
projective sequence 161, 162-164,
166, 272, 275
regular 167, 168
proof 69

of a conservativity theorem 96
of a ground-completeness th. 78,

101

of an elimination theorem 94
proof rule 13
proof tree 14, 20
proper iteration 107, 159
proposition 367
propositional logic 33,335
propositional signal 348
protocol entity 328
PSF 374

Q

quantification 367

choice, see choice quantification
queue 231,232,235, 243, 297, 299,

366
finite definability of 235
unbounded 232
quotient algebra 25,26,52
R
random walk 294, 366
reachability 36,37
with 7-steps 247
reactive system 3,35
Ready Axiom 399, 401
ready pair 397
ready set 398, 400
ready trace 402
ready-trace set 403

453

recursion 106, 109, 112, 148, 157,
168, 218, 229, 284, 327,
378
finite unguarded 187
guarded finite 181
in TSP(A) 172
in TSP(A) 182
unguarded 152, 187, 378
recursion principle 124, 129, 139,
144, 156, 159, 160, 162,
165-167, 183, 219, 275,
285, 286
AIP, AIP~, RDP, RDP~—, RSP
see Symbol Index
relation between -s 140, 144
recursion variable 110, 111-116,
119, 148, 151
dual role of 121, 168

equivalence of -s 115, 129, 145

guarded 126, 145
parameterized 368, 369
two faces of 114

Recursive Definition Principle

(RDP) 124, see also Symbol
Index
recursive equation 8, 106, /70, 111
guarded 8
unguarded 8
recursive specification 770, 111-113,
117,118
completely guarded 126
computable 149, 150
equivalence of -s 116, 127, 129,
130
guarded see guarded recursive
specification
linear 147, 327
semantics of 113
solution of see solution
unguarded 131, 132, 187
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Recursive Specification Principle

(RSP) 128, see also Symbol
Index
reduction 32
one-step 31
reflexivity 13
regular expression 157, 181
algebra of -s 181
relay 205
renaming 189, 193, 194, 228, 232,
246, 291, 294, 407
into silent actions 268
renaming function 362
replication 227
representative 25
Restricted Approximation Induction
Principle (AIP™) 134, 137, see
also Symbol Index

Restricted Recursive Definition
Principle (RDP™) 133, see also

Symbol Index
rewrite rule 31
rewriting 30
modulo equations 33

rewriting system see also term
rewriting system

on transition systems 263

root 37, 305, 349, 355
root condition 252
root-signal emission 348
root-signal operator 353,355
rule 51

deduction,  see deduction rule

rewrite, see rewrite rule

source-dependent 59, 60
run 38, 39, 393
Russian roulette 112

S
scheduling 375
semantic domain 35,393
semantic lattice 402, 404, 405
semantic relationships 398, 401, 402
semantics 21, 393
axiomatic 4
bisimulation 402
branching time 402
completed-trace 396
denotational 4
failures 397, 400-402
linear time 402
of parallel composition 5,6
of parallel programs 5
operational, see operational
semantics
partial-order 407
process-algebraic 373
program 372,374
readiness 397, 400, 401, 402
singleton-failures 401
split 409, 410
split-bisimulation 409
step 410
trace 393, 401
sequential composition 171, 172,

174, 178, 179, 182, 184,

319, 355
identity element of 171, 307,
319
in singleton-failures sem. 401
left-zero element of 319
n-fold 174
with probabilities 386
set
countable 149
finite 149
multi- 408
shift 323



Index of Subjects

shuffle 196
signal 348, 349, 353-358, 360, 362
root 355
signal function 362, 364
signal hiding 359, 362
signal inspection rule 349
signal observation 353-356, 361, 362
asynchronous 358
signature 11,22,52, TB
extended 114
silent action 242, 250, 380, 393
in trace semantics 397

silent step 7, 245, 246, 251, 256, 272,
274,284, 288, 298

simulation 403
2-nested 407
completed 403
ready 403, 407

SKIP 107

skip operator 189, 191, 192
skipping 189, 191, 194, 222, 245
solution 713, 114-119, 132, 134, 294

default 125
120, 121, 123
in the projective limit model

in term models

165, 167

infinitely branching 189

of a guarded rec. spec. 142, 143

of a term 119
unique 125,131, 152, 153
uniqueness of -s 133, 151
SOS 65
soundness 23, 58,76
of BCP(A, y) 217

of BSP(A) 86, 87, 393, 394

of (BSP 4 CS1,2)(A) 405

of (BSP + CT1,2)(A) 405

of (BSP + CQ)(A4) 372

of (BSP + GC)(A) 342

of (BSP + PR)(A) 100, 164

455

of (BSP + PR 4+ RS)(A) 406
of (BSP + PR + RT)(A) 405

of (BSP + PR + RT + FT)(A)

405
of (BSP + PR),ec(A) 165
of (BSP + RN)(A) 189
of (BSP + S)(A) 405
of (BSP + SO)(A) 363
of BSP*(A) 104
of (BSP* 4 PR)(A) 106
of BSPY(A) 310
of BSPI (A) 314
of BSP,(A) 399
of BSPe(A) 399
of BSPrec(A) 120
of BSP;(A) 260
of (BSP; Mo)(A) 275

of (BSP; + ABS)(A) 270,275
of (BSP; + DH)(A) 271,275

of (BSP; +PR)(A) 272,275
of BSP(A) 395
of BSPO(A, <) 376
of BSPprb(A) 386
of failures theory 399
of MPT(A) 77,78
of (MPT + PR)(A) 102
of MPTyec(A) 123
of MTCP(A, y) 218
of readiness theory 399
of T} 54,55
of T, 62
of TCP(A, y) 228,234
of (TCP 4+ GC)(A, y) 345
of TCPY" > (A, y) 324
of TCP, (A, y) 278, 280
of the initial algebra 27
of trace theory 395
of TSP(A) 175, 176
of (TSP 4-1T)(A) 181
of (TSP + PR)(A) 177
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of (TSP 4+ RN)(A) 193
of TSP*(A) 179
of TSPec(A) 182
source 51,53
source-dependency 59, 60
specification language 374
spring 343, 345
stack  146-148, 152, 155-157, 184,
188, 194, 201, 232, 351,
360, 364, 365
finite definability of 186
transition system of 147
with limited capacity 148

standard concurrency 207, 228, 234,

276,279
state 2, 35, 36, 149, 336, 341, 348,
362
consistent 346
deadlock 39,43
divergent 283
double 263
final 35
inaccessible 345
initial 37,42, 251, 305, 348
non-terminating 39,40
observable 336
reachable 37,305
set of terminating -s 36,51
terminating 35, 36, 40
state explosion 4
state operator 362, 365, 366, 374,
390
statistician 288-291
step 6
a- 36
inductive 15,16
initial 251
internal 256
silent, see silent step
stratification 378

strong normalization 32, 33, 102, 174
structural induction 16, 19, 21, 102,

174,178, 193
structural operational semantics 47,
49, 61, 65
substitution /2, 13, 52, 116, 142, 370
summand 71,78, 107
1 206, 220
optional 140
symbol 11, 22
symmetry 13

synchronization 195, 197, 202, 242,
353, 358, 362, 390

synchronization tree 6, 64
system 1
deduction, see deduction system
discrete event 1
distributed 195
parallel 195
reactive, see reactive system

term rewriting,
rewriting system
transition, see transition system

see term

T
target 51,53
tautology 370
term 12, 68
basic 19
basic (BSP; + RSE)(A)- 350
basic BSPI™(A)- 308
basic BSPI* (A)- 313
basic X1- 15,16, 19, 55
(BSP 4+ GC)(A)- 338
closed BSP(A)- 317
closed BSPprb(A)- 384
closed, see closed term
closed X - 16, 48, 51, 52
completely guarded 126
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delayable 322 of (BSP, + GC)(A) 347
dynamic 384 of (BSP, + RSE)(A) 351
ground 12,34 of BSP*(A) 103
guarded 127,137, 140, 146 of (BSP* + PR)(A) 106
guarded BCPrec (A, ) 220 of BSPY(A) 310
guarded BCPrec (A, y) 220 of BSP;ec(A) 119, 120
natural-number 367 of BSP;(A) 258, 260
open 12 of (BSP; Mo)(A) 273, 275
probabilistic 384 of (BSP; + ABS)(A) 269
process 69, 369 of (BSP, + DH)(A) 275
propositional 336 of (BSP, + PR)(A) 275
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