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Preface

Publication of the Handbook of Group Decision and Negotiation marks a milestone
in the evolution of the group decision and negotiation (GDN) field. On this occasion,
editors Colin Eden and Marc Kilgour asked me to write a brief history of the field to
provide background and context for the volume.

They said that I am in a good position to do so: Actively involved in creating the
GDN Section and serving as its chair; founding and leading the GDN journal, Group
Decision and Negotiation as editor-in-chief, and the book series, “Advances in Group
Decision and Negotiation™ as editor; and serving as general chair of the GDN annual
meetings. I accepted their invitation to write a brief history.

In 1989 what is now the Institute for Operations Research and the Management
Sciences (INFORMS) established its Section on Group Decision and Negotiation.
The journal Group Decision and Negotiation was founded in 1992, published by
Springer in cooperation with INFORMS and the GDN Section. In 2003, as an exten-
sion of the journal, the Springer book series, “Advances in Group Decision and
Negotiation” was inaugurated.

The journal and book series are motivated by unifying approaches to GDN pro-
cesses. These processes are purposeful, adaptive and complex — cybernetic and
self-organizing — involving purpose, relation, communication, negotiation and deci-
sion in multiplayer, multicriteria, ill-structured, evolving, dynamic problems in which
players (agents) both cooperate and conflict. In short, this is problem solving by pur-
poseful complex adaptive systems. Approaches include (1) computer GDN support
systems, (2) artificial intelligence and management science, (3) applied game the-
ory, experiment and social choice, and (4) social and cognitive/behavioral sciences in
group decision and negotiation.

The four departments of the journal are organized around these four approaches.
Led by Editor-in-Chief, Melvin F. Shakun, Group Decision and Negotiation greatly
benefits from the knowledge, expertise and work of its senior, departmental and asso-
ciate editors. The fundamental source of its high quality is collectively the authors of
its papers. Now in volume 19 (2010), the journal publishes six issues and approxi-
mately 600 pages annually. Starting with volume 20 (2011), the number of pages will
increase by about 25%.

The Handbook of Group Decision and Negotiation is part of the book series,
“Advances in Group Decision and Negotiation”. Other volumes in the book series so
far concern cultural differences in resolving disputes, computer-aided international
conflict resolution, multicultural teams, and an upcoming book on negotiation and
e-negotiation.
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Preface

Before the year 2000, GDN Section meetings were always part of INFORMS
meetings. For the millennium and intended as a one-time event, the Section decided
to have a meeting of its own. A very successful stand-along meeting, GDN 2000, was
held in Glasgow, Scotland, United Kingdom. The excellent papers, increased connect-
edness among participants facilitated by a smaller meeting, and resulting professional
synergies motivated a spontaneous move to hold a similar-type meeting in 2001. La
Rochelle, France was selected as the site for GDN 2001. Meetings GDN 2002 through
GDN 2010 followed with some being held as a meeting-within-a-meeting at larger
INFORMS-affiliated meetings. The complete list of meetings from GDN 2000 to
GDN 2010 is as follows:

GDN 2000, Glasgow, Scotland, United Kingdom

GDN 2001, La Rochelle, France

GDN 2002, Perth, Western Australia, Australia

GDN 2003, Istanbul, Turkey (as part of EURO-INFORMS 2003)

GDN 2004, Banff, Alberta, Canada (as part of CORS-INFORMS 2004)
GDN 2005, Vienna, Austria

GDN 2006, Karlsruhe, Germany

GDN 2007, Mont Tremblant, Quebec, Canada

GDN 2008, Coimbra, Portugal

GDN 2009, Toronto, Ontario, Canada (part of CORS-INFORMS 2009)
GDN 2010, Delft, Netherlands

The GDN Section meetings generally have been partnered with the EURO
Working Group on Decision and Negotiation Support, and the EURO Working
Group on Decision Support Systems. Often special issues of Group Decision and
Negotiation have come out of the GDN meetings.

The INFORMS-GDN Section Award (Certificate) honors leading contributors to
GDN research, teaching and the profession. When given, it is presented at the GDN
meeting banquet for that year. Award recipients to date are as follows: Melvin Shakun
(2004), Gregory Kersten (2005), Marc Kilgour (2007), Colin Eden (2008), Gert-Jan
de Vreede (2010).

This brief history is dedicated to all of us: Colleagues who individually and
collectively have made history in evolving the GDN field.

New York, NY Melvin F. Shakun
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The Context of Group Decision
and Negotiation



Group Decisions and Negotiations in the Knowledge

Civilization Era

Andrzej P. Wierzbicki

Introduction

We shall discuss here informational revolution lead-
ing to the era of knowledge civilization, together with
related concepts, megatrends, the conceptual platform
and the episteme of the new era.

Many other names were used: postindustrial, infor-
mation, postcapitalist, informational, networked etc.
society, leading to a knowledge economy. However, it
is a civilization era, a long duration historical struc-
ture such as defined by Braudel (1979). Thus, it might
be accompanied by basic changes not only of social
relations, but also of conceptual foundations:

® changes of episteme in the sense of Foucault
(1972) — the way of creating and justifying knowl-
edge characteristic for a given historical era;

® changes in dominating paradigms (Kuhn, 1962)
and their underlying hermeneutical horizons (Krél,
2007) — the intuitively accepted systems of assump-
tions about truth of basic axioms.

The new era brings new chances as well as diverse
dangers and threats. In the extensive literature on the
subject of the information society and the current
informational revolution there are diverse views and
prognoses, and a universally accepted core.

A.P. Wierzbicki (D<)

National Institute of Telecommunications, Szachowa 1, 04-894
Warsaw, Poland

e-mail: a.wierzbicki@itl.waw.pl

We are living in times of an informational rev-
olution leading to a new era of civilization.
Knowledge will play a more important role than
just information, thus we might call the emerging
social organization the knowledge civilization era.

There are humanist philosophers of technology who
deny the concept of informational revolution and call it
technocratic hype and technological determinism, see,
e.g. Dusek (2006). On the other hand, the evidence
of tremendous social and economic changes already
occurring due to the impact of computing and network
technology is obvious, see, e.g., Bard and Soderqvist
(2002). Thus, humanist positions denying the change
are self-serving: if the thesis about new era is valid,
then the traditional humanist philosophy of technology
must address new themes and ask technologists about
advice.

It is true, however, that many aspects of infor-
mational revolution are uncertain and have diverse
interpretations. Moreover, much of what was published
on this subject is related either to political hype, or
to unfounded optimism that new technology and mar-
kets will automatically solve all old problems. An
informed and objective vision of the new era of knowl-
edge civilization is needed, including an analysis of
new dangers related to these developments, and how
to best use the related chances. However, only an out-
line of such an analysis will be given here, since the
main purpose of this chapter is to address new trends
in negotiation and group decision theory related to the
new civilization era.

D.M. Kilgour, C. Eden (eds.), Handbook of Group Decision and Negotiation, Advances in Group Decision 11
and Negotiation 4, DOI 10.1007/978-90-481-9097-3_2, © Springer Science+Business Media B.V. 2010
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There might be many new such trends, but we shall
give two examples:

® A rational use of the psychology of the unconscious;
® A deeper understanding of the dyad of subjectivity
and objectivity.

Basic Megatrends of Informational
Revolution

Three main megatrends of informational revolution
indicated in Wierzbicki (2000) are following:

I. The technological megatrend of digital inte-
gration,
II. The social megatrend of dematerialization
of work and changing professions,
The intellectual megatrend of changing per-
ception of the world.

III.

The technological megatrend of digital integration
is also called the megatrend of convergence. All sig-
nals, measurements, data, etc. could be transformed
to and transmitted in a uniform digital form, but this
requires time and adaptation. From a technical per-
spective, the digital integration could be much more
advanced today if not limited by economic, social and
political aspects.

Telecommunication and computer networks are
becoming integrated; but this process is slow, since
uniform standards would mean that small firms could
deliver diverse services in this extremely profitable and
fast growing market. However, if standards are not uni-
form, it is easy to defend a monopolistic or oligopolis-
tic position on this market by making interconnection
requirements sufficiently complicated.

Diverse aspects of the intelligence of networks,
computers, decision support, and even of intelligence
of our ambient habitat are becoming integrated. The
miniaturization of computing chips and diverse sensors
enables the increase of ambient intelligence — in intel-
ligent offices, rooms, houses, cars, roads, stores, etc.

Diverse communication media — newspapers,
books, radio, television — are becoming integrated. The
basic recording medium is gradually changed from
paper to electronic form, although it will necessarily

take a long time to change human customs. The eco-
nomic and political power of this integration is well
perceived and we already observe fights about who
will control the integrated media. However, academia
strikes back: universities already demand the right of
publishing on their net portals all results of research
funded by public money.

The social megatrend of the dematerialization of
work or the megatrend of change of professions is even
more powerful than the megatrend of digital integra-
tion. The idea that technology should make human
work less onerous dominated the entire industrial civ-
ilization era; the era ended when the idea began to
actually materialize, when robots started to replace
human work. Rapid technology change induces a rapid
change of professions and so called structural unem-
ployment — that actually is a misnomer; resulting from
static thinking. Structural unemployment means that
the structure of economy has changed and there will be
unemployment until the labor force adapts to the new
structure. However, what if the structure is changing
continuously and its speed of change is limited pre-
cisely by the speed of adaptation of the labor force?
With today’s technology we could build fully auto-
mated, robotic factories, but what would we do with
the people who work in the existing factories? 1If old
professions disappear, we must find ways to devise new
professions to replace the old ones.

The dematerialization of work has some clear
advantages. It makes it possible to realize fully
equal rights for women. Women liberation movements
remained utopian in industrial civilization. The com-
puter and the robot enabled fully equal rights for
women, but the issue is much more complex: fo real-
ize equal rights we need to change customs. Ironically,
feminist activists often do not understand this issue and
remain anti-technologists.

The dematerialization of work produces also other
great dangers besides unemployment. Not all people
are equally adaptable and the need to change profes-
sions several times in life might be too large a burden.
This results in the generation divide — between the
younger people who can speedily learn a new technol-
ogy and the older ones. What follows is digital divide —
between those who profit from information technology
and those excluded from its benefits. Digital divide is a
long term effect: if left to market forces alone, it might
eventually disappear (after a 100 years?). One obvi-
ous way to combat digital divide is to intensify and
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reform education, adapt it to the requirements of the
new era.

A fundamental reform of educational systems is
also needed because of the last megatrend, actually the
most demanding: the intellectual megatrend of men-
tal challenges, of changing the way of perceiving the
world, discussed in next section.

There are also other metaphors, megatrends and
dangers, such as:

® Networked society, actant networks;

o Conflict between oligarchy (variously called: post-
democracy, netocracy, superclass) and democracy —
mostly centered around the issue of public, pri-
vate corporate and private individual ownership of
knowledge;

e The danger of computer and robot domination of
humanity, etc.

The Change of Episteme and of Ways
of Perceiving the World

An episteme is developed after a start of a new civi-
lization era; Foucault (1972) describes the formation
of the modern episteme (of industrial civilization era)
in the end of the 18th century and the beginning of
19th century, while we date the beginning of industrial
civilization at 1760. However, before James Watt there
were already many new concepts — provided by Isaak
Newton, etc. — that prepared the new industrial era. The
opposite of the concept of episteme is so called con-
ceptual platform that precedes the beginning of an era,
see Wierzbicki (1988). A new conceptual platform is
accompanied with a destruction of the old episteme.

In the second half of the 20th century, such a
destruction resulted in a divergent development of the
episteme of three cultural spheres of:

® basic, hard and natural sciences;
® social sciences and humanities;
® technology.

Thus, we should speak not about two cul-
tures (Snow, 1960), but about three distinct episteme
(Wierzbicki, 2005).

These cultural spheres adhere to different values,
use different concepts and languages, follow different
paradigms or underlying them hermeneutical horizons;
such differences increased gradually with the develop-
ment of poststructuralism and postmodernism, while
hard sciences and technology went quite different epis-
temic ways.

Obviously, technology cooperates strongly with
hard and natural sciences, but there is an essen-
tial epistemic difference between these two spheres:
hard and natural sciences are paradigmatic, see Kuhn
(1962), while technology is not paradigmatic, rather
pragmatic, see Laudan (1984). Some social science
writers, e.g. Latour (1987), speak about fechnoscience,
which is an error: while science and technology are
obviously related, they differ essentially in their values
and episteme. Both hard sciences and technology know
for a long time (e.g., since Quine, 1953) that knowl-
edge is constructed by humans, but they interpret this
diversely.

Even if a hard scientist knows that all knowledge is
constructed and there are no absolute truth and objec-
tivity, he believes that scientific theories are laws of
nature discovered by humans rather than models of
knowledge created by humans. He values truth and
objectivity as ultimate ideals; metaphorically, hard
scientist resembles a priest.

A technologist is much more relativist and prag-
matic in his episteme, he readily agrees that scientific
theories are models of knowledge; but requires that
these theories should be as objective as possible, tested
in practice, he demands that they should be falsifiable
(as postulated by Karl Popper, 1972). Metaphorically,
a technologist resembles an artist (see also Heidegger,
1954; Wierzbicki, 2005), also values tradition like an
artist does, much more than a scientist.

A post-modern social scientist or a soft scientist
believes that all knowledge is subjective, constructed,
negotiated, relativist. There are traps in such episteme,
it is internally inconsistent, see, e.g., Kozakiewicz
(1992); but this internal crisis must be overcome by
social and soft sciences themselves. Metaphorically,
a post-modern social scientist resembles a journalist:
anything goes as long it is interesting. He also does not
much value tradition.

We could illustrate these differences in episteme
by diverse examples of controversies between repre-
sentatives of these three cultural spheres, but we give
here only three examples: the science wars, the issue
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of feedback, and the conflict between soft and hard
systems science.

Without describing science wars during 1990s in
detail, let us quote how Val Dusek writes about this
issue (Dusek, 20006, p. 21) “There are scientists and
technologists who believe that objectivity of their field
is wrongly denied by social, political and literary stud-
ies of science.” This suggests that there are a few
scientists and technologists who hold such opinions,
but a true humanist should know better what is true.
Actually, all hard scientists and technologists hold such
opinions (only not all express them); science wars
were a clear indication of differing episteme of these
cultural spheres.

The issue of feedback concerns history of mod-
ern technology. Harold Black reinvented (1928, 1934),
Harry Nyquist (1932) and others studied the concept
of feedback — the circular impact of the time-stream of
results of an action on its time-stream of causes (see
also Mindell, 2002). This was technically necessary to
stabilize the properties of telecommunication devices,
although this concept had been used earlier in the
invention of James Watt (1760) and even before Watt,
earlier than the theory of feedback was developed.

Feedback can be of two types: positive feedback
when the results circularly support their causes, which
results in a fast development, like a growing avalanche,
and negative feedback when the results circularly coun-
teract their causes, which results in an actually positive
effect of stabilization.

The concept of feedback essentially changed our
understanding of the cause and effect relationship,
resolving paradoxes of circular arguments or vicious
cycles in logic, though such paradoxes can be resolved
only by dynamic, not static reasoning and models. This
has not been fully perceived by some philosophers
leading them to construct paradoxes that would not be
paradoxical in a dynamic treatment.

The negation of objectivity by social sciences and
humanities is based precisely on such a paradox — on
finding a vicious cycle in the relation between nature
and knowledge; thus the argument of Latour (1987,
p- 99) against objectivity “since the settlement of a
controversy is the cause of Nature’s representation not
the consequence, we can never use the outcome —
Nature — to explain how and why a controversy has
been settled” is perceived as illogical by a technologist
who does not see this as a vicious cycle, but an example
of a positive feedback.

The concept of feedback had profound implications.
Around 1940 it led to the development of a techni-
cal science called control engineering, dedicated to
the study of the dynamics of technical systems based
on negative feedback and used to control and stabi-
lize diverse parameters of all technological processes.
Eventually, control engineering lead to the devel-
opment of robotics; robots cannot function without
feedback.

Norbert Wiener (1948) popularized the study of
the concept of feedback in living organisms and in
social organizations, calling such studies cybernetics.
Jay Forrester (1961) borrowed from control engineer-
ing and analog computers the concepts of feedback and
block-diagrams of the dynamics of technical systems
and applied them under the name industrial dynamics
(later systems dynamics) in economics, management
and social sciences — although the concept of sys-
tems dynamics actually stems from analog computers
(Vannevar Bush, 1931). On this example, we note a
discernible tendency — that also indicates how big is
the contemporary division of the episteme of different
cultural spheres — in social and management science
today to appropriate the systemic concepts devel-
oped by hard science and technology and to rewrite
the history of their development. Many soft systems
thinkers (Jackson, 2000; Midgley, 2003) maintain that
it was Wiener who invented feedback and Forrester
who invented systems dynamics.

The third example — the conflict between soft and
hard systems science — concerns the issue of Soft
Systems Methodology (SSM), see, e.g., Checkland
(1978, 1982). SSM stresses listing diverse perspec-
tives, including Weltanschauungen, problem owners,
and following open debate representing these diverse
perspectives.

Actually, when seen from a different perspective,
that of hard mathematical model building, SSM (if lim-
ited to its systemic core) must be also evaluated as an
excellent approach, consistent with the lessons derived
from the art of engineering systems modelling even
much earlier.

More doubts arise when we consider not the sys-
temic core, but the paradigmatic motivation of SSM.
Checkland (1978, 1982) clearly indicates that he is
motivated by the belief in the enslaving, degrading and
functionalist role of technological thinking and math-
ematical modeling. This, however, leads Checkland to
cultural imperialism (see Fig. 1).
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Fig. 1 (a) The relation of soft systems thinking and hard systems
thinking according to Checkland (1978); (b) the same relation
resulting from the distinction of different episteme of cultural
spheres

Coming back to the issue of a change of civi-
lization eras, we believe that the determination of
historical turning points should be decided first by
historians. Thus we follow the example of Fernand
Braudel (1979) who defined the long duration prein-
dustrial era of the beginnings of capitalism, of print
and geographic discoveries, as starting in 1440 with
Gutenberg, and ending in 1760 with Watt. Following
his example, we select 1980 — the time when informa-
tion technology was made broadly socially available
by the introduction of personal computers and com-
puter networks — as the beginning date of the new era
of knowledge civilization, even though computers were
used earlier.

Thus, instead of three waves of Toffler and Toffler
(1980) we speak about recent three civilization
eras:

e preindustrial civilisation (formation of capi-
talism) 1440-1760;

® industrial civilization 1760-1980;

® fknowledge civilization 1980-2100(?)

The date 2100 is not only a simple prediction based
on shortening periods of these eras (320-220-1207), it

can be substantiated also differently, see Kameoka and
Wierzbicki (2005).
In conclusion, we could say that:

The industrial civilization perceived the world
as a giant clock, moving with the inevitability
of celestial spheres;, we see the world today as
chaotic systems, in which anything might happen,
and new forms of order are likely to emerge.

There are many concepts that characterize the new
conceptual platform of the era of knowledge civiliza-
tion, e.g.:

relativity and relativism,

indetermination and pluralism,

feedback and dynamic systemic development,

deterministic and probabilistic chaos, order emerg-

ing out of chaos,

butterfly effect and change,

e complexity and emergence principle,

® computational complexity as a limit on cognitive
power,

® Jogical pluralism,

® new theories of knowledge creation, etc.

New Micro-theories of Knowledge
Creation: the Role of a Group

We observe also a change of knowledge creation theo-
ries. The classical, well known theories of knowledge
creation — of Kuhn (1962), Popper (1972), Lakatos
(1976), etc. — concentrated on a long term, histori-
cal perspective, thus might be called macro-theories
of knowledge creation. They do not explain, however,
how to construct knowledge for the needs of today and
tomorrow; we need thus also micro-theories of knowl-
edge creation. Actually one of such micro-theories is
quite old, concerns brainstorming (Osborn, 1957). But
in the last two decades, because of increasing needs
of knowledge management and economy, many new
micro-theories emerged, starting with the Shinayakana
Systems Approach (Nakamori and Sawaragi, 1992) and
The Knowledge Creating Company with SECI Spiral
Process (Nonaka and Takeuchi, 1995). Such theories
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were developed also outside Japan, e.g. in Poland
the rational evolutionary theory of fallible intuition
(Wierzbicki, 1997).

That led to the method called Creative Space
(Wierzbicki and Nakamori, 2006) that allows us to also
represent other current theories of knowledge creation
processes as spirals:

e the DCCV Spiral representing the brainstorming
process (Kunifuji et al., 2004),

e the American counterpart of the SECI Spiral — the
OPEC Spiral (Gasson, 2004),

e the Triple Helix composed of three spirals rep-
resenting normal knowledge creation in academia
in three perspectives: hermeneutics (EAIR Spiral),
intersubjectivity (EDIS Spiral) and objectivity
(EEIS Spiral) (Wierzbicki and Nakamori, 2006),

e the Nanatsudaki model of knowledge creation
(Wierzbicki and Nakamori, 2007) combining seven
known spirals in an order suitable for large research
projects.

Most of new micro-theories take into account
explicitly two aspects not stressed enough by classical
macro-theories: the interplay of explicit (rational) and
tacit (intuitive and emotive) knowledge during knowl-
edge creation processes, and the exchange between
a group and individual during such processes. Both
aspects were stressed together first by the SECI Spiral
of Nonaka and Takeuchi (1995); while the role of tacit
knowing was stressed before by Polanyi (1966), the
role of a group in knowledge creation processes was
not explicitly addressed before (Figs. 2, 3, and 4).

What are possible conclusions for group decision
making and negotiations from these micro-theories of
knowledge creation?

e In group decision making, we must carefully dis-
tinguish situations in which the group acts as a
team motivated by joint interests (as in organiza-
tional SECI Spiral and OPEC Spiral) or only a
group of interests possibly conflicting, but unified
by a common cause (as in academic EDIS Spiral).

® The transitions Socialization (SECI Spiral), Objec-
tive setting (OPEC Spiral). Debate (EDIS Spiral)
obviously can be adapted for both group deci-
sion making and negotiations. In negotiations, we
obviously cannot assume motivation by fully joint
interests, but can often assume partial joint interest
of coming to an agreement.

group group

tacit Externalization  explicit
knowledge knowledge
Socialization Combination
individual individual

tacit ieati explicit
knowledge [nternalisation knowledge

Fig.2 The SECI Spiral (Nonaka and Takeuchi, 1995)

shared
explicit
knowledge

shared
tacit
knowledge

Objectives

Process Closure

distributed . distributed
tacit Expans|on explicit

knowledge knowledge

outside
experts

Fig.3 The OPEC Spiral (Gasson, 2004)

group ] group
intuition Imm ersion rationality
Selection Debate
individual : individual
intuition  Enlightenment iy

Fig. 4 The EDIS Spiral (Wierzbicki and Nakamori, 2006)
representing well known academic debating process
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® Much more interesting is the use of tacit or intu-
itive aspects of these knowledge creation processes
in group decision making or negotiations; for exam-
ple, the Principle of Double Debate (see Wierzbicki
and Nakamori, 2006) can be usefully adapted both
to group decision making and to negotiations.
However, for this we need more information on
intuitive decision processes.

An Evolutionary Theory of Intuition
and Its Impacts on Negotiations

Intuition is an old subject in philosophy. From Plato
to Kant, intuition was treated as a source of reliable,
infallible knowledge, at least in mathematics. Locke
(1690) characterizes this issue as follows: “And this
I think we may call intuitive knowledge. ...Thus the
mind perceives that white is not black, that a circle is
not a triangle. ... Such kinds of truths the mind per-
ceives at the first sight ..., by bare intuition; ... and
this kind of knowledge is the clearest and most certain
[my emphasis] that human frailty is capable of.”

However, it was mathematics that questioned the
infallibility of intuition, e.g. through the emergence of
non-Euclidean geometries. From this time philosophy
had difficulties with the concept of intuition, treated
differently in metaphysics (Bergson, 1903), differently
in mathematics (e.g., Poincare, 1913), differently in
phenomenology (Husserl, 1973), differently in relation
to tacit knowing (Polanyi, 1966). Here we present yet
another approach: an evolutionary, rational and tech-
nological explanation of both the tremendous power
and fallibility of intuition, developed in Wierzbicki
(1997, 2004) from Japanese inspirations.

First element of this theory of intuition is based
on contemporary knowledge — from computational
complexity and telecommunications — about relative
complexity of processing audio and video signals. The
ratio of bandwidth necessary for transmitting video
and audio signals is at least 100:1 (at least 2 MHz to
at most 20 kHz). Let us assume conservatively only
quadratic increase of complexity of a given type of
processing these signals with the number of data pro-
cessed. Then we obtain the ratio of computational
complexity of at least 10,000:1. Thus, the old proverb
a picture is worth one thousand words is not quite
correct: a picture is worth at least ten thousand words.

The estimate 2 MHz for vision has almost noth-
ing to do with the relative frequency range of light
waves (used by Don Ihde in an physicalist argument
maintaining that vision is less important than voice,
because the relative frequency range for voice is larger
than for vision; Ihde, 1976, 2002). Here we use infor-
mational estimation, relying on absolute ranges, the
estimate 2 MHz is a minimal estimate for one color
(or black and white) transmission, while using com-
pression codes adapted to the way of human eye
functioning.

The second element of this theory is a dual thought
experiment in which we consider the question: how
people processed in their minds the signals from our
environment just before the evolutionary discovery of
speech? They had to process signals from all our
senses holistic, in the sense of immanent perception in
phenomenology, though dominant in received informa-
tion, as shown above, was the sense of sight. To do
this, they developed evolutionary a brain containing
10'1-10'2 neurons. We still do not know how we
use full potential of our brain — but it was needed
evolutionary.

Reflecting on the dual thought experiment we real-
ize that the discovery of speech was an excellent evo-
lutionary shortcut. We could process signals 10* times
simpler. This enabled the intergenerational transfer of
information and knowledge, we started to build up the
cultural and intellectual heritage of mankind, the third
world or world 3 of Popper (1972). The biological
evolution of people slowed down, but we accelerated
intellectual and civilization evolution. Many biologists
wonder why our biological evolution has stopped.: the
dual thought experiment explains it.

If any language is mostly a code, than each word
must have many meanings, and to clarify our mean-
ing we have to devise new words. Of course, words
are a code and language is more than just words,
it implies meanings and senses; but these are intu-
itive aspects of language; note that we use language
quasi-consciously (that is, we are aware of speaking,
but do not concentrate our conscious abilities on every
word; we perform many quasi-conscious actions, such
as walking, driving a car, etc.), thus to a large extent
intuitively.

If our knowledge must be expressed in words, and
words are an imperfect code, then an absolutely exact,
objective knowledge is not possible — not because
human knowing subject is imperfect, but because (s)he
uses imperfect tools for creating knowledge, starting
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with language. This was not seriously considered by
the entire philosophy of 20th century that concen-
trated on language — starting with logical empiricism
and ending with cognitivism, constructivism, post-
structuralism and postmodernism.

We still use our original capabilities of holistic pro-
cessing of signals — we call them preverbal, since we
had them before the discovery of speech. The discov-
ery of speech has stopped the development of these
abilities, pushed them down to the subconscious or
unconscious. Our conscious ego, its analytical and
logical part, identified itself with speech, verbal artic-
ulation. Because the processing of words is 10* times
simpler, our verbal, logical, analytical, conscious rea-
soning utilizes only a small part of the tremendous
capacity of our brain.

However, the capabilities of preverbal process-
ing remained with us — and can be called intuition,
although we do not always know how to rationally use
them. On the other hand, it implies also that intuition,
even if much more powerful than a rational thought, is
not infallible.

Let us define intuition as an experiential part of
the ability of preverbal, holistic, subconscious (or
unconscious, or quasi-conscious) processing of
sensory signals and memory content, left histori-
cally from the preverbal stage of human evolution.
Let us call this definition an evolutionary rational
definition of intuition.

By experiential we mean the learned part of the
preverbal unconscious abilities, supported also by
imagination; we have also inherited part of these
abilities, instincts, and an emotional part of these abil-
ities, emotions. Each man makes every day — e.g.,
when walking — many intuitive decisions of quasi-
conscious, operational, repetitive character. These
quasi-conscious intuitive operational decisions are
simple and universal; their quality depends on the level
of experience. We rely on our operational intuition, if
we feel well trained (Dreyfus and Dreyfus, 1986).

Does consciousness help, or interfere with good
use of master abilities? If intuition is the old way
of processing information, suppressed by verbal con-
sciousness, then the use of master abilities must be
easier after switching off consciousness. This conclu-
sion is confirmed by practice. Each sportsman knows
how important is to concentrate before competition.

This conclusion is also applicable for creative deci-
sions — such as scientific knowledge creation, formu-
lating and proving mathematical theorems, new artistic
concepts. Creative decisions are usually deliberative —
based on attempt to reflect on the whole available
knowledge and information. They are often accom-
panied by an enlightenment effect (called also illumi-
nation, abduction, heureka or aha effect) — suddenly
having an idea. For creative or strategic, intuitive deci-
sion processes a model of their phases was proposed in
Wierzbicki (1997):

(1) Recognition

(2) Deliberation or analysis
(3) Gestation

(4) Enlightenment

(5) Rationalization

(6) Implementation.

This is only a part of much broader evolutionary and
rational theory of intuition; we can show that this the-
ory is complementary and consistent with many find-
ings of asymmetry of the brain (Springer and Deutsch,
1981), of the way our memory works (Walker et al.,
2003), etc. The advice of emptying your mind, concen-
trating on void or on beauty, forgetting the prejudices
of an expert from Japanese Zen meditation or tea cere-
mony is a useful and practical device for allowing our
subconscious mind work.

This theory implies also that our best ideas for intu-
itive decisions might come after a long sleep. Hence
a simple rule called Alarm Clock Method: put on your
alarm clock 10 min before normal time of waking and
immediately after waking ask yourself: do I already
know the solution to my most difficult problem?

Another falsification test is related to implications
from the evolutionary theory of intuition to negotia-
tions and group decision making. We can use in them
Socialization, Objective Setting, Principle of Double
Debate, but generally it is good to use relaxation and
sleep in order to let our unconscious work intuitively
on previously defined problems. The test of the impor-
tance of unconscious, intuitive problem solving might
be organized as follows: organize a nontrivial, difficult
simulated negotiation test for students studying theory
and art of negotiations, but let it be performed by two
groups of students: one during one day, another with a
break and a night sleep — then compare the results.
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The Issue of Objective Ranking in Group
Decision Making

We know since Heisenberg (1927) that there is no
absolute objectivity; however, as discussed above, this
was quite differently interpreted by hard sciences and
by technology, which tried to remain as objective as
possible, and by social sciences which, in some cases,
went much further to maintain that all knowledge is
subjective. We conclude thus that we need both objec-
tivity — meant as a goal to be as objective as possible —
and subjectivity — dependence on personal knowledge
and preferences.

We switch now to the issue of objective ranking in
group decision making; we assume here that we have
is a set K of discrete options and the problem is how to
rank these alternatives using a set J of multiple criteria
and their aggregation.

This is a classical problem of multi-attribute deci-
sion analysis; however, all classical approaches —
whether of Keeney and Raiffa (1976), or of Saaty
(1982), or of Keeney (1992) — concentrate on sub-
Jjective ranking. By this we do not mean intuitive
subjective ranking, which can be done by any expe-
rienced decision maker based on her/his intuition, but
rational subjective ranking, based on the data relevant
for the decision situation — however, using an approxi-
mation of personal preferences in aggregating multiple
criteria.

And therein is the catch: in many practical situa-
tions, if the decision maker wants to have a computer-
ized decision support and rational ranking, particularly
when faced with group decision making, she/he does
not want to use personal preferences, prefers to have
some objective ranking. This is often because the deci-
sion is not only a personal one, but affects many
people — and it is usually very difficult to achieve an
intersubjective rational ranking, accounting for per-
sonal preferences of all people involved. This obvious
fact is best illustrated by the following example.

Suppose an international corporation consists of six
divisions A,..., F. Suppose these units are character-
ized by diverse data items, such as name, location,
number of employees etc. However, suppose that the
CEO of this corporation is really interested in the
following attributes classified as criteria: (1) profit,
(2) market share, (3) internal collaboration, (4) local
social image. All these criteria are maximized, improve

when increased; see Granat et al. (2006), Tian et al.
(2006) for more detailed examples. The CEO obvi-
ously could propose an intuitive, subjective ranking of
these divisions — and this ranking might be even better
than a rational one resulting from the data, if the CEO
knows all these divisions in minute detail. However,
when preparing a discussion with his stockholders, he
might prefer to ask a consultant firm for an objective
ranking.

It is not obvious how an objective ranking might
be achieved. This is because almost all the tradition
of aggregation of multiple criteria concentrated on
rational subjective aggregation of preferences and thus
ranking. While we could try, in the sense of inter-
subjective fairness, identify group utility functions or
group weighting coefficients, both these concepts are
too abstract to be reasonably debated by an aver-
age group. Thus, neither of these approaches is easily
adaptable for rational objective ranking.

The approach that can be easily adapted for ratio-
nal objective ranking is reference point approach
(Wierzbicki, 1980; Wierzbicki et al., 2000) — because
reference levels needed in this approach can be either
defined subjectively by the decision maker, or estab-
lished objectively statistically from the given data set.
A statistical determination of reference levels concerns
e.g. values qj’-" (where j is the index of a criterion) that
would be used as basic reference levels, an upward
modification of these values to obtain aspiration lev-
els q]‘»’, and a downward modification of these values to
obtain reservation levels q; ; these might be defined as
follows:
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where k is the index of an option, K, J are the sets of all
options and all criteria, |K| is the number of all options,
q}o is a lower bound, q}lp is an upper bound; thus q}"
are just average values of criteria in the entire set of
alternative options, aspiration and reservation levels —
just averages of these averages and the lower and upper
bounds, respectively.

However, there are no essential reasons why we
should limit the averaging to the set of alternative
options ranked; we could use as well a larger set of
data in order to define more adequate (say, historically
meaningful) averages, or a smaller set — e.g., only the



20

A.P. Wierzbicki

Pareto optimal options — in order to define, say, more
demanding averages and aspirations.

We are interested here in some general conclu-
sions for group decision making, possibly also for
negotiations in difficult cases with many politically
motivated criteria. The application of an objective
ranking as described above is possible under following
conditions:

e The group (of negotiators or decision makers)
agrees to use a set of criteria, representing the
interests of all parties involved, but independently
measured;

e The group agrees to the principle that reference
levels for the criteria should be defined statisti-
cally by the data set resulting from the independent
measures of criteria.

We see that the discussion of the issue of objectiv-
ity, never absolute but nevertheless useful as a goal to
be pursued, leads to interesting suggestions for group
decision making and negotiations.

The Multimedia Principle,
the Emergence Principle and a Spiral
of Evolutionary Knowledge Creation

We turn now to principles that might contribute to
a future formation of a new episteme, namely, the
Multimedia Principle and the Emergence Principle.
These two principles were first formulated in
Wierzbicki and Nakamori (2006, 2007).

Multimedia Principle: “words are just an approxi-
mate code to describe a much more complex reality,
visual and preverbal information in general is much
more powerful” and relates to intuitive knowledge and
reasoning; the future records of the intellectual her-
itage of humanity will have a multimedia character,
thus stimulating creativity.

Emergence Principle: “new properties of a sys-
tem emerge with increased levels of complexity, and
these properties are qualitatively different than and
irreducible to the properties of its parts”.

Both these principles might seem to be just common
sense, intuitive perceptions; the point is that they are
justified rationally and scientifically. Moreover, they
go beyond and are in a sense opposed to fashion-
able trends in poststructuralism and the postmodern
philosophy or sociology of science.

The Multimedia Principle is based on the techno-
logical and information science knowledge: a figure
is worth at least ten thousand words. The poststruc-
turalist philosophy stresses the roles of metaphors
and icons, but reduces them to signs,; the simplest
argument against such a reduction is presented in
Fig. 5, where the temple of Byodoin as an icon
(Japanese 10 yen coin) and Byodoin as a picture are
compared.

Thus, the world is not constructed by us in a social
discourse, as the poststructuralist and postmodern phi-
losophy wants us to believe: we observe the world
by all our senses, including vision, and strive to find
adequate words when trying to describe our prever-
bal impressions and thinking to communicate them in
language. Language is a shortcut in civilization evo-
lution of humans, our original thinking is preverbal,
often unconscious.

Fig.5 Anicon (left) and a picture (right) of Byodoin
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Multimedia Principle originates in technology and
has diverse implications for technology creation.
Information technology creation should concentrate on
multimedia aspects of supporting communication and
creativity. Technology creation starts essentially with
preverbal thinking.

The Emergence Principle is also partly motivated
by technological experience. It stresses that new prop-
erties of a system emerge with increased levels of
complexity, and these properties are qualitatively dif-
ferent than and irreducible to the properties of its parts.
This might appear to be just a conclusion from the clas-
sical concepts of systems science, synergy and holism;
or just a metaphysical religious belief. The point is
that both such simplifying conclusions are mistaken.
Synergy and holism say that a whole is greater than the
sum of its parts, but do not stress irreducibility. Thus,
according to classical systemic reasoning, a whole is
greater, but still explicable by and reducible to its
parts.

The best recent example of the phenomenon of
emergence is the concept of software that sponta-
neously emerged in the civilization evolution during
last 50 years. Software cannot function without hard-
ware, but is irreducible to and cannot be explained
by hardware. This has also some importance for the
metaphysics of Absolute, because it is also a negation
of the arguments of creationists who say that irre-
ducible complexity could not emerge spontaneously in
evolution.

Thus, the Emergence Principle is opposite to reduc-
tionism. It must be stressed that hard and natural
sciences, more paradigmatic than technology, still
believe in reductionism; for example, researchers in
physics believe that quantum computing will essen-
tially change computational science — while it will
essentially change only hardware, whereas software
and its principles will remain practically unaffected.

The Emergence Principle is not a metaphysical reli-
gious belief, because it can be justified rationally and
scientifically — even if it might have serious metaphys-
ical consequences that we shall not discuss in detail
here.

Based on the concepts presented above, we might
turn back to the issue of basic explanations of devel-
opment of science and technology. As another thought
experiment, consider a group of people — an extended
family, or a tribe — in early stages of the development
of human civilization. This development depended on

three main factors: (1) language and communication;
(2) tool making; (3) human curiosity.

Language was used as a tool of civilization evolu-
tion, but individual tool makers and thinkers, motivated
by human curiosity, developed theories and tools. In
the case of tools experimental testing was needed.
Defense of ideas when presenting theories to the group
corresponds to the concept of a paradigm.

However, in the case of theories we have to con-
sider also the evolutionary interest of the tribe or
the group that used the knowledge to enhance its
success and survival capabilities. This evolutionary
interest required long term falsification: personal the-
ories and subjective truth must have been considered
suspicious, finding ways to test them, even to falsify
them, was necessary. Thus, Popperian falsificationism,
Kuhnian paradigmatism and discursive intersubjec-
tivism are three different sides of civilization evolution
of humanity.

Concerning the issue of objectivity versus power,
the chieftain of such a tribe would be pragmatic
and value knowledge that helped in her/his short
term goals, increased her/his power; why should (s)he
bother about objective knowledge? (S)He would, if
(s)he cared about long term chances of survival of
her/his tribe. We can apply here the principle of uncer-
tainty used in theory of justice (Rawls, 1971): in order
to determine what laws we should consider just, we
should imagine that we do not know in what conditions
our children might find themselves. The same principle
is applicable to objectivity: if we do not know in which
conditions our children or tribe might find themselves
in the future, we value best well tested knowledge, as
objective as possible. Thus, objectivity is similar to
Justice: absolute objectivity and absolute justice might
be not attainable, but they are important ideals, values
that emerge according to the Emergence Principle and
cannot be reduced to power and money.

From a technological perspective I do not accept
the hermeneutic horizontal assumption of postmodern
philosophy that “Nature” is only a construction of our
minds and has only local character. Of course, the word
“Nature” refers both to the construction of our minds
and to something more — to some persisting, univer-
sal (to some degree) aspects of the world surrounding
us. People are not alone in the world; in addition to
other people, there exists another part of reality, that of
Nature, although part of this reality has been converted
by people to form human-made, mostly technological
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systems. There are parts of reality that are local and
multiple, there are parts that are universal.

To some of our colleagues who believe that there is
no universe, only a multi-verse, we propose the follow-
ing hard wall test: we position ourselves against a hard
wall, close our eyes and try to convince ourselves that
there is no wall before us or that it is not hard. If we
do not succeed in convincing ourselves, it means that
there is no multi-verse, because nature apparently has
some universal aspects. If we succeed in convincing
ourselves, . ...

People, motivated by curiosity and aided by intu-
ition and emotions, formulate hypotheses about prop-
erties of nature and of human relations; they also
construct tools that help them to deal with nature or
with other people; together, we call all this knowl-
edge (see also Jensen et al., 2003). People test and
evaluate the knowledge constructed by them by apply-
ing it to reality: perform destructive tests of tools,
devise critical empirical tests of theories concerning
nature, apply and evaluate theories concerning social
and economic relations. Such a process can be repre-
sented as a general spiral of evolutionary knowledge
creation, see Fig. 6. We observe reality and its changes,
compare our observations with human intellectual
heritage (Observation). Then our intuitive and emo-
tive knowledge helps us to generate new knowledge
(Enlightenment); we apply new knowledge to existing
reality (Application), obtain some changes of reality
(Modification). We observe them again and modified

Evaluation
New Theories - Heritage
and Tools Enlightenment 1o ledge
Application Observation
Existing o Modified
Reality Modification "reality
Recourse

Fig. 6 The general OEAM Spiral of evolutionary knowledge
creation (Wierzbicki and Nakamori, 2007a)

reality becomes existing reality through Recourse;
only the positively tested knowledge, resilient to falsi-
fication attempts, remains an important part of human
heritage (Evaluation); this can be interpreted as an
objectifying, stabilizing feedback.

Thus, nature is not only the effect of construction of
knowledge by people, nor is it only the cause of knowl-
edge: it is both cause and effect in a positive feedback
loop, where more knowledge results in more modi-
fications of nature and more modifications result in
more knowledge. The overall result is an avalanche-like
growth of knowledge, although it can have slower nor-
mal and faster revolutionary periods. This avalanche-
like growth, if unchecked by stabilizing feedbacks,
beside tremendous opportunities creates also diverse
dangers, usually not immediately perceived but lurking
in the future.

Therefore, we should select knowledge that is as
objective as possible because avalanche-like growth
creates diverse threats: we must leave to our children
best possible knowledge in order to prepare them for
dealing with unknown future.

Conclusions

If we accept that we are living in the time of chang-
ing civilization eras, and conceptual change is one of
the main ingredients of this process, then we need
new concepts and approaches, even new hermeneutical
horizons also within group decisions and negotiation
theory.

The material presented in this chapter suggests at
least two dimensions of seeking such new concepts and
approaches:

(1) One concerns the psychology of the unconscious —
taken not in the sense of an inexplicable force, but
approached rationally such as in the evolution-
ary theory of intuition — in application to group
decision making and negotiations.

Another concerns the dyad of subjectivity and
objectivity — the last understood not absolutely,
since such is not attainable, but as an emergent
ideal worth striving for.

@

But these are only examples, real applications can
provide many other dimensions, such as distributed
decision making using network technologies, etc.
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“Invisible Whispering”: Restructuring Meeting Processes

with Instant Messaging

Julie A. Rennecker, Alan R. Dennis, and Sean Hansen

All the world’s a stage,

And all the men and women merely players:

They have their exits and their entrances;

And one man in his time plays many parts,
— Shakespeare, As You Like It.

Introduction

Information and communication technologies (ICT)
have been used to transcend physical barriers to inter-
action in group decision and negotiation. These same
technologies can also result in the creation of new
communicative boundaries and the reconfiguration of
existing ones. Communicative boundaries influence
both the content and process of communicative action,
whether in one-to-one, many-to-many, or hybrid com-
munication contexts (DeSanctis and Gallupe, 1987).
Consequently, changing communicative boundaries
would be expected to change the processes and out-
comes of group decision making and negotiation, even
if all the same people were involved.

Instant messaging (IM) is one of the most rapidly
proliferating workplace communication technologies
in use today (Economist, 2002; Flanagin, 2005; Isaacs
et al., 2002; Shiu and Lenhart, 2004). IM offers the
possibility of dynamically reconfiguring communica-
tion boundaries to enable group members to commu-
nicate in different ways and to bring other individ-
uals into a group meeting. Though similar to both
email (e.g., text), and telephone communication (e.g.,
synchronous), IM’s unique capabilities enable IM

J.A. Rennecker (D<)
Panoramic Perspectives, Austin, TX 78755, USA
e-mail: julie@panoramicperspectives.com

users to engage in communicative configurations, such
as multiple, simultaneous conversations, that would
otherwise not be physically possible in geographically-
distributed meetings nor socially acceptable in face-
to-face settings. The number and diversity of simulta-
neous conversation configurations using IM is limited
only (in most cases) by the user’s information process-
ing capacity.

Because of its relative novelty as a workplace
communication tool, IM has only recently captured
information systems researchers’ attention. Research
to date has focused primarily on understanding the
purposes and characteristics of one-to-one IM con-
versations (Cameron and Webster, 2005; Isaacs et al.,
2002; Nardi et al., 2000), rather than the patterns and
implications of IM interaction at a collective level in
organizations.

In this paper, we report findings from an exploratory
interview study of workplace IM use with 23 people
from two organizations. We began with the intention
of studying the general use of IM, but the focus of the
study quickly shifted to one specific use of IM. The
study revealed a widespread practice we call “invis-
ible whispering,” the use of IM during face-to-face
or telephone decision-making meetings to commu-
nicate privately with one or more others. Through
invisible conversations with attendees of the same
meeting, information sources outside the meeting, or
business and social contacts unrelated to the meeting,
meeting participants can fundamentally alter the social

D.M. Kilgour, C. Eden (eds.), Handbook of Group Decision and Negotiation, Advances in Group Decision 25
and Negotiation 4, DOI 10.1007/978-90-481-9097-3_3, © Springer Science+Business Media B.V. 2010
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and spatial boundaries of the meeting and dynami-
cally (re)structure the content and temporal ordering
of meeting-related interactions.

The purpose of this paper is to define and charac-
terize this phenomenon, explore its impact on group
decision and negotiation, and raise questions for sub-
sequent research. After summarizing the relevant liter-
ature, we illustrate the practice of invisible whispering
with several examples, drawing on Erving Goffman’s
(1959, 1974/1986) theatrical framing of social inter-
action as a lens to illuminate the boundary changes
effected through these invisible conversations. Then
we employ “genre” as an analytic device (Orlikowski
and Yates, 1994) to sketch a taxonomy of invisible
whispering conversation types. Finally, we draw on
prior research to discuss the potential implications of
this practice for group decision and negotiation effec-
tiveness and to suggest questions and directions for
further study.

Prior Research and Theory

Much prior work has studied the use of ICT to support
group decision and negotiation, whether by support-
ing teams working in either face-to-face meetings or
virtually from different places and/or times. Since our
focus in this chapter is on invisible whispering in
same-time meetings, we will begin by providing a
brief background of prior research on meetings and
the role of ICT in meeting support. We will then
turn to IM and describe the capabilities of IM that
enable new communication configurations and sum-
marize the key findings of IM studies to date. Finally,
we introduce the concepts of “front stage” and “back
stage” from Goffman’s (1959) theatrical analyses of
social interaction as a lens and vocabulary for describ-
ing and analyzing the changes in social structures and
processes enabled by IM use in same-time meetings.

Meetings and Meeting Support
Technologies

Scheduled face-to-face meetings are typically con-
ceptualized as bounded social structures character-
ized by norms for attending, intruding, and con-
tributing (Volkema and Niederman, 1995). Participants

are invited (or required) to attend and each person’s
presence is known to the other attendees. The rules
governing meeting participation may range from strict
adherence to Robert’s Rules of Order to “free for
all,” depending upon the organization and particular
meeting, but there is social pressure to adhere to the
rules with deviators likely to be ignored or subtly
disciplined.

The use of ICT to support meetings has often
been modeled on the traditional face-to-face meet-
ing with the objective of either enhancing tradi-
tional meetings, such as “smart” whiteboards and
group support systems, or enabling meetings among
physically-dispersed participants, such as web con-
ferencing (Dennis and Garfield, 2003; DeSanctis and
Gallupe, 1987). Despite the variety of available tools,
ICT-supported meetings are usually similar to face-to-
face meetings in their focus on the group — making
information equally available to all participants, facili-
tating contributions from all participants, and synthe-
sizing all participants’ contributions into a coherent
whole that can be viewed simultaneously (Ackermann
and Eden, 2005; Dennis and Garfield, 2003; DeSanctis
and Gallupe, 1987; Fjermestad and Hiltz, 1999; Shaw
et al., 2003).

More rarely, ICTs that support dyadic and small
group communication, such as IM, have been used in
parallel with other meeting technologies, such as com-
puter or audio conferencing, or bundled with group
collaboration technologies, such as WebEx or Lotus
Notes, enabling private one-to-one or one-to-many side
conversations in parallel with the main meeting. If we
step outside the workplace and examine the IM liter-
ature more broadly, there are a few studies of such
simultaneous use of text chat during group activities,
where it is referred to as “backchannel” communica-
tion (Cogdill et al., 2001). For example, Cogdill et al.
(2001) studied backchannel one-to-one IM conversa-
tions that occurred during class discussions held in
a text-based MUD,' and McCarthy and Boyd (2005)
studied user perceptions of backchannel communi-
cation during presentation sessions at a professional

I'A MUD (Multi-User Domain) is multi-player, online, role-
playing, game environment. MUD originally stood for Multi-
User Dungeon, but has been revised in common usage to include
role-playing game environments that are not set in the traditional
MUD fantasy world of elves, dwarves, monsters, and so on.
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conference. These studies show that such backchan-
nel interactions can be used to discuss both content
and process issues, to encourage participation, or to
alleviate boredom with the collective-level interaction.
Another study in the technology design literature that
did consider the performance implications of invisi-
ble whispering (Yankelovich et al., 2005) asserts that
backchannel communication improves discussion effi-
ciency and effectiveness, and then focuses on design-
ing a user interface to make backchannel interaction
even more convenient. The discovery of these stud-
ies from other contexts supports our perception that
concurrent one-to-one IM communication in group
contexts is a pervasive phenomenon, but they offer
little insight about whether (or how) these IM conver-
sations affect group decision-making and negotiation
in workplace settings.

Instant Messaging

As defined by Nardi et al. (2000), IM is a “tool which
allows for near-synchronous computer-based one-on-
one [or one-to-many] communication” (p. 2) between
online parties. IM began as a predominantly youth-
oriented tool (Quan-Haase, 2008), and the largest
group of adopters is still teenagers and young adults
(Lenhart et al., 2005, 2001; Shiu and Lenhart, 2004,
Valkenburg and Peter, 2007) who use IM primarily for
social communication (Flanagin, 2005; Gross, 2004;
Huang and Yen, 2003; Valkenburg and Peter, 2007).

However, IM is now part of the everyday lives
of millions of Internet users (Zhao, 2006; Shiu, and
Lenhart, 2004; Wikipedia, 2008) and is spreading
into the workplace (Chen, 2003; Cunningham, 2003;
Information Management Journal, 2003; Lin et al.,
2006; Shiu and Lenhart, 2004; Turner et al., 2006).

In the US, workplace IM use has grown faster than
email use (Flanagin, 2005). According to one study, IM
is being used in almost 85% of companies worldwide
(Perey, 2004), and in some firms, IM may be more
extensively used than email (e.g., Turner et al., 2006).
IM may be so ingrained as part of the organizational
fabric that organizational norms favor IM use over
other media (Turner et al., 2006). Some experts pre-
dict that it is only a matter of time before organizations
issue IM accounts to new employees the same way they
issue email accounts (Swartz, 2005).

Although IM is similar in many ways to the other
types of ICT-based group decision and negotiation
technologies that has preceded it, it also has several
distinct characteristics that suggest it may engender
different usages. IM is similar to prior technologies in
that it enables users to send text messages. However,
the messages can be directed to the group as a whole,
or to selected members of the groups or to individ-
uals outside of the group. As the name suggests, IM
was originally conceived of as a synchronous tool, but
today it also can be used asynchronously (Chung and
Nam, 2007; Huang and Yen, 2003). Although use is
most commonly synchronous, users can leave mes-
sages for users who do not respond in the same way
that telephone voicemail messages can be left. IM
employs a very small text window for messages, so
most messages are quite short.

Drawing on prior characterizations of communica-
tive media (Daft et al.,, 1987; Sproull and Kiesler,
1991), we identified four capabilities of IM applica-
tions that, in combination, are particularly important
in enabling new communicative practices: silent inter-
activity, presence awareness, polychronic communica-
tion, and ephemeral content.

It is the silent interactivity of IM that makes “invisi-
ble whispering” possible. Similar to the telephone in
its immediacy and interactivity, the silence of text-
based IM, like other ICT technologies, enables users
to address ideas and questions when they occur with-
out disrupting others or being overheard, even when in
a public setting.

The presence awareness capability, a dynamic
directory of logged-in IM users, further enables whis-
pering by making visible whom else is available for
conversation (Li et al., 2005; Perttunen and Riekki,
2004; Shaw et al., 2007). This capability extends the
set of potential communication partners because the
directory is visible to and includes everyone logged
into the IM application. Users who remain logged into
the system as “available” while IMing with others,
talking on the phone, participating in meetings, and so
on appear to be as receptive to incoming messages as
other workers alone at their desks. In addition, they are
as available to customers, suppliers and social friends
as they are to coworkers, provided they are logged into
the same IM application.

IM also makes it possible to carry on multiple
conversations simultaneously, a practice Turner and
Tinsley (2002) call “polychronic communication.” In
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IM, each conversation scrolls through its own “pop-
up” window on the user’s device screen, undetectable
to each of his or her other IM communication partners.
Users could be engaged simultaneously in IM con-
versations with co-workers, their boss, subordinates
and their spouse (Turner et al., 2006). The number of
potential simultaneous conversations is limited only by
a user’s capacity to manage them.

Finally, in many currently-used IM systems, the
interaction transcript is erased automatically when the
users close the conversation window, although some
systems permit users to save a transcript (Cunningham,
2003; Li et al., 2005). This ephemerality of the mes-
sage transcript plays a role in many users’ choosing
IM rather than email to communicate sensitive, embar-
rassing, humorous, or critical comments they would
prefer not be archived on the corporate server (Lovejoy
and Grudin, 2003). Ephemerality may soon disap-
pear, however, as designers build in archiving and
transcript-searching capabilities to address manage-
rial concerns about intellectual property protection and
liability exposure (Chen, 2003; Cunningham, 2003;
Lovejoy and Grudin, 2003; Poe, 2001). Ephemerality
is in sharp contrast to many other group technologies
that provide a group memory to ensure that all com-
munication is recorded (Nunamaker et al., 1991) and
could potentially undermine trust, in both the process
and other participants (see the chapter by Schoop, this
volume).

Because of its relative newness as a workplace com-
munication tool, IM has only recently captured infor-
mation systems researchers’ attention (Cameron and
Webster, 2005; Grudin et al., 2004; Isaacs et al., 2002;
Nardi et al., 2000; Quan-Haase et al., 2004). Research
to date has focused primarily on characterizing IM
conversations, such as their purposes (e.g., Nardi et al.,
2000), differences in the character of conversations of
“light” versus “heavy” IM users and “frequent” ver-
sus “infrequent” communication partners (e.g., Isaacs
et al., 2002), users’ experience of IM interaction rel-
ative to other media (e.g., Voida et al., 2004) and
factors affecting the adoption and use of IM (e.g.,
Chung and Nam, 2007). Findings suggest that IM 1is
a more flexible medium than might have been pre-
dicted by its interface and capabilities and is frequently
used for expressive communication (Nardi et al., 2001;
Voida et al., 2004). The availability of IM may also
enable conversations that would not have occurred if
IM had not been available (Cameron and Webster,

2005). Though some of these studies do mention IM
use during meetings (e.g., Quan-Haase et al., 2005;
Woerner et al., 2004), Koeszegi and Vetschera’s review
(this volume) of communication during group decision
and negotiation processes suggests that this communi-
cation channel has not yet been considered in the group
decision and negotiation literature.

Goffman’s Dramaturgical Frame

In this study, we use Erving Goffman’s (1959) studies
of face-to-face interaction as a lens and vocabulary for
exploring “invisible whispering,” the practice of using
IM to communicate silently with others during same-
time meetings. Goffman used the term ‘“interaction
order” to denote the complex but normalized pro-
cesses by which social actors regulate their interaction
with others. Though based on face-to-face communi-
cation, his work nonetheless provides a useful vocabu-
lary for describing interaction practices regardless of
the medium used. The portion of his work particu-
larly relevant to the phenomenon under study here is
the conceptualization of social action as theater, seg-
mented into “front” and “back” regions, or “stages,”
differentiated from one another by (1) physical bound-
aries, (2) behavioral expectations, and (3) the nature of
the relationships among the people co-present in the
region.

“Front” regions are characterized by the presence
of an “audience,” people who expect one’s behavior to
be consistent with an official role and its relationship
to the audience. Social actors perceiving themselves to
be in the presence of an audience tend to modify their
behavior to be more consistent with an idealized notion
of their formal role, i.e., team leader, technical expert.
For instance, members of an organization may share a
conception of a good team leader as someone who is
“on top of things, keeps everyone informed, and runs a
good meeting.” The team leaders in that organization,
when in the presence of their team members, may try
to behave in ways that they believe exhibit those traits
and capabilities.

“Back” regions, in contrast, are characterized by
interactions among “teammates,” people who share the
same role with respect to the audience or who collabo-
rate to foster the same impression (Meyrowitz, 1990).
In the back regions, actors relax the illusion of the ideal
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and act in ways that may be incongruent with a pre-
viously projected “front” persona(e). The team leader
in the previous example, when out of visual and audi-
tory range of team members, may acknowledge that
he or she feels insecure about managing an emerging
situation.

The same physical location may be experienced
as either a front or back region depending upon the
others present. For example, an informal hallway con-
versation between peers could begin as a back stage
interaction but be immediately transformed into a front
stage “performance” when joined by their boss or by a
customer.

In face-to-face situations, which were the focus of
Goffman’s work, social actors are constrained, socially
and physically, to participate serially in front and back
stage conversations and actions, that is, to behave con-
sistent with either one’s front stage or one’s backstage
persona(e). In fact, we depend upon audience segre-
gation, whether by physical barriers, such as doors
and walls, or by social conventions, such as estab-
lishing distance between conversation groups in an
open setting, to enable variations in our behavior
across roles. When boundaries are ambiguous or mis-
interpreted by one actor or another, front and back
stage regions and behaviors may inadvertently over-
lap, creating an uncomfortable “breach” of unwrit-
ten social agreements, such as when one’s boss or
client overhears a disagreement with one’s spouse
or child.

The integration of IM communication into face-to-
face, as well as technology-mediated contexts, how-
ever, offers new possibilities for redrawing the bound-
aries between front stage and back stage interac-
tions. In contrast to the typical scenario of socially-
bounded groups interacting through an integrated, but
restricted, information exchange and structuring tool
that is the focus of most group decision and negotia-
tion studies (see the chapters by Salo and Hamalainen;
Ackerman and Eden; Hujala and Kurttila, this volume),
the use of instant messaging allows social actors to
dynamically redraw the social and information bound-
aries repeatedly throughout the decision or negotia-
tion process. In this paper, we explore the case of
IM use during face-to-face, telephone, and computer-
mediated meetings to consider how IM may affect
the structuring of meeting boundaries and, ultimately,
the efficiency and effectiveness of decision-meeting
processes.

Method
Participants

The study participants were 23 managers and workers
from two U.S.-based, globally-distributed organiza-
tions whose members use IM on a daily basis. The
two organizations offered variation in both industry
and work tasks while the participants themselves were
reasonably matched with respect to education and
experience using IM.

GlobalNet,? a high-tech company, manufactures and
sells computer products and consulting services to cor-
porations, public institutions, and small businesses on a
global level. The eleven GlobalNet participants — three
managers and eight individual contributors ranging in
age from 22 to mid-50s — worked in the Educational
Services unit with roles in program development,
operations support, and systems administration. The
members of the systems administration group were co-
located with one another and with their manager, but
the members of the program development and opera-
tions support groups were geographically-distributed.
Even members who lived in the same city and based
in the same organizational campus, however, con-
sidered themselves to be “distributed” because they
often worked from home. All three groups served
remote internal and external customers with whom
they communicated through a combination of media
including telephone, email, and IM. At the time of
our study, the Educational Services unit had been
using AmericaOnline Instant Messenger (AIM), free
software available through the Internet, for approxi-
mately 3 years. The newest members to the group had
adopted IM “within days of being hired,” 1 year prior
to our study. Though the participants’ use of IM varied,
each participant reported using IM at least daily.

PharmaCo, a pharmaceutical company, develops
and manufactures a broad spectrum of pharmaceutical
products. Twelve PharmaCo members — two managers
and ten individual contributors also ranging in age
from 22 to mid-50s — represented two subgroups of
the Information Technology Services (ITS) group: sys-
tems administration and IT auditing. The members of

2 All names are pseudonyms.



30

J.A. Rennecker et al.

Table 1 Summary of sample

o Sample characteristic ~ GlobalNet PharmaCo
characteristics - -

Number of 11 Interviewees 12 Interviewees

participants — 3 Managers — 2 Managers
— 8 Knowledge workers — 10 Knowledge workers

Ages 22 to mid-50s 22 to mid-50s

Organizational role of Educational services Information Technology Svcs
workgroups — Program development — Systems administration

Physical configuration
IM Application

— Operations —1IT Audit
— Systems administration
Primarily distributed

AOL Instant Messenger (AIM)

Primarily co-located
IBM SameTime

the systems administration group were co-located and
worked with co-located internal customers. The mem-
bers of the auditing group were based in the same
office as the systems administration group but worked
remotely on an ad hoc basis when performing audits
at other PharmaCo sites. Both groups communicated
among themselves daily via a combination of face-
to-face, telephone, email, and IM exchanges. At
the time of the study, the PharmaCo participants
had been using IBM’s SameTime, an IM appli-
cation bundled with Lotus Notes, for about 18
months. Though the intensity of use varied, 11 of
the 12 participants reported being at least daily
users. The sample characteristics are summarized in
Table 1.

Data Collection

Due to the limited number of published studies of
workplace IM use, we designed the study to be an
exploration of IM use in the workplace, intended to
capture the full range of its use. Using an interview
protocol based on descriptions of IM use in prior stud-
ies (Nardi et al., 2001; Isaacs et al., 2002) as our
starting point (Appendix), we used a semi-structured
approach to interview the 11 GlobalNet participants.
During the interviews, we encouraged participants to
open the application and demonstrate their use of IM as
they talked with us to prompt articulation of practices
that might only be evoked through activity (Duguid,
2005), including any additional ways they used IM
that were not covered by our questions. In addi-
tion, the participants also often received instant mes-
sages during the interview, providing an opportunity to
observe their response practices and to ask additional
questions.

In these interviews, we noted that most of the
GlobalNet participants discussed IM use during
meetings, a practice we found interesting with implica-
tions for both research and practice. We added explicit
inquiries about IM use during meetings to the inter-
view protocol for the 12 PharmaCo members (see
Walsham, 2006).

Interviews in both organizations lasted approxi-
mately 1 hour each, and were conducted by two
authors. During the interview, we made handwritten
notes, capturing many verbatim quotes, which we later
transcribed.

Data Analysis

We began with a general analysis of IM use in
both organizations. One author coded the interview
transcripts in NVivo. A second author reviewed the
coding and the two settled on the final categories
and definitions. The entire data set was then recoded
using the revised categories and definitions until both
authors agreed on the codings. This set of coding
provided a portrait of overall IM use that served
as background for analyzing the invisible whispering
practices.

Next we focused only on those categories associ-
ated with the use of IM in meetings. Using Goffman’s
framework, we defined “front stage” to be the focal
meeting activity and any associated statements or post-
ings that were intended for all meeting participants.
Correspondingly, we defined “backstage” to be any
communication occurring during the meeting that was
not intended to involve all meeting participants. We
drew on the notions of genre and subgenre (Yates
and Orlikowski, 1992) to analyze each example of
backstage IM use in the data and identified six types,
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or subgenres, of backstage conversations differentiable
by their purposes with respect to the focal meeting. We
further refined the subgenre definitions by reapplying
the theatrical framework to consider the roles played
by the participants in each conversation type.

Finally, we used Goffman’s framework and the
identified subgenres to compare ‘single-channel”
meetings (i.e., face-to-face, audioconference) with
“dual-channel” ones (e.g., IM is used as a “backchan-
nel” in combination with the main meeting medium)
to assess the nature and extent of the structural and
process changes resulting from within-meeting IM use.

Findings

Our primary finding is that by using IM, meeting par-
ticipants were able to participate in communication
configurations not socially acceptable or physically
possible without the use of IM, such as participat-
ing simultaneously in front stage and back stage
interactions and in multiple, concurrent back stage
conversations. Furthermore, these communicative con-
figurations fundamentally altered meeting processes
including information sharing, decision making, and
possibly also the group dynamics more generally.

We identified six types of invisible whispering con-
versations in the examples described to us, distinguish-
able by their purpose relative to the focal meeting
activity. These ranged from directing the focal meeting
to efforts to better understand the meeting to moni-
toring and managing a wide variety of extra-meeting
activities. We begin with a few examples to illus-
trate the practice of invisible whispering, then employ
“genre” as a lens to differentiate among the types of
invisible whispering conversations. Finally, we con-
clude this section by discussing variations in the inci-
dence and practice of invisible whispering within and
across organizations.

Creating Multiple Stages

Three typical meetings — a group interview of a job
candidate, a “pitch” meeting to upper management,
and a project team meeting — illustrate the changes in
meeting structure and participant roles resulting from

the concurrent use of IM during the meeting. The job
candidate interview described to us by two members
of one group was conducted via a telephone confer-
ence call. The audible interactions over the telephone
that were accessible to everyone participating in the
interview, including the interviewee, constituted the
“front stage.” At the same time, all the interviewers
had formed a “group” in IM prior to the interview,
enabling the equivalent of a “chat” window that served
as a collective backstage, invisible to the intervie-
wee. In addition, the interviewers retained the ability
to engage in one-to-one messaging among themselves
as well as with anyone else logged into IM at the
same time.

Although the group had developed a plan of ques-
tions prior to the interview, they used IM to modify
the plan, changing the content and order of the ques-
tions (and questioners) on the fly in response to the
candidate’s responses as described in the following
comment:

She didn’t know as much about this one technical point as
I thought she would and as we had agreed was needed for
the position. So I shot off a message saying, “She doesn’t
understand A. Skip the questions about B and go straight
to C.”

The manager described how others in the inter-
view contributed similar comments and suggestions to
the group IM window. She went on to say that she
thought this interview process had been very efficient
and that she planned to push for more interviews to be
conducted in this way:

Usually we have to have a meeting after the interview to
discuss our impressions. This was much more efficient.
We could do all of that at once. After the interview was
over, we stayed online for a couple more minutes to make
our decision, and we were done.

In addition to messages posted to the whole group,
the manager indicated that she had also exchanged
one-to-one messages with her coworkers during the
interview, sharing impressions of both the candidate
and the process, and had continued to field messages
(on other topics) from other coworkers not participat-
ing in the interview.

In the “pitch” meeting, the same group that had con-
ducted the interview was now in the “hot seat” as the
primary performer, seeking approval for a new idea
from a senior executive team via a telephone confer-
ence call. In this setting, participants sent messages to
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the group spokesperson, suggesting points to empha-
size, terms to clarify, and alternative ways to respond
to the executives’ questions, like a prompter whisper-
ing instructions from backstage. The spokesperson told
us about receiving these messages while making the
presentation:

I was struggling with how to word the response to a
particular question and an instant message from Marie
popped up on my screen saying “‘say this,” and I read it
and it sounded pretty good, so I said that.

Marie described her experience of the same episode
as virtual ventriloquism:

I could tell he was struggling, and I shot off a mes-

sage saying, “say this ... ,” and a few seconds later I

heard David saying my words. It was like being a virtual
ventriloquist.

Other members of the presenting group also
described exchanging messages among themselves
about the quality of the spokesperson’s presentation,
the executives’ responses, and alternative strategies if
the executives did not seem favorably inclined toward
the idea. They did not establish a group chat for
this event, so all the IM communication was one-
to-one, with each conversation constituting a sep-
arate backstage space, and each participant poten-
tially engaging in multiple simultaneous backstage
conversations.

In both of these examples, one party, whether a
person or a group, took on the primary role of “per-
former” while another party, again an individual or
group, took on the primary role of “audience” for the
duration of the meeting. The communication between
the two parties, albeit more interactive and bidirec-
tional than in traditional theater, constituted the “front
stage” activity, which participants supported, man-
aged, and critiqued in concurrent “back stage” IM
interactions.

In a project team meeting, the third example, the
roles of “performer” and “audience” were less clearly
delineated and more dynamic. As the meeting pro-
gressed, the focus shifted from one participant to
another as each provided a status report on his or
her assignments and posed questions to other team
members. Even when not speaking, attendees often
considered themselves very much “on” due to inter-
dependencies between their own assignments and the
discussed topics. Participants reported using IM in this
context for a range of purposes including gathering

needed information from colleagues outside the meet-
ing, asking questions of other meeting attendees, and
continuing discussions of topics raised in the front
stage meeting. One participant who routinely used
IM during project meetings indicated that one person
could be involved in a significant number of concurrent
backstage conversations:

In really hot meetings, there might be five or six or more
conversations going on —and those would just be the ones
involving me — but I can only handle about three at the
same time. More than that, and I get overwhelmed and
start shutting them down.

As this example shows, the potential for back-
stage interaction may exceed a participant’s capacity
before approaching any technical limitations of the IM
application.

Using Goffman’s definition, these uses of IM during
meetings constitute examples of backstage interaction,
conversations that allow the participants to interact
informally with their peers, relaxing the behaviors and
language expected when presenting themselves front
stage. Several characteristics of these conversations
differentiate them from their face-to-face analogue
studied by Goffman. First, the “actors” remained front
stage for the duration of the meeting, even when par-
ticipating in backstage conversations. Second, meeting
participants were able to participate in backstage con-
versations with remote others, a practice not possible
in face-to-face interaction nor in technology-mediated
meetings, such as audio or video-conferencing, with-
out IM where participants are constrained to front stage
interactions via the meeting medium (Larsson et al.,
2002). Finally, they were able to participate in multi-
ple, concurrent backstage conversations, each conver-
sation undetectable to the person’s other conversation
partners.

Invisible Whispering as a Distinct
Communicative Genre

The rhetorical concept of “genre” (Freedman and
Medway, 1994) has proven useful as an analytic device
in the study of organizational communication (Yates
and Orlikowski, 1992), particularly for identifying pat-
terns and social processes in the archives of group
communication. As defined by Orlikowski and Yates,
communicative genres are “socially recognized types



“Invisible Whispering”: Restructuring Meeting Processes with Instant Messaging 33

of communicative actions — such as memos, meetings,
expense forms, training seminars — that are habitu-
ally enacted by members of a community to realize
particular social purposes” (1994, p. 242). Genres are
distinguishable from one another by both their “sub-
stance and form.” * ‘Substance’ refers to the objective,
themes, and topics being addressed in the communi-
cation” (Yates and Orlikowski, 1992, p. 301), while
“‘form’ refers to the observable physical and lin-
guistic features of the communication” (ibid, p. 301).
Though genre can be defined independently of the
media used, the media employed can be a defining
feature of the form, and changes in communication
media may catalyze either changes in an existing com-
municative genre or the emergence of a new genre.
In addition, communicative genres are associated with
particular recurrent, socially-defined and, thus, socially
recognizable situations (ibid).

We propose that invisible whispering constitutes a
distinct communicative genre, typified by the use of
IM (form) to communicate privately (purpose) with
one or more others during a concurrent synchronous
interaction, such as a meeting or telephone conversa-
tion (recurring situation). Though a close cousin of the
age-old practices of face-to-face whispering or note
passing, IM enables sufficient differences in the nature
of interaction to be recognized as distinct from them.
The differences between note passing and IM-enabled
whispering could be seen as similar to those between
an email, a memo, and a letter — communicative types
with similar features, i.e., formatted text, but socially
distinct forms and rules of use.

“Subgenres” are recurring communicative actions
socially recognizable as a particular genre, but distinct
from other examples of that genre in either purpose
or form. For instance, the rhetorical act of a “verbal
request” is recognizable by its purpose as belonging to
the genre “request” but differs in form from a “written
request” or a “request for proposal,” communicative
acts that invoke different social rules and, thus, evoke
distinct social responses. Alternatively, subgenres may
be similar in and recognizable by their form, i.e., a
memo, but vary in purpose.

In the particular case of invisible whispering in the
context of organizational meetings, we identified six
distinct subgenres: directing the meeting, providing
focal task support, providing social support, seeking
clarification, participating in a parallel subgroup
meeting, and managing extra-meeting activities. These

represent communicative actions similar in form —i.e.,
all use the automatic format provided by the IM appli-
cation — but varying in purpose. In the remainder
of this section, we describe each subgenre in more
detail.

Directing the Meeting

Invisible whispering conversations categorized as
“directing the meeting” are characterized by lan-
guage intended to influence the content or process of
the meeting. Messages typically included instructions
about what to say (or not say) or the ordering of actions
or topics to achieve a particular outcome or create a
particular impression. Meeting contexts where these
exchanges occurred included interviewing a job can-
didate, a project team meeting, and making a pitch to
senior management. For example:

One of my managers was presenting in a global confer-
ence call and had a hard time keeping the attention of
other members...One of the other team members used
SameTime [IM] to send a message saying “you’re los-
ing them” and gave the manager pointers on how to get
them back.

The example of “virtual ventriloquism” described
in the previous section would also be an example of
directing the meeting. This practice resembles that
of the “prompter” in live theater whose role it is to
feed lines and directions to an actor in the event that
he or she falters or in the event of a set malfunc-
tion. Unlike traditional theater, however, the “lines”
of organizational actors depend on the comments and
actions of their audience, requiring some degree of
improvisation in every conversation. This use of IM
allows actors to come to one another’s aid to enact
a (presumably) better collective performance (see
Quijada, 2006).

Similar strategies are also employed in diplomatic-
style meetings where the meeting delegates, sitting in
an inner circle, are surrounded by an outer circle of
aides who whisper in the delegates’ ears or pass notes
to them throughout the meeting. The practice described
here, however, differs substantially from its co-present
predecessor by being invisible. Not only is the con-
tent of the messages unknown to parties outside the
exchange, but the very occurrence of the exchange
remains unknown, even to people in the same room.
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Providing Focal Task Support

These conversations were intended to help the group
accomplish its work and to minimize process losses
due to missing information, lapses in attention, or set-
up time. A common practice for keeping the meeting
moving ahead was “pinging” a coworker suspected of
being distracted by other work with a brief IM saying
he or she is about to be called on. The following quote
represents recurring comments:

[When we’re meeting], I'll ping her so she’ll know that
she needs to get on the call or will be called on [to
produce numbers, explain a situation, etc.]

Though typically between meeting attendees, task
support conversations also included requests from a
meeting participant to someone outside the meeting
for needed input. We were told that this was a very
common practice and that IM was even used to invite
outsiders into the meeting briefly to provide informa-
tion and answer questions directly rather than relaying
comments through a meeting attendee.

When participating in conversations that provide
focal task support, meeting attendees act in the role of
a stage manager, looking ahead to the next “scene” and
getting the necessary people and resources in place.
Without the concurrent use of IM during the meeting,
this type of work would either precede the meeting,
result in delays during the meeting, or require follow-
up after the meeting. As an adjunct to pre-meeting
planning, this seems to be a constructive use of invis-
ible whispering, enhancing meeting efficiency. Some
study participants, however, suggested that, over time,
the practice had also had an unanticipated negative
effect:

... The downside is that people may be less prepared for
meetings because they know they can get it [any needed
information] in real time during the meeting

So rather than supplementing good meeting prac-
tices, such as thorough pre-meeting planning and data-
gathering, the ability to use IM during meetings may
actually discourage preparation.

Seeking Clarification

Another reportedly frequent use of invisible whisper-
ing was asking another meeting participant to verify
or explain a third participant’s comments. Examples of

conversations in this category include asking for the
meaning of a term, checking the accuracy of a fact, or
asking for background information to put a comment
in context, as illustrated in this quote:

If there’s something in a meeting you don’t understand,
you can send a quick IM, “Hey, so and so said this. What
does he mean?”

Participants reported that these exchanges helped
them to stay engaged in meetings by having their
questions answered in real time. When participat-
ing in these conversations, the meeting attendees are
primarily in the role of audience members — e.g., lis-
tening to others with the intention of understanding the
interactions in the front-stage arena.

The types of invisible whispering conversations
described to this point were intended to facilitate the
meeting and support meeting participation in ways
that might have been handled traditionally through
pre-meeting coordination, note-passing, side-bar con-
versations, or overt interruptions. A recurring theme
across organizations was the perception that invisible
whispering provided a “less intrusive” or “more polite”
way to accomplish the same objectives.

Providing Social Support

Invisible whispering conversations that provide social
support are defined as those occurring between meet-
ing attendees to address the affective dimension of
meeting participation. A common example of this type
of invisible whispering was using IM to invite quieter
members to contribute. Similar to calling on quieter
participants in face-to-face meetings, IM was used
to privately encourage someone to contribute without
the risk of embarrassing him or her. Participants also
described examples of offering one another comfort
when criticized or given bad news in the meeting. The
following quote is illustrative:

Like sometimes you can tell that a comment hurt some-
one’s feelings or some announcement came as sort of a
shock, and you might send a message saying “ouch!” or
“sorry about that” or “hang in there.” People have sent
messages like that to me. Sort of a pat on the back

Participants also reported using IM to elicit social
support from others. A common practice in one group
was sending instant messages to “poll” other meeting
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participants to assess one’s base of support before
introducing a new topic or asserting a particular posi-
tion. This manager was aware of the practice occurring
in his group:

People can be shy about bringing up problems in meet-
ings without approval from their peers. Background IM
enables them to check before they bring it up.

Invisible whispering conversations providing social
support resemble the conversations an actor might
have backstage with another cast member or the direc-
tor either before going onstage or after coming off.
These conversations bolstered confidence and provided
a reality check for one’s perceptions. These same con-
versations may occur before or after meetings not
supported by IM interaction, but the invisibly whis-
pered conversations occur during the “performance,”
potentially altering the actor’s behavior in real time
and, consequently, the meeting outcome.

Participating in a Parallel Subgroup Meeting

Conversations of this type are catalyzed by and related
to the focal meeting but independent of its current con-
tent and flow. In addition, parallel meetings typically
involve subgroups of meeting attendees rather than
one-to-one conversations. Two types of IM conversa-
tions identified in our data illustrate this subgenre: a
subgroup working to solve a problem surfaced by the
main meeting and a subgroup critiquing the meeting or
its participants.

The problem-solving subgroup enters into a
problem-resolution or strategy-development conversa-
tion in response to new information received in the
meeting. At least some participants perceived this use
of IM to be a time-saver, as illustrated in the following
quote:

Use of IM in the background shortens meeting times
because it prevents subsequent meetings to enable some
teams to draw conclusions. For example, one group in a
meeting can have private conversations to reach a con-
clusion that would normally require adjournment and a
subsequent meeting to discuss.

A theatrical analogue to this conversation type
would be a meeting of the stage hands to resolve a
set malfunction, seemingly oblivious to the current per-
formers on stage. The difference here is that the “stage
hands” are also “actors,” standing on the metaphorical

stage of the focal meeting while invisibly engaging in
backstage interaction.

The second example of this type of conversation,
the critique session, involved several participants com-
menting on the meeting and other participants. These
conversations are characterized by the exchange of per-
sonal opinion and, in contrast to the problem-solving
subgroup, the absence of a work-related objective.
Gossip and critical commentary are not new phe-
nomena in organizations but traditionally have been
reserved for the “meeting after the meeting” that
occurs in the hallway or via email. In this case, how-
ever, the actors are engaging in backstage interaction
while physically “on stage,” whether bodily in a room
or as a voice on the phone.

Managing Extra-Meeting Activities

Conversations to manage extra-meeting activities
are characterized by interaction between a meet-
ing attendee and one or more others outside the
meeting about topics unrelated to the focal meet-
ing. Participants used IM features to designate them-
selves as “busy” during some meetings, but they
remained “available” during others unless instructed
to do otherwise by the meeting organizer. For exam-
ple, participants frequently received IMs during our
interviews. Typically, they immediately acknowl-
edged the message with a quick answer or a
promise to respond later. One GlobalNet partici-
pant noted that the chances of receiving a response
from someone engaged in a meeting were about
“50/50.”

A common justification for engaging in this practice
by managers was the need to be accessible to their sub-
ordinates. Due to the large proportion of managerial
time spent in meetings, IM was often a manager’s only
access to his or her subordinates — and vice versa — for
several hours at a time. One manager reported “train-
ing” new employees to use IM to contact her due to the
proportion of her workday devoted to meetings. She
said that she did not answer all instant messages but
that she always checked the name of the sender and
read messages from people working on time-sensitive
assignments or who had a track record of contact-
ing her only when her input was required to move
forward.
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While the use of IM to interact with others out-
side the meeting about unrelated topics may detract
attention from the meeting, being able to monitor
extra-meeting activities made participants feel less
“trapped” by their extensive meeting obligations. Prior
to the use of IM, voice and email messages would
accumulate until the recipient returned to his or her
desk. Alternatively, urgent messages were delivered
by secretaries or, more recently, delivered via cellu-
lar telephone, interrupting the recipient’s participation
in the meeting if not the meeting itself. Rather than
just substituting for these earlier practices, however,
invisible whispering differs from them (again) in that
the “actors” remain physically “on stage” while giving
instructions to “backstage” personnel. The distinguish-
ing characteristics of the conversations types and the
role implications for meeting attendees are summa-
rized in Table 2.

In summary, the use of IM enables meet-
ing attendees to participate simultaneously in front
stage and back stage interactions, to participate
in multiple, concurrent, back-stage interactions, and
to influence front-stage activity through real-time
backstage communication. Said differently, in any
given meeting, participants may play the roles of (1)
“actor,” performing the main business of the meeting,
(2) “director” or “prompter,” invisibly orchestrating

Table 2 Summary of invisible whispering subgenres

the events on the front stage, (3) “stage manager,”
cueing actors and positioning information “props” (4)
“audience member,” following the focal meeting as
a performance to be understood, (5) “critic,” com-
menting on the meeting as if he/she did not play a
role, and (6) “disinterested bystander,” interacting with
others on topics unrelated to the meeting. When partic-
ipating in invisible whispering conversations, meeting
participants are playing at least two of these roles
simultaneously.

Use of Invisible Whispering

Variations existed both within and across organiza-
tions with regard to the frequency and comfort of
engaging in invisible whispering. Within each organi-
zation, the desire to participate in invisible whispering
and tolerance for the practice ranged from no inter-
est at all to having seemingly no limit to the number
of conversations that could be juggled. For exam-
ple, one GlobalNet participant, a daily user of IM
for work-related communication, said she would not
use IM during meetings because she found it “too
distracting.” The process resulted in cognitive over-
load. In contrast, we observed one of her coworkers
who routinely kept six to ten IM conversations open

Subgenre Definition

Directing the meeting Messages among team members

intended to influence the content or

process of the meeting
Providing focal task Messages intended to keep the group
support
due to delays for information; may
be between meeting attendees or to

someone outside the meeting.
Seeking clarification
facts or explanations to improve

one’s understanding of the meeting.

Providing social support ~ Conversations between meeting

attendees that address the affective

dimension of meeting participation.

Participating in a
parallel sugroup
meeting

Messages among a subgroup of

to the meeting but independent of
current meeting events.

Messages exchanged between a
meeting attendee and someone
outside the meeting on a topic
unrelated to the meeting

Managing extra-meeting
activities

on task and minimize process losses

Requests among meeting attendees for

meeting attendees on a topic related

Example Participant roles
You’re losing them. Go back to X e Director
and define Y and tell them how e Prompter

that relates to their group.

The way this conversation is going,
I think they’re going to ask for
last month’s numbers [so you
should have them ready.]

e Stage manager

John said there are now 25 test
sites. Did we lose some?

e Engaged audience
member

That was kind of harsh. Are you e Coach

ok?

If they change the production
schedule, we’re going to have
problems. If we reprioritized,
could we get done any faster?

e Stage hands
o Critic

o Disinterested
bystander

Are you playing volleyball
tonight?
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throughout the day, including one group chat window,
even during meetings (unless requested to log off IM
by the meeting organizer). Similarly, at PharmaCo,
two participants described themselves as disinter-
ested in invisible whispering, saying they perceived
it to be “too much multi-tasking,” while one of their
peers described it as “necessary” for managing her
responsibilities.

While the reasons for using IM during meetings
and the practices reported were quite similar in both
organizations, the prevalence of invisible whisper-
ing also differed across the two organizations stud-
ied. Though we do not have extensive information
on the group decision and negotiation cultures of
the two organizations, interviewee comments sug-
gested that invisible whispering was a more taken-
for-granted practice at GlobalNet than at PharmaCo.
For instance, several GlobalNet interviewees reported
that IM use during meetings was so common that
organizers often included instructions for IM use in
the meeting announcement or at the start of the
meeting:

The conference host will sometimes request that partici-
pants use the chat feature of Web Ex [a Web conferencing
tool] rather than AIM to communicate with him or
her ... Occasionally, a meeting host will ask meeting
participants to refrain from using IM altogether . . .

At PharmaCo, interviewees indicated that invisible
whispering was less commonplace:

Most face-to-face meetings do not have laptops but
occasionally when we bring laptops into face-to-face
meetings, SameTime [IM] is used.

Another PharmaCo interviewee’s comments sug-
gested that IM during meetings became tolerated
largely as a less-disruptive way to respond to pressing
extra-meeting demands:

My project team is high visibility ... a very impor-
tant project within the company, so people understand
when I use instant messenger ... People understand the
need to take pager messages or phone calls when they’re
in face-to-face meetings, and instant messenger is less
disruptive than these two, so it is understood that instant
messenger is OK.

Three differences in the groups studied could
account, at least in part, for the differences in the
prevalence of invisible whispering. First, GlobalNet
participants worked in geographically-distributed
teams, while the PharmaCo members we studied were

co-located, except during the auditors’ short-term
assignments at remote locations. As a result, the
majority of GlobalNet meetings occurred via tele-
phone conference calls, making the use of IM less
apparent, while the majority of PharmaCo meetings
were face-to-face. In addition, the use of laptops and
handheld devices was less commonplace at PharmaCo,
making the tools for engaging in invisible whispering
during face-to-face meetings less readily available.
Finally, reports of IM use for “gossiping” were signif-
icantly higher at PharmaCo than at GlobalNet, where
most members were critical of overtly “social” mes-
sages that had no work-related purpose. Consequently,
use of IM at GlobalNet, if detected, would have been
more likely to be interpreted as work-related, while
detectable IM use in PharmaCo could be more apt to
be seen as gossip unless the participant were known to
be on a high-pressure time-sensitive project.

Discussion

In our preceding analysis, Goffman’s (1959, 1974/
1986) dramaturgical framing provided a vocabulary
and lens for identifying and describing how the use
of IM in meetings, a practice we call invisible whis-
pering, alters both the socio-spatial and the temporal
boundaries of meetings and, consequently, the social
and temporal structure of group decision making and
negotiation. In traditional meetings, backstage conver-
sations and activity typically occur both before and
after the front stage activity that is the meeting itself.
Prior to the meeting, invitees and their associates ide-
ally gather information in preparation for the topics on
the agenda, strategize about how to handle potential
challenges, and prioritize key points in the event that
they are pressed for time. During the meeting itself,
participants enact their strategies through information-
sharing (and withholding), discussion, negotiation, and
decision-making. After the meeting, subgroups of par-
ticipants gather, whether formally or informally, to
reflect on, analyze, and critique the meeting’s content
and process, possibly addressing issues left unresolved
during the meeting. To the extent that backstage activ-
ity occurs concurrently with the meeting, it would
typically be conducted by people outside the meeting,
such as a group compiling data to be delivered to the
meeting at a particular time.
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Our data indicate that in contrast to traditional meet-
ings, or even technology-mediated meetings occurring
via a single, shared channel (i.e., web-conferencing or
telephone-conference), the use of IM enables meeting
attendees to participate simultaneously — and unde-
tected — in front stage and backstage interactions and
in multiple backstage interactions. While study par-
ticipants seemed to perceive invisible whispering as
contributing to their individual and collective produc-
tivity, prior research suggests that the consequences
of altering the temporal structure of front stage and
backstage interactions may be more complex.

Our sample reported using instant messaging in a
wide variety of meeting types, including candidate
interviews, vendor pitches, project team meetings, and
new proposal pitches to senior executives. In these
meetings, decisions were being made regarding hir-
ing personnel, contracting with vendors, coordinating
project team activities, and investing (or not) in new
or continuing initiatives. At the same time these deci-
sions were being made, participants reported engaging
in invisible whispering with other meeting attendees as
well as people outside the meeting on a wide range of
topics.

We identified six sub-genres of invisible whispering
conversations: directing the meeting, providing focal
task support, seeking clarification, providing social
support, participating in a parallel subgroup meet-
ing, and managing extra-meeting activities. Three of
these conversation types focused on the content of
the focal meeting, one on the interpersonal dynam-
ics within the focal meeting, and two on topics
either peripherally-related or unrelated to the meet-
ing. Yankelovich et al. (2005) have suggested that
“backchannel communication” related to the meeting
improves meeting efficiency while unrelated conver-
sations distract members, eroding efficiency. We draw
on existing research to challenge that assertion and
to consider the impacts of invisible whispering on
meeting effectiveness and group dynamics as well as
efficiency.

Invisible Whispering and Individual
Attention

Many of the tools and strategies developed over the
past 50 years to improve meeting effectiveness have
been attempts to improve the collective focus of

attendees’ attention. Facilitative techniques to limit
tangential conversation and the use of audio-visual
displays to provide a common focal point (Munter,
2005) have all intended to improve meeting efficiency
and effectiveness by shepherding meeting attendees’
attention toward a common focus. Contrary to this
conventional wisdom, invisible whispering requires
participants to divert their attention away from the
main meeting to compose messages or read incoming
ones and decide whether to respond.

At first glance, it might seem, consistent with
Yankelovich et al.’s (2005) assertion, that conver-
sations to “direct the meeting,” “provide focal task
support,” and “seek clarification” reflect engagement
with the meeting that might actually reinforce meeting
attendees’ attention, while conversations to “provide
social support,” “engage in parallel subgroup meet-
ings,” and “manage extra-meeting activities” involve
a topical diversion from the main meeting, detracting
attendees’ attention. All six types of invisible whisper-
ing conversations, however, are also examples of multi-
communicating, a special case of multi-tasking where
conversation participants engage in more than one
conversation simultaneously (Cameron, 2006; Reinsch
et al., 2005).

The psychological literature on multi-tasking and
cognitive load (Carpenter et al., 2000; Rubinstein et al.,
2001) and prior studies of ICT use (Dennis, 1996;
Grise and Gallupe, 1999/2000; Heninger et al., 2006;
Schultze, and Vandenbosch, 1998) have repeatedly
demonstrated that humans have a limited ability to
attend simultaneously to multiple information sources.
Applying this general principle to the specific case of
invisible whispering, it seems reasonable to anticipate
that invisible whispering participants may miss impor-
tant information in the main meeting, may misinterpret
a hastily-read IM, or may respond inappropriately to
an IM message.’> In addition, multi-tasking studies
(Carpenter et al., 2000; Rubinstein et al., 2001) have
shown that people experience cognitive and functional
delays when switching between tasks, suggesting that
a participant’s attention may be diverted from the focal
meeting for longer than the actual time spent reading
and writing messages.

3 Several study participants mentioned “embarrassing” IM expe-
riences including having confused IM conversation windows and
directing comments to the wrong conversation partners.
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Multi-communicating researchers have theorized
that the performance erosions observed in multi-
tasking studies would be even more pronouned
in multi-communicating scenarios (Cameron, 2006;
Reinsch et al., 2005) because even single conversa-
tions are cognitively complex due to the simultaneous
management of task information and relational dynam-
ics. A recent empirical study of multi-communicating
outside the meeting context has supported that theory
(Cameron, 20006).

One question for future research would be to deter-
mine whether the split attention required by IM poses
a real problem in organizational environments in con-
trast to the laboratory settings that characterize much
of the research in this area. While invisible whispering,
particularly that deveoted to managing extra-meeting
activities, may impair performance in the short run
by diverting attention, it may actully improve overall
performance by increasing the efficiency and/or effec-
tiveness of the tasks that are the subject of the invisible
whispering. In addition, in practice not all aspects of all
meetings require all attendees’ undivided attention. So
participants may be engaging in invisible whispering
only when their attention is not required by the focal
meeting.

Invisible Whispering and Group
Decision-Making

Consider the group job interview described earlier,
one example of a group decision process. Participants
reported that they found the process very efficient
because they were able to complete their decision
process during the interview using back stage con-
versations to exchange information and impressions,
eliminating the need for a follow-up meeting. It is
unclear, however, whether they made a good deci-
sion. Does invisible whispering reduce group-think or
encourage a rush to judgment?

Without invisible whispering, the front and back
stage portions of the interview process occur in
sequence: planning in back stage, interviewing on
front stage, discussing and deciding on back stage.
During the interview itself, each interviewer is engaged
only in front stage interaction. Although forming
impressions of the job candidate, he or she keeps
these to him or herself until after the interview.

Then, once backstage, the interviewers exchange their
respective impressions, a process that may occur in
a face-to-face meeting after the interview or via a
combination of telephone calls and emails scattered
over several days. Regardless of the format, the pro-
cess consists of individual impression-formation fol-
lowed by information exchange leading to a collective
decision.

In contrast, with IM, the front stage and backstage
interactions occur simultaneously. As the interviewee
responds to questions, interviewers share their impres-
sions with one another: “She doesn’t understand X!”;
“She seems really good at Y.” This temporal com-
pression of front stage and backstage interactions
appears to also compress the cognitive subprocesses
of decision-making. Information-gathering, informa-
tion sharing, negotiation, and decision convergence are
occurring near-simultaneously. Prior research suggests
that this temporal compression of the decision-making
process could either positively or negatively impact the
decision quality.

Discussion participants are likely to share more
observations the closer in time the discussion occurs
to the interview (Diehl and Stroebe, 1987, 1991).
When participants are able to comment on a topic
immediately, more ideas and comments are likely
to be presented. Making participants wait to share
comments, even when ample time is provided at
a later time, significantly reduces the chance that
those thoughts will be presented Diehl and Stroebe,
1987, 1991). Thus invisible whispering may have
the potential to reduce group-think by inducing more
diverse comments to be made back stage while the
main event is occurring on the front stage, rather
than requiring such discussion to occur at a later
time.

However, combining the information-gathering and
impression-sharing stages may hinder the number and
diversity of observations and perspectives exchanged.
Numerous studies have shown that groups tend to
over-focus on the common information known to all
members and fail to share the information and insights
unique to one individual (or small minority) (Stasser
and Titus, 1985). In addition, when bits of unique
information are shared, there is a general tendency to
fail to hear, understand, and integrate them (Dennis,
1996; Kerr and Tindale, 2004; Larson et al., 1994;
Stasser and Titus, 1985; Winquist and Larson, 1998).
The laboratory simulation of this situation is called
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the “hidden profile” scenario.* Failure to disclose and
attend to hidden profile information typically results
in poorer quality decisions (Dennis, 1996; Stasser and
Titus, 1985).

“Information-sharing™ studies identify factors that
influence whether group members share and are recep-
tive to these unique pieces of information. Many of
these factors are affected by invisible whispering.
One factor is the structuring of the decision pro-
cess itself. Current research indicates, however, that
temporally segmenting the process into at least two
steps, information gathering followed by “integration
and decision” increases the likelihood that all relevant
information will be surfaced and used (Brodbeck et al.,
2002; Dennis et al., 2006; Kerr and Tindale, 2004).
Segmenting the process into steps also allows time
for individual preference formation. Though decision-
makers are often biased in favor of their respective
pre-discussion preferences (Kelly and Karau, 1999),
pre-discussion differences of opinion can also promote
information-sharing (Brodbeck et al., 2002) during the
discussion phase. Taken together, the research suggests
that temporally compressing the decision phases, as
tends to occur when invisible whispering is engaged in
unreflectively, could hinder information-sharing and,
thus promote a rush to judgment, hurting decision
quality (Dennis et al., 2000).

Studies have also shown that the time allocated to
the decision process influences the extent of informa-
tion sharing. Having more time to reach consensus
increases the likelihood that unshared information will
surface (Kerr and Tindale, 2004). In contrast, time
pressure increases the urgency for “closure” (Karau
and Kelly, 1992; Kelly and Karau, 1999; Kruglanski
and Webster, 1991, 1996), making participants less
receptive to divergent or disconfirming perspectives
(Kruglanski and Webster, 1991; Kerr and Tindale,
2004), though, ironically, more focused on the task
(Karau and Kelly, 1992). Our data indicated that the
perception that invisible whispering improves meeting
and decision efficiency could increase social pressure
for it to become the normative decision process for

4 The interview scenario, where all participants presumably have
access to the same information, may not be typical of the “hidden
profile” problem, but the participants’ differing expertise, age,
and gender would be expected to result in unique perspectives
on the same information.

seemingly “routine” decisions, but the studies cited
here suggest that any efficiency gains may be offset by
a loss of decision quality.

Finally, combining the information-gathering and
impression-formation stages of the decision process
may hinder decision quality through a process called
“anchoring” (Rutledge, 1993). The expression of a
strongly positive or strongly negative opinion early in
the process could serve as a benchmark, or “anchor,”
affecting others’ perceptions of the candidate (or
whatever option might be on the table in another
decision-making setting), thus influencing subsequent
lines of inquiry. Withholding impressions until the
information-gathering is complete helps to preserve
the diverse perspectives in a group, thus fostering
more comprehensive information-gathering. In addi-
tion, once a majority opinion forms, it becomes more
difficulty for minority opinions to be expressed or seri-
ously considered when expressed (Dennis et al., 1997;
Martink et al., 2002). These effects are typically more
pronounced when the party expressing the initial opin-
ion or majority view holds a one-up position, even in
technology-mediated interactions (Mantovani, 1994;
Weisband et al., 1995).

Whether invisible whispering does, in fact, enhance
or impair information-sharing and, ultimately, deci-
sion quality, remains an empirical question. Does the
back stage exchange of information foster a more
multi-dimensional, and, therefore, potentially supe-
rior information-gathering process, or does anchor-
ing occur, limiting the decision-makers’ queries and
receptivity to disconfirming information? Do decision-
makers experience “urgency for closure”? If so,
does this experience result in the truncation of
information-sharing or have real world actors in real
world contexts developed strategies to compensate for
this and other potential handicaps of IM-supported
meetings?

Another issue for future research is the conditions
under which the information sharing that occurs via
invisible whispering alleviates or exacerbates infor-
mation asymmetries, and expands or contracts the
information-gathering process? For example, in a
study comparing face-to-face and video-conference
engineering design team meetings (Larsson et al.,
2002), researchers found that the side conversations
considered by the engineers to be normal in the face-
to-face context, served constructive purposes and were
sorely missed in the videoconference context where
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participants (apparently without access to IM) were
constrained to using only the front stage medium. It
would be useful to identify the characteristics of the
problem, occupational norms, or other contextual fac-
tors in that scenario that promote constructive sidebar
conversations and to determine if the sidebar con-
versations remained predominantly constructive when
conducted via IM rather than in the socially-monitored
space of a face-to-face meeting.

Invisible Whispering and Group Dynamics

Finally, prior research shows that when ICT is used
to support meetings, there is an increase in overall
participation and equality of participation in terms of
the raw quantitative number of comments, both in ad
hoc groups studied in laboratory experiments and in
organizational groups in the field (e.g., Fjermestad and
Hiltz, 1999; Krcmar et al., 1994; Majchrzak et al..
2000). While more equal participation may be impor-
tant, it is the improved performance from the more
participative processes that is often the ultimate goal
(Wagner, 1994). Participative processes are those in
which “influence is shared among individuals who
are otherwise hierarchical unequals” (Wagner, 1994,
p. 312, emphasis added). In participative processes,
lower ranking participants influence outcomes, not
just have more opportunity to contribute. One might
argue that more equal participation should lead to
more participative processes and outcome. However,
empirical evidence shows that the increased participa-
tion and equality of participation from ICT use does
not always — or often — result in more equal influ-
ence or different outcomes, particularly in settings
where power is important (e.g., Hiltz and Turoff, 1993;
Niederman and Bryson, 1998; Parent and Gallupe,
2001; Weisband et al., 1995; Zack and McKenney,
1995). Our research shows that such an increase in
participativeness is possible with invisible whispering,
such as when virtual ventriloquism occurred and the
lower ranking participants had a direct influence on the
behavior of superiors.

In addition to decision-making, the use of instant
messaging to provide behind-the-scenes task and
social support suggests that invisible whispering would
also affect the interpersonal dynamics within the

group. While their models of group performance dif-
fer somewhat, both Hackman (1975) and McGrath
(1984) identify the quality of interpersonal interac-
tions within the group as a factor both affecting and
reflecting group performance. Subsequently, Druskat
and Wolff (2001) have demonstrated a direct link
between “group emotional intelligence,” the ability
of a group to discern and respond appropriately to
one another’s emotional needs, and task performance.
Our data indicate that the task and social support pro-
vided via IM were intended to provide assistance,
comfort, and encouragement and that recipients appre-
ciated receiving these messages, suggesting that invis-
ible whispering could contribute to feelings of trust
and belonging that, in turn, enhance group cohesion
and task performance (Kramer, 1999). In addition,
participants indicated that many of these supportive
contributions would not have occurred without access
to IM, which allowed them to send the message in the
moment.

The possibility that invisible whispering could
enhance group dynamics suggests the question, could
it also inhibit positive group dynamics or erode cohe-
sion and goodwill? Due to social desirability concerns
(Podsakoff and Organ, 1986), study participants were
unlikely to report sending negative instant messages,
but we would expect to have heard if anyone we
interviewed had received criticism or reprimands via
invisible whispering, and we did not. Participants did
acknowledge, however, using IM to criticize and gos-
sip about one another to other meeting attendees during
the meeting. The extent to which this occurred and to
which participants were aware of it occurring could be
expected to erode feelings of trust and belonging, thus
eroding group cohesion.

Other Implications for Research
and Practice

The questions we have raised and implications we have
posited here represent the beginning of a conversa-
tion we hope will be continued by others’ studies as
well as our own. In order to develop more general-
izable theory, it will be necessary to study multiple
meeting and decision types in multiple organizations
to determine the similarities and differences in the
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role and consequences of invisible whispering across
them. Is the taxonomy of conversation types offered
in this paper complete? What is the actual volume
of invisible whispering occurring in different decision
settings? What proportion of these IM conversations
focus on the decision at hand versus tangential, par-
allel, or unrelated topics? What strategies have invisi-
ble whispering participants developed to manage their
attention? Ethnographic studies involving observation
and in situ interviewing could be useful in address-
ing these questions coupled with post-meeting recall
checks of key decision processes as a quasi-objective
measure of whether participation in invisible whisper-
ing hindered comprehension and retention of meeting
content.

It would also be interesting to analyze whatever
data is collected for generational differences. There
has been extensive speculation that “digital natives,”
younger people who have grown up using continually-
evolving suites of multi-media tools (Prensky, 2001a;
Naughton, 2006; Tapscott, 1998), may have developed
neural pathways that enable them to process more
information streams simultaneously or at least in more
rapid succession (Tapscott, 1998; Prensky, 2001b) than
their “digital immigrant” coworkers, people currently
over the age of 30 who learned digital as a second
language (Prensky, 2001a).

Conclusion

In this chapter, we reported on the use of instant mes-
saging (IM) to participate in “invisible whispering”
during meetings. We distinguished six types of invisi-
ble whispering conversations and employed Goffman’s
theatrical metaphor as a lens and vocabulary for iden-
tifying and describing how these practices restructured
the socio-spatial and temporal boundaries of meeting
interaction. We considered the implications of these
boundary shifts to suggest how meeting processes and
outcomes might be both enhanced and impaired. We
believe that invisible whispering is an important and
increasingly prevalent workplace phenomenon with
the potential to affect group efficiency, effectiveness,
and cohesion that will become only more important to
both researchers and practitioners as workplace IM use
Zrows.

Appendix: Initial Protocol
for Semi-structured Interviews
at GlobalNet

1. Introduction

A. Purpose of study
B. Confidentiality
C. Any questions of researchers before beginning?

II. Questions [in approximate order posed but varied
order and added additional prompts in response to
participants’ responses]

® About how long have you been using IM?

e How were you introduced to IM?

* About how many IM conversations do you par-
ticipate in each day?

® Would you consider yourself a “heavy” user of
IM or a “light” user compared to your cowork-
ers? [asked for elaboration of own practices and
perceptions of coworkers]

e With whom do you communicate via IM?

¢ Would you please open the IM application now
and show us how you usually use it throughout a
typical day? [prompts about logging on, contents
of buddy list, whether keep open or minimize,
use of various settings to control availability,
etc.]

e Thinking over the past week, can you give us
examples of IM messages you have sent and
received?

® Please describe as much of the exchange as
you can remember [Prompts about how initi-
ate an IM conversation; length of messages;
duration of conversation; use of abbreviations
versus complete sentences; closings]

¢ Thinking over the same period of time, can you
describe conversations or messages you would
not have via IM? Why not?

e [This question typically led into a “media
choice” discussion comparing IM, email, tele-
phone, and face-to-face.]

e Direct prompts for the benefits and limitations
of each media if not offered.

* How quickly are you expected to respond when
you receive an instant message?
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¢ Phone call?
® Email?

e If it takes longer than “X” to receive a response,
what is your interpretation?...Is that how you
assume others interpret any delays in receiving
responses from you?

® What else should we be asking to better under-
stand how you and your coworkers are using IM
and its benefits and/or problems?
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Soft Computing for Groups Making Hard Decisions

Christer Carlsson

Introduction

Hard decisions for a management team are those deci-
sions which will have significant economic, financial,
political and/or emotional consequences for the team
and the company they serve. Hard decisions are nor-
mally difficult to make and this is made even harder if
the decision situation is complex (i.e. there are many
interdependent elements), the information about the
decision alternatives and their consequences is impre-
cise and/or uncertain and the environment (or the
context) unstable, dynamic and not well known. If a
team or a group should make the decisions the group
members may have different opinions about the alter-
natives and the risks or outcomes of the consequences.
In the modern business world, which is dominated by
real-time information readily available in abundance
through the World Wide Web and by the notion that
decisions need to be made quickly as otherwise the
competition (or opposition, or whatever antagonistic
force) will prevail, there is a growing tendency to
make fast and bad decisions. In this chapter we will
take another route — we will try to show that groups
can make fast and good decisions with the help of
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some recent and fairly exciting analytical tools that are
imbedded in good and easy to use software (cf. Shim
et al., 2002).

We will support our argument with data and expe-
riences from a real world case — the hard decision
on the closing/not closing of a paper plant in the UK
where there are several opposing and competing views:
the responsibility to the shareholders is a good argu-
ment for closing the plant, the responsibility to the
employees and the community where the plant has
been operating for nearly a century is a good argument
for not closing the plant. Then we have the overall mar-
ket situation and the profitability development for the
European forest industry, the differences in manage-
ment styles in Finland and the UK, the different results
skilful people get with different analytical tools and
the different market trends people believe in (with or
without the use of foresight methods). Still the man-
agement team needs to find a good (or preferably the
best) decision to recommend to the board of directors —
a good decision can be explained in logical and ana-
lytical terms with a good support of facts and can be
explained with rational arguments; the best decision
is simply dominating any other alternative that can be
discussed or tested. The management team needs a bit
more than that — they need to be able to understand all
the alternatives and their consequences, they need to be
able to analyse and understand the alternatives with all
the data that is available, they need to have a reason-
able foresight into the coming markets, they need to be
able to discuss the issues and the alternatives in terms
they can understand jointly and they need to come to
a consensus on what they should be doing. The situa-
tion is close to the situation worked on by Ackermann
and Eden (cf. this volume) where they develop ways
for assisting managers who have to negotiate the

D.M. Kilgour, C. Eden (eds.), Handbook of Group Decision and Negotiation, Advances in Group Decision 47
and Negotiation 4, DOI 10.1007/978-90-481-9097-3_4, © Springer Science+Business Media B.V. 2010
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resolution of messy, complex and/or strategic prob-
lems. We worked with the management team during an
18 month period and both followed the processes they
went through and tried to support them with good ana-
Iytical tools as best we could. We gained a fairly good
understanding of how management works with hard
decisions and how they formed consensus as a group —
this is the story we will be telling in this chapter.

Academic outsiders need a conceptual framework
and a basis for forming an understanding of the pro-
cesses they are going to work with. This was our
starting point.

The early support for hard decisions was developed
with the theory and methods of OR [Operations (or
Operational) Research]. This was a major movement
for rational decision making in the 1960’es through
1980’es but its origins go back to the late 1930’es. OR
is striving for rational decision-making — it is search-
ing for and (if possible) using the best alternative, i.e.
the one maximizing/minimizing an objective function.
It differed from classical economic theory by assum-
ing that full information is not available — thus there is
certainty, risk or uncertainty on available alternatives
and the outcomes of selecting among the alternatives.
Operational research works with the assumption that a
context could change in a systematic or random man-
ner, and that the changes in most cases will impact
the set of alternatives. The context may in some cases
change as a function of the decision-making process
itself, i.e. the decision makers will influence the con-
text by starting a decision process. The first target of
OR was to find good methods for solving operational
and tactical problems but the scope was inevitably
broadened to include also strategic problems as the
methods gained acceptance among senior manage-
ment. The development of OR was supported by a
developing theory as sets of problems were recognized
and classified as generic: resource allocation, assign-
ment, transportation, networking, inventory, queuing,
scheduling, etc. Then, in the next phase, generic prob-
lems became the basis for modelling, problem-solving
and decision-making theories: guidance for better,
more effective actions in a complex environment. Then,
finally, as computing power was developed the OR
methods became increasingly more popular as non-
professionals could use the methods for handling large,
complex and difficult problems.

Russell Ackoff in 1976 (cf. Carlsson and Fullér,
2002) was the first to warn against putting too much

faith in the OR. He introduced a classification in
(1) well-structured problems that can be dealt with
using OR modeling theory and (ii) ill-structured prob-
lems — the rest, i.e. all the problems in real life
decision-making. Then he concluded that there are
no problems, only abstract constructs to bring OR
modeling theory into play; his conclusion was that
problem-solving theory is not useful for any practical
purposes if it is building on OR.

Bellman-Zadeh had actually shown similar results
in their 1970 paper (cf. Carlsson and Fullér, 2002).
They assume that all the elements which define a deci-
sion context are not strictly given and may evolve
during the decision process, which gives a more flex-
ible approach than the one used in OR. Then they
developed a variation of the traditional optimization
models with the proposal that there need not be any
strict differences between constraints and objective
functions. Their conclusion is that if we want to sup-
port an evolving decision process we need new and
other tools than OR — but we should keep the focus
and the power of a theory which have been tested and
proved many times over the years.

Zadeh in a later paper (1976) introduced soft
decision-making (cf. Carlsson and Fullér, 2003): at
some point there will be a trade-off between preci-
sion and relevance: if we increase the precision of our
methods and models we will reach a point where the
results we get will be irrelevant as guidance for prac-
tical decision making — on the other hand, if we need
to get relevant guidance for decision making we will
also reach some point where we will have to give up
on precision. There are several reasons for this con-
clusion which may appear paradoxical for users of
classical OR theory: (i) the facts about the problem
and its context are normally not completely known;
(i) the data is imprecise, incomplete and/or frequently
changing; (iii) the core of the problem is too complex
to be adequately understood with OR theory; (iv) the
dynamics of the problem context requires a problem
solving process in real time (or almost real time); and,
(v) knowledge and experience (own or developed by
others) are necessary for building a theory to deal with
ill-structured problems. Mathematical models are also
used as part of the negotiation support systems Kersten
works on (in this volume). The precision/relevance
trade-off started the development of soft computing
which is where we now work on building new and
better theory to cope with hard problems with smart
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computing methods and intelligent computing technol-
ogy. As we now have introduced soft computing we
will next describe a context — the forest industry.

The forest industry, and especially the paper mak-
ing companies, has experienced a radical change of
market since the change of the millennium. Especially
in Europe the stagnating growth in paper sales and
the resulting overcapacity have led to decreasing paper
prices, which have been hard to raise even to compen-
sate for increasing costs. Other drivers to contribute
to the misery of European paper producers have been
steadily growing energy costs, growing costs of raw
material and the Euro/USD exchange rate which is
unfavourable for an industry which still has to invoice a
large part of its customers in USD and to pay its costs
in Euro. The result has been a number of restructur-
ing measures, such as closedowns of individual paper
machines and production units. Additionally, a num-
ber of macroeconomic and other trends have changed
the competitive and productive environment of paper
making. The current industrial logic of reacting to
the cyclical demand and price dynamics with opera-
tional flexibility is losing edge because of shrinking
profit margins. Simultaneously, new growth potential
is found in the emerging markets of Asia, especially
in China, which more and more attracts the capital
invested in paper production. This imbalance between
the current production capacity in Europe and the bet-
ter expected return on capital invested in the emerging
markets represents new challenges and uncertainties
for the paper producers that are different from tradi-
tional management paradigms in the forest products
industry.

The Finnish forest industry has earlier enjoyed a
productivity lead over its competitors. The lead is pri-
marily based on a high rate of investment and the appli-
cation of the most advanced technologies. Investments
and growth are now curtailed by the long distance
separating Finland from the large, growing markets
as well as the availability and price of raw materials.
Additionally, the competitiveness of Finnish compa-
nies has suffered because costs here have risen at a
faster rate than in competing countries. The paper plant
in UK — which is owned by a Finnish forest indus-
try multinational — has a somewhat different situation:
advanced technology was brought in a number of years
ago which improved the cost structure and the plant is
in the middle of its domestic market with export a very
small part of the revenue but the plant has not been
profitable for a number of years.

Finnish energy policy has a major impact on the
competitiveness of the forest industry. The availabil-
ity and price of energy, emissions trading and whether
wood raw material is produced for manufacturing or
energy use will affect the future success of the forest
industry. If sufficient energy is available, basic industry
can invest in Finland. The UK does not differ signifi-
cantly from Finland in terms of the investment climate
for the basic industry.

We have now outlined the context; let us turn to the
decision problems we will have to tackle.

In decisions on how to use existing resources the
challenges of changing markets become a reality when
senior management has to decide how to allocate cap-
ital to production, logistics and marketing networks,
and has to worry about the return on capital employed.
The networks are interdependent as the demand for and
the prices of fine paper products are defined by the
efficiency of the customer production processes and
how well suited they are to market demand; the pro-
duction should be cost effective and adaptive to cyclic
(and sometimes random) changes in market demand;
the logistics and marketing networks should be able
to react in a timely fashion to market fluctuations and
to offer some buffers for the production processes.
Closing or not closing a production plant is often
regarded as an isolated decision, without working out
the possibilities and requirements of the interdepen-
dent networks, which in many cases turn out to be a
mistake.

Profitability analysis has usually had an impor-
tant role as the threshold phase and the key process
when a decision should be made on closing or not
closing a production plant. Economic feasibility is
a key factor but more issues are at stake. There is
also the question of what kind of profitability anal-
ysis should be used and what results we can get by
using different methods. Senior management worries —
and should worry — about making the best possible
decisions on the close/not close situations as their deci-
sions will be scrutinized and questioned regardless
of what that decision is going to be. The sharehold-
ers will react negatively if they find out that share
value will decrease (closing a profitable plant, clos-
ing a plant which may turn profitable, or not closing
a plant which is not profitable, or which may turn
unprofitable) and the trade unions, local and regional
politicians, the press etc. will always react negatively
to a decision to close a plant almost regardless of the
reasons.
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The idea of optimality of decisions comes from nor-
mative decision theory (cf. Carlsson and Fullér, 2002).
The decisions made at various levels of uncertainty
can be modelled so that the ranking of various alter-
natives can be readily achieved, either with certainty
or with well-understood and non-conflicting measures
of uncertainty. However, the real life complexity, both
in a static and dynamic sense, makes the optimal deci-
sions hard to find many times. What is often helpful
is to relax the decision model from the optimality cri-
teria and to use sufficiency criteria instead. Modern
profitability plans are usually built with methods that
originate in neoclassical finance theory. These mod-
els are by nature normative and may support decisions
that in the long run may be proved to be optimal but
may not be too helpful for real life decisions in a real
industry setting as conditions tend to be not so well
structured as shown in theory and — above all — they
are not repetitive (a production plant is closed and
this cannot be repeated under new conditions to get
experimental data).

In practice and in general terms, for profitabil-
ity planning a good enough solution is many times
both efficient, in the sense of smooth management
processes, and effective, in the sense of finding the
best way to act, as compared to theoretically optimal
outcomes. Moreover, the availability of precise data
for a theoretically adequate profitability analysis is
often limited and subject to individual preferences and
expert opinions. Especially, when cash flow estimates
are worked out with one number and a risk-adjusted
discount factor, various uncertain and dynamic fea-
tures may be lost. The case for good enough solutions
is made in fuzzy set theory (cf. Carlsson and Fullér,
2002): at some point there will be a trade-off between
precision and relevance, in the sense that increased
precision can be gained only through loss of rele-
vance and increased relevance only through the loss
of precision.

In a practical sense, many theoretically optimal
profitability models are restricted to a set of assump-
tions that hinder their practical application in many real
world situations. Let us consider the traditional Net
Present Value (NPV) model — the assumption is that
both the microeconomic productivity measures (cash
flows) and the macroeconomic financial factors (dis-
count factors) can be readily estimated several years
ahead, and that the outcome of the project is tradable
in the market of production assets without friction. In

other words, the model has features that are unrealistic
in a real world situation.

Having now set the scene, the problem we will
address is the decision to close — or not to close — a
UK production plant in the forest products industry
sector. The plant we will use as an example is pro-
ducing fine paper products, it is rather aged, the paper
machines were built a while ago, the raw material is
not available close by, energy costs are reasonable but
are increasing in the near future, key domestic markets
are close by and other (export) markets (with better
sales prices) will require improvements in the logis-
tics network. This is how the decision problem was
described to us — the management team did not use
precise figures and did not have them readily available,
which made us believe that the joint understanding was
formed in these imprecise terms.

The intuitive conclusion is, of course in the same
imprecise terms, that we have a sunset case and senior
management should make a simple, macho decision
and close the plant. On the other hand we have the
UK trade unions, which are strong, and we have pen-
sion funds commitments until 2013 which are very
strict, and we have long-term energy contracts which
are expensive to get out of. Finally, by closing the
plant we will invite competitors to fight us in the UK
markets we have served for more than 50 years and
which we cannot serve from other plants at any rea-
sonable cost. We learned that intuitive decision making
gives inferior results to systematic analytical decision
processes — we found out that the possibilities formed
with analytical models simply were not known before
and that they represented solutions with surprising and
positive consequences. We will also show that these
decision processes will not be possible without effec-
tive information systems support. Finally, we will show
that group consensus can be formed with the help of
analytical support tools using the results from the real
option valuation as input.

Fuzzy Real Option Valuation:
The Analysis Instrument

In traditional investment planning investment deci-
sions are usually taken to be now-or-never, which the
firm can either enter into right now or abandon forever.
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The decision on to close/not close a production plant
(a disinvestment decision) has been understood to be a
similar now-or-never decision for two reasons: (i) to
close a plant is a hard decision and senior manage-
ment can make it only when the facts are irrefutable;
(ii) there is no future evaluation of what-if scenarios
after the plant is closed. Nevertheless, as we will show,
it could make sense to work a bit with what-if scenar-
ios as closing the plant will cut off all future options
for the plant.

Common managerial wisdom is to look at some
“irrefutable” facts, to evaluate and judge them as much
as possible, using experience and intuition, the senior
manager alone or he/she in cooperation with a group
of trusted co-workers, and if there is consensus in
the group or in the mind of the manager to take a
decision. New executives often seem to earn their first
spurs by closing production plants; they are quite often
rewarded by the shareholders who think that decisive
actions is the mark of an executive who is going to
build good shareholder value. Nevertheless, the exact
outcomes in terms of shareholder value of the decision
are uncertain as a consequence of changing markets,
changes in raw material and energy costs, changes in
the technology roadmap, changes in the economic cli-
mate, etc. In some cases the outcome is positive for the
executive and the shareholders, in other cases it is not
so positive (and is explained away); we want to make
the point that the outcome need not be random; we can
estimate it with some confidence.

Only very few decisions are of the type now-or-
never — often it is possible to postpone, modify or split
up a complex decision in strategic components, which
can generate important learning effects and therefore
essentially reduce uncertainty. If we close a plant we
lose all alternative development paths which could be
possible under changing conditions. These aspects are
widely known — they are part of managerial common
wisdom — but they are hard to work out unless we have
the analytical tools to work them out and unless we
have the necessary skills to work with these tools.

We gradually understood that the now-or-never situ-
ation was the major reason for dissent and frustration in
the management team and there were also some differ-
ences in Finnish and British management approaches
to the decision problem. This is why we started work
with real options models as a possible analytical tool
to support a close/no close decision for the paper plant.
The rule we will work out, derived from option pricing

theory, is that we should only close the plant now if
the net present value of this action is high enough to
compensate for giving up the value of the option to
wait. Because the value of the option to wait vanishes
right after we irreversibly decide to close the plant,
this loss in value is actually the opportunity cost of
our decision (cf. Alcaraz Garcia, 2006; Borgonovo and
Peccati, 2004; Carlsson and Fullér, 2001). This is the
understanding in academic terms but it turned out that
the principle was well understood by the management
team as well as soon as it was illustrated with some of
the own numbers. The mathematics involved in work-
ing with real options modelling is fairly advanced but
we were able to work it out with the managers in
a series of workshops where we also introduced and
demonstrated the software (actually Excel models) we
were using — the key turned out to be that we used the
management team’s own data to explain the models
step by step. They could identify the numbers and fit
them to their own understanding of the close/no close
problem and the possible problem solving paths shown
by the real options models.

Let us now work out the real options models first in
academic terms and then we will demonstrate how they
are used in section “The Production Plant and Future
Scenarios”. The basic understanding of real options
modelling is that we have options on the future of real
assets (like production plants); real options differ from
the financial options which have become standard tools
in the stock markets in one significant way: in most
cases there are no effective markets for the assets (in
the sense of the stock market) which make all the valu-
ation procedures challenging for finding out the future
value of an asset (cf. Luehrman, 1988). This was one
of the key questions for the management team — what
is the future value of the production plant?

The value of a real option is computed by (cf. Black
and Scholes, 1973; Carlsson et al., 2003)

ROV = Soe *TN(dy) — Xe 'TN(d»),

where

" _In(So/X)+ (r—8+0%/2)T
= e ,

dr =dy —o~NT

Here, Sp denotes the present value of the expected
cash flows, X stands for the nominal value of the fixed
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costs, r is the annualized continuously compounded
rate on a safe asset, § is the value lost over the dura-
tion of the option, o denotes the uncertainty of the
expected cash flows, and 7 is the time to maturity of
the option (in years). The interpretation is that we have
the difference between two streams of cash flow: the
So is the revenue flow from the plant and the X is the
cost generated by the plant; both streams are continu-
ously discounted with a chosen period of time 7 and
the streams are assumed to show random variations,
which is why we use normal distributions N. In the first
stream we are uncertain about how much value we will
lose § if we postpone the decision and in the second
stream we have uncertainty on the costs o.

Analytical people want to make things precise: the
function N(d) gives the probability that a random draw
from a standard normal distribution will be less than d,
i.e. we want to fix the normal distribution,

N(d) = /24y,

1 d
— e
V2r /_oo

Facing a deferrable decision, the main question that
a company primarily needs to answer is the following:
how long should we postpone the decision — up to T
time periods — before (if at all) making it?

With the model for real option valuation we can
find an answer and develop the following natural deci-
sion rule for an optimal decision strategy 2; again this
requires a bit of analytical modelling (cf. Carlsson and
Fullér, 1999, 2002; Carlsson et al., 2005).

Let us assume that we have a deferrable decision
opportunity P of length L years with expected cash
flows {cfo, cf1, ..., cfr}, where cf; is the cash inflows
that the plant is expected to generate at year i(i = 0,
..., L). We note that cf; is the anticipated net income
(revenue — costs) of decision P at year i. In these cir-
cumstances, if the maximum deferral time is 7, we
shall make the decision to postpone for ¢’ periods
(which is to exercise the option at time ¢/, 0 < ¢’ < T)
for which the value of the option, ROV is positive
and gets its maximum value; namely (cf. Carlsson and
Fullér, 2003 for details),

ROV/ = max ROV,

t=0,1,..T

max Vie TN(d)) — Xe "I N(d») > 0,

t=0,1,..,

If we make the decision now without waiting, then
we will have

L
cf;
R0V0=V0—X:Z—.—X
L (1+ fp)

That is, this decision rule also incorporates the net
present valuation of the assumed cash flows; Sp stands
for the risk-adjusted discount rate of the decision. In
this way we have worked out a decision rule for how
long we can postpone the decision to close/not close
the production plant which is anchored in solid eco-
nomic theory (thus we can give a rational motivation
for the decision). The reason for postponing is that we
expect or can get more information on some of the
parameters deciding the future cash flows, which will
have an impact on the decision. The real option model
actually gives a value for the deferral which makes
it possible to find the optimal deferral time. In this
way the management team will now have an additional
instrument for the hard decision.

Having got this far we will now have to face another
problem: the difference between academic modelling
and what is possible with the data that is available in
a real world case. Real options theory requires rather
rich data with a good level of precision on the expected
future cash flows. This is possible for financial options
and the stock market as we have the effective mar-
ket hypothesis which allows the use of models that
apply stochastic processes and which have well known
mathematical properties. The data we could collect
on the expected future cash flows of the production
plant were not precise and were incomplete and the
management team was rather reluctant to offer any
firm estimates (for very understandable reasons, these
estimates can be severely questioned with the benefit
of hindsight). It turns out that we can work out the
real options valuation also with imprecise and incom-
plete data, the method is known as fuzzy real options
modelling. We will have to use some more academic
theories to properly explain this approach.

Let us now assume that the expected cash flows
of the close/not close decision cannot be character-
ized with single numbers (which should be the case
in serious decision making). With the help of possi-
bility theory (cf. Dubais and Prade, 1988; Carlsson
and Fullér, 2003 for details; possibility theory is an
axiomatic theory which now is starting to replace the
theory of subjective probabilities) we can estimate
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the expected incoming cash flows at each year of the
project by using a trapezoidal possibility distribution
of the form

1. L _R
Vl = (sl N o, ﬂl)3

F i=0,1,...,L,

that is, the most possible values of the expected incom-
ing cash flows lie in the interval [siL, siR] (which is the
core of the trapezoidal fuzzy number describing the
cash flows at year i of the production plant); (siR + B
is the upward potential and (siL — oy) is the down-
ward potential for the expected cash flows at year i,
(i=0,1,...,L).Ina similar manner we can estimate
the expected costs by using a trapezoidal possibility
distribution of the form

X =l xR o, B),

i.e. the most possible values of the expected costs lie
in the interval [xL, x]; (xR + B’) is the upward poten-
tial and (x — «’) is the downward potential for the
expected fixed costs (this is of course a simplification,
there should be different costs for each year, but the
management team stated that they do not change much
and that the trouble of estimating them does not have a
good trade-off with the accuracy of the model).

By using possibility distributions we can extend the
classical probabilistic decision rules for an optimal
decision strategy to a possibilistic context.

The reasons for using fuzzy numbers are, of course,
not self-evident. The imprecision we encounter when
judging or estimating future cash flows is in many
cases not stochastic in nature, and the use of probabil-
ity theory gives us a misleading level of precision and
a notion that consequences somehow are repetitive.
This is not the case; the uncertainty is genuine as we
simply do not know exact levels of future cash flows.
Without introducing fuzzy numbers it would not be
possible to formulate this genuine uncertainty. Fuzzy
numbers incorporate subjective judgments and statis-
tical uncertainties which may give managers a better
understanding of the problems with assessing future
cash flows.

We will now revisit our decision rule when
the model is built with fuzzy numbers. Let P
be a deferrable decision opportunity with incom-
ing cash flows and costs that are characterized by
the trapezoidal possibility distributions given above.

Furthermore, let us assume that the maximum deferral
time of the decision is 7, and the required rate of return
on this project is S p. In these circumstances, we should
make the decision (exercise the real option) at time
t', 0 < t'< T, for which the value of the option, Cy is
positive and reaches its maximum value. That is,

FROV, = max FROV;
! t=0,1,...T
= max Vte_‘”N(d(t)) — )_(e_”N(d(t)) > 0,
t=0,1,,T 1 2
where

o I(EV)/EX)) + (r—8+02/2)1
d” = ,
O'\/;
d =" — o/t
I (EOVHJEX) + (r—8 —02/2)1
h O’\/E ’

Here, E denotes the possibilistic mean value opera-
tor and

o =0o(V)/EV))

is the annualized possibilistic variance of the aggregate
expected cash flows relative to its possibilistic mean
(and therefore represented as a percentage value).
Furthermore,

Vi =PV(cfo. cfi, - - - ¢fis Bp)
—PV(cfo, cfis- -5 cfim13 Bp)
=PV(cfr, ... cfi; Bp)
iy
— (1+ p)

computes the present value of the aggregate (fuzzy)
cash flows of the project if this has been postponed ¢
years before being undertaken.

To find a maximizing element from the set

{FROVy, FROV, ..., FROVr}

we need to have a method for the ordering of trape-
zoidal fuzzy numbers. This is one of the partially
unsolved problems with the use of fuzzy numbers as
we do not have any complete models for ranking inter-
vals (cf. Carlsson and Fullér, 2003, for details), which
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is why we have to resort to various ad hoc methods to
find a ranking. Basically, we can simply apply some
value function to order fuzzy real option values of
trapezoidal forms

FROV; = t,c,,at,ﬁt t=0,1,...,T.
L R I
v(FROV;) = GrE —;Ct TA - b ; &,

where r4 3 0 denotes the degree of the manager’s risk
aversion. If r4 = 1 then the manager compares
trapezoidal fuzzy numbers by comparing their pure
possibilistic means (cf. Carlsson and Fullér, 2001).
Furthermore, in the case r4 = 0, the manager is risk
neutral and compares fuzzy real option values by com-
paring the centre of their cores, i.e. he does not care
about their upward or downward potentials.

Thus we have a basis for working out the best time
for making a decision on the close/not close issue for
the production plant also with imprecise and incom-
plete data. The fuzzy sets theory is of course much
richer than can be seen from the sketches we have
provided but the details on that and how it will give
additional guidelines for decision making will have to
wait for another forum for discussion and evaluation.

In this way we have now demonstrated that we
can deal with the close/no close decisions with the
help of analytical models. We have simply trans-
lated the understanding we have of the problem to
an analytical framework which helps us to work out
the logic of the various alternatives we could con-
sider. An analytical framework is helpful because it
offers a number of mathematical tools we can use
to refine our understanding and to work out the pos-
sible consequences of the alternatives we have (cf.
Benaroch and Kauffman, 2000, and also Heikkild and
Carlsson, 2008). We had some doubts that the manage-
ment team would be willing to share our conceptual
framework or that the team would be able to follow
our reasoning, but we were wrong on that account
(cf. a similar discussion by Ackermann and Eden, this
volume). We did, of course, not work with the math-
ematical modelling as we have done in this section —
which we had to build in order to check the correct-
ness of the models — but we implemented the models
as part of a decision support system (cf. Saaty, 1986
for a review of decision support systems) and used
this to work interactively with the management team
(cf. a similar process developed by Kersten for his

negotiation support system (in this volume)). As we
were able to work with the actual figures the man-
agement team could follow how the models worked
and how we reached the recommended decisions; we
will work through this part in the next section (the
company-specific figures have been changed for rea-
sons of confidentiality). We will address the building
of a group consensus in Section “Group Consensus”,
which is why we should point out that one of the
key findings was that the members of the management
team need to be reasonably good at using the models
in order to be able to communicate their understand-
ing of the alternatives and the consequences with their
peers. If one of the members cannot follow the reason-
ing he/she will rather quickly represent an odd position
in the group decision making and will not contribute to
the forming of consensus.

The Production Plant and Future
Scenarios

The production plant we are going to describe is a
paper mill in UK, the numbers we show are realistic
(but modified) and the decision process is as close to
the real process as we can make it. We worked the case
with the fuzzy real options model in order to help the
management team to decide if the plant should (i) be
closed as soon as possible, (ii) not closed, or (iii) closed
at some later point of time (and then at what point
of time).

The production plant suffers from the same rea-
sons for an unsatisfactory profitability development as
the Finnish paper products industry in general: (i) fine
paper prices have been going down for 6 years, (ii)
costs are going up (raw material, energy, chemicals),
(i) demand is either declining or growing slowly
depending on the markets, (iv) production capacity
cannot be used optimally, and (v) the €/USD exchange
rate is unfavourable (sales invoiced in USD, costs paid
in €). The standard solution for most forest industry
corporations is to try to close the old, small and least
cost-effective production plants.

The analysis carried out for the production plant
started from a comparison of the present produc-
tion and production lines with four new production
scenarios with different production line setups. In
the analysis each production scenario is analyzed
with respect to one sales scenario assuming a match
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between performed sales analysis and consequent
resource allocation on production. Since there is con-
siderable uncertainty involved in both sales quantities
and sales prices the resource allocation decision is
contingent to a number of production options that
the management has to consider, but which we have
simplified here in order to get to the core of the case.

There were a number of conditions which were
more or less predefined. The first one was that no cap-
ital could/should be invested as the plant was regarded
as a sunset plant. The second condition was that we
should in fact consider five scenarios: the current
production setup with only maintenance of current
resources and four options to switch to setups that
save costs and have an effect on production capacity
used. The third condition is that the plant together with
another unit has to carry considerable administrative
costs of the sales organization in the country and if the
plant is closed these costs have to be covered is some
way (but not clear how). The fourth condition is that
there is a pension scheme that needs to be financed
until 2013. The fifth condition is the power contract
of the unit which is running until 2013. These specific
conditions have consequences on the cost structure
and the risks that various scenarios involve. The exis-
tence of these conditions make the decision making
complex as they can eliminate otherwise reasonable
alternatives — and it is not known if they are truly
non-negotiable.

Each scenario (cf. Fig. 1) assumes a match between
sales and production, which is a simplification; in
reality there are significant, stochastic variations in
sales which cannot be matched by the production.
Since no capital investment is assumed there will be
no costs in switching between the scenarios (which
is another simplification). The possibilities to switch
in the future were worked out as (real) options for
senior management. The option values are based on the
estimates of future cash flows, which are the basis for
the upward/downward potentials.

In discussions with the management team they
(reluctantly) adopted the view that options can exist
and that there is a not-to-decide-today possibility for
the close/not close decision. The motives to include
options into the decision process were reasoned
through with the following logic:

® New information changes the decision situation

® Consequently, new information has a value and it
increases the flexibility of the management deci-
sions

® The value of the new information can be analyzed
to enable the management to make better informed
decisions

In the workshops we were able to show that compa-
nies fail to invest in valuable action programs because
the options embedded in a program are overlooked and
left out of the profitability analysis. The real options
approach shows the importance of timing as the real
option value is the opportunity cost of the decision to
wait in contrast with the decision to act immediately.

We were then able to give the following practical
description of how the option value is formed:

Optionvalue = Discounted cash flow* Value of
uncertainty (usually standard deviation) —

Investment * Risk free interest

If we compare this sketch of the actual work
with the decision to close/not close the production
plant with the theoretical models we introduced in
Section “Fuzzy Real Option Valuation: the Analysis
Instrument”, we cannot avoid the conclusion that
things appear to be much simplified. There are two rea-
sons for this: (i) the data available is scarce and impre-
cise as the scenarios are more or less ad hoc constructs;
(i1) senior management will distrust results of an anal-
ysis they cannot evaluate and verify with numbers they
recognize or can verify as “about right”. In reality the

Scenario 1_Scenario 2_Scenario 3 _Scenario 4

Production lines

2 1 1

Products

Product 1
Product 2
Product 3

Product 1
Product 3

Product 1
Product 3

Product 2
Product 3

Scenario 1
Scenario 2
Scenario 3
Scenario 4

Optimistic sales volume
Sales volume as today
Pessimistic sales volume
Joker

200000
150000
125000
105000

Fig. 1 Production plant scenarios
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models we built and implemented were the fuzzy real
options models we introduced in Section “Fuzzy Real
Option Valuation: the Analysis Instrument” (actually
using the binomial form instead of the Black-Scholes
formula) but the interpretations and the discussions
were in terms of the more practical decisions.

Closing/Not Closing a Plant: Information
Systems Support

Closing a production plant is usually understood as a
decision at the end of the operational lifetime of the
real asset. In the aging unit considered here the two
paper machines were producing three paper qualities
with different price and quality characteristics. The
newer Machine 2 had a production capacity of 150, 000
tons of paper per year; the older Machine 1 produced
about 50,000 tons. The three products were:

® Product 1, an old product with declining, shrinking
prices

® Product 2, a product at the middle-cycle of its
lifetime

® Product 3, a new innovative product with large
valued added potential

As background information a scenario analysis had
been made with market and price forecasts, competitor
analyses and the assessment of paper machine effi-
ciency. Our analysis was based on the assumptions of
this analysis with four alternative scenarios to be used
as a basis for the profitability analysis (cf. Fig. 1).

After a preliminary screening (a simplifying opera-
tion to save time) two of the scenarios, one requiring
sales growth and another with unchanged sales vol-
ume were chosen for a closer profitability assessment.
The first one, Scenario 1 (sales volume 200,000 ton)
included two sub options, first 1 A with the current pro-
duction setup and 1B with a product specialization for
the two paper machines. The 1B would offer possibil-
ities for a closedown of a paper coating unit, which
will result in savings of over 700,000 €. Scenario 1A
was chosen for the analysis illustrated here. Scenario
2 starts from an assumption of a smaller sales volume
(150,000 ton) which allows a closedown of the smaller
Machine 1, with savings of over 3.5 M€.

In addition to operational costs a number of addi-
tional cost items needed to be worked out and esti-
mated by the management. There is a pension scheme
agreement which would cause extra costs for the com-
pany if Machine 1 is closed down. Additionally, the
long term energy contracts would cause extra cost
if the company wants to close them before the end
term.

The scenarios are summarised here as production
and product setup options, and are modelled as options
to switch a production setup. They differ from typical
options — such as options to expand or postpone — in
that they do not include major capital commitments;
they differ from the option to abandon as the opportu-
nity cost is not calculated to the abandonment, but to
the continuation of the current operations (cf. Collan,
2004 for a systematic discussion of the various option
alternatives).

In order to simplify the analysis and to be able to
use Excel as the modelling platform we used the bino-
mial version of the real options model (the continuous
distributions used for the Black-Scholes are cumber-
some to handle with Excel). For our case the basic
binomial setting is presented as a setting of two lattices
(we need to be a bit precise again but we have sim-
plified the notations in order to show the principles),
the underlying asset lattice and the option valuation
lattice. In Fig. 2 the weights u and d describe the ran-
dom movement (typically assumed to be completely
random, a so-called Geometric Brownian Motion, but
this is rarely the case for real assets) of an asset value
S over time, g stands for a movement up and /—¢q
movement down, respectively. The value of the under-
lying asset develops in time according to probabilities
attached to movements g and /—¢g, and weights # and d,
as described in Fig. 2.

A 2
Asset u
value d
u
q
1-q
ud
q
1—q
d
I—q 42
0 1 2
Time

Fig. 2 The asset lattice of two periods
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The input values for the lattice are approximated
with the following set of formulae:

u = eV A (movement up)

d=e VA (movement down)
(Ol— |/20'2

q= % + % )ﬁ(probability of movement up)

The option valuation lattice is composed of the
intrinsic values / of the latest time to decide retrieved
as the maximum of present value and zero, the option
values O generated as the maximum of the intrinsic or
option values of the next period (and their probabili-
ties ¢ and /—q) discounted, and the present value S—F
of the period in question (this is worked out in detail in
Fig. 3).

This formulation describes two binomial lattices
that capture the present values of movements up and
down from the previous state of time PV and the incre-
mental values / directly contributing to option value
O. The relation of random movements up and down is
captured by the ratio d = I/u. The binomial model is a
discrete time model and its accuracy improves as the
number of time steps increases.

In the Excel models we used these principles to
work out the fuzzy real option values based on the cash
flows estimated (as fuzzy numbers) for the scenarios.

Cash flow estimates for the binomial analysis were
estimated for each of the scenarios from the sales
scenarios of the three products and accounting for
the changes in the fixed costs caused by the pro-
duction scenarios. Each of the products had their
own price forecast that was utilised as a trend factor.
For the estimation of the cash flow volatility there

were two alternative methods of analysis. Starting
from the volatility of sales price estimates one can
retrieve the volatility of cash flow estimates by sim-
ulation (the Monte Carlo method) or by applying the
management team’s opinions directly to the added
value estimates. In order to illustrate the latter method
the volatility is here calculated from added value
estimates (AVE) (with fuzzy estimates: a: AVE *-
10%, b: AVE *%, a: AVE *-20%, B: AVE *20%)
(cf. Fig. 4).

It turned out that the added value estimates (AVE)
are more robust for planning purposes than individ-
ual revenue and cost estimates that could be allocated
to the products (Products 1-3). Calculating the AVE
requires access to the actual revenue and cost data of
the plant; this data cannot be shown as it is highly con-
fidential. This is another reason for using AVE — which
we here also have modified in order not to reveal the
actual state of the plant.

It turned out that the management team was both
rather good at making the estimates and willing to
make them as there was an amount of flexibility in
using the (trapezoidal) fuzzy numbers.

The annual cash flows in the option valuation were
calculated as the cash flow of postponing the switch of
production from which was subtracted the cash flows
of switching now. The resulting cash flow statement
of switching immediately is shown (Fig. 5). The cash
flows were transformed from nominal to risk-adjusted
in order to allow risk-neutral valuation (this refinement
was asked for by the plant controller who wanted to
make a point). The management team could trace and
intuitively validate the numbers as “reasonable”.

O, = Max [(q*ly + (1-9)*1yq)*e";uS—F]

Option /
value

q l,u = Max(u2S-F,0)
Oy
g ~
0] l,g = Max(udS-F,0)
1—q J
Oq
1-q

lgg = Max(d?S-F,0)

O =Max[(q*O,, + (1-0)*Og)*e™"" ;S-F]
Oy =Max [(q*l,q+ (1—q)*ldd)’*e_tr ;dS—F]
0 1 2

y

Fig. 3 The option lattice of
two periods

Time
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Added value per tonne (metric), Product 1, year 2005
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interval Product 1

*
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Added value per tonne (metric), Product 2, year 2005
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Added Value
interval Product 2

A
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Added value per tonne (metric), Product 3, year 2005
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(Fuzzy) interval assumptions
b+beta 20% 115
b 10%]| | 1
a 10 %)
a-alpha —20 %
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(Fuzzy) interval assumptions
b+beta 20%
b 10%]| | 1
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Fig.4 Added value estimates, trapezoidal fuzzy interval estimates and retrieved volatilities (STDEV)

Year 0 1 2 3 4 5
Fixed Cost Total , Scenario 1A 0 5620750 -5757269 -5899200 6056180 —-6257 835
Added Value Total , Scenario 1A 0 6465000 7358000 7913000 8881000 8902000
EBDIT , Scenario 1A 0 844250 1600731 2013800 2824820 2644165
|Risk-neutral valuation parameter 1,000 0,955 0.911 0.870 0.830 0.792
EBDIT 0 805875 1458518 1751484 2345185 2095423
NPV, no delay 7174624 8148 015

Fig.5 Incremental cash flows and NPV with no delay in the switch to Scenario 1A

The switch immediately to Scenario 1A seems to be
profitable (cf. Fig. 5). In the following option value cal-
culation the binomial process results are applied in the
row “EBDIT, from binomial EBDIT lattice”. The cal-
culation shows that when given volatilities are applied
to all the products and the retrieved Added Value
lattices are applied to EBDIT, the resulting EBDIT
lattice returns cash flow estimates for the option to
switch, adding 24 million of managerial flexibility
(cf. Fig. 6).

The binomial process is applied to the Added Value
Estimates (AVEs). The binomial process up and down

parameters, u and d, are retrieved from the volatility
(o) and time increment (dr).

The fuzzy interval analysis allows management to
make scenario-based estimates of upward potential and
downward risk separately. The volatility of cash flows
is defined from a possibility distribution and can read-
ily be manipulated if the potential and risk profiles of
the project change. Assuming that the volatilities of
the three product-wise AVEs were different from the
ones presented in Fig. 4 to reflect a higher potential
of Product 3 and a lower potential of Product 1, the
following volatilities could be retrieved (cf. Fig. 7).

Year 0 1 2 3 4 5 6
Fixed Cost Total, Scenario 1A 0 -5620750 -5757269 -5899200 -6 056 180 —6 257 835 -6 390 171
Added Value Total, Scenario 1A 0 6465000 7358000 7913000 8881000 8902000 8786900
EBDIT, Scenario 1A 0 844250 1600731 2013800 2824820 2644165 2396 729
[Risk-neutral valuation parameter 1,000 0,955 0,911 0,870 0,830 0,792 0,756 ]
EBDIT 0 805875 1458518 1751484 2345185 2095423 1813003
NPV, no delay 7174 624 8148 015

NPV at year 2006 7777 651

NPV,delay: 1 year(s) 603 027

EBDIT, from binomial EBDIT lattice 3711963 6718118 8067557 10802222 9651783 12064 213
Option to switch, value at year 2006 33 047 232

Option to switch 31545 085

Flexibility 24 370 461

Fig. 6 Incremental cash flows, the NPV and Option value assessment when the switch to Scenario 1A is delayed by 1 year
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Fig. 7 Fuzzy added value intervals and volatilities

Note that the expected value with products 1 and 3 now
differs from the AVEs.

The fuzzy cash flow based profitability assessment
allows a more profound analysis of the sources of a
scenario value. In real option analysis such an asym-
metric risk/potential assessment is realised by the
fuzzy ROV (cf. Section “Fuzzy Real Option Valuation:
the Analysis Instrument”). Added values can now be
presented as fuzzy added value intervals instead of sin-
gle (crisp) numbers. The intervals are then run through
the whole cash flow table with fuzzy arithmetic oper-
ators. The fuzzy intervals described in this way are
trapezoidal fuzzy numbers (cf. Fig. 8).

With the fuzzy intervals for added value of the three
products and assumptions on incremental sales vol-
umes (this is an alternative to guess at or estimate total

sales volumes) for the 6 years we get the results shown
in Fig. 8 (here only Product 1 is shown; the added val-
ues for Products 2-3 are calculated in the same way).

In the case of the risk-neutral valuation the discount
factor is a single number. In our analysis the discount-
ing is done with the fuzzy EBDIT based cash flow
estimates by discounting each component of the fuzzy
number separately. The expected value (EV) and the
standard deviation (St. Dev) are defined as follows
(cf. Fig. 9, cf. also Section “Fuzzy Real Option
Valuation: the Analysis Instrument”), the illustration
is now of the whole plant instead of one product
(cf. Fig. 8):

In the Excel models we decided to calculate
the net present value (NPV), which is the standard
way of comparing scenarios which are built around

Fig. 8 Fuzzy interval
assessment, applying interval
assumptions to Added Value

Fig.9 Fuzzy interval
assessment, discounting a
fuzzy number

Sales volume Product 1, incremental o] 37000] 22000] 72000) 7000] 7000
Sales volume Product 2, incremental of 3000] 3000] M{ 8000 3000
Sales volume Product 3, incremental of 10000] 25000] 35000 40000] 45000
Sales volume total, it 0 50000 50000 50000 55000 55000
Added Value Product 1, Crisp —1,0% 115 114 113 112 111 109
Added Value Product 1, Supportup 10,0% 126,50 125,40 124,30 123,20 122,10 119,90
Added Value Product 1, Coreup 5,0% 120,75 119,70 118,65 117,60 116,55 114,45
Added Value Product 1, Coredown -10,0% 103,50 102,60 101,70 100,80 99,90 98,10
Added Value Product 1, Supportdown —20,0% 92,00 91,20 90,40 89,60 88,80 87,20
Added Value Product 1, FuzzzEV 111,17 110,20 109,23 108,27 107,30 105,37
Added Value Product 1, St.Dev. 9,80 9,71 9,63 9,54 9,46 9,29
Added Value Product 1, St.Dev.% 8.8% 8.8% 8.8% 8,8% 8,8% 8.8%
Risk-neutral valuation parameter 0.955 0.911 0.870
EBDIT, risk neutral 805875 1458518 1751484
EBDIT, risk neutral , Support up 2040102 2799376 3127935
EBDIT, risk neutral , Core up 1422989 2128947 2439710
EBDIT, risk neutral , Core down 188761 788088 1063258
EBDIT, risk neutral , Support down —428352 117659 375032
EBDIT, risk neutral , Fuzzy EV 805875 1458518 1751484
EBDIT, risk neutral , St. Dev. 634024 688801 707085
EBDIT, risk neutral , St. Dev. % 78.7% 47.2% 40.4%
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assumptions of future cash flows. This proved to be
a good way to improve the understanding of how the
fuzzy real option valuation (ROV) is built and used.

As a result from the analysis a NPV calculation
now supplies the results of the NPV and fuzzy ROV
as fuzzy numbers. Also flexibility is shown as a fuzzy
number.

For illustrative purposes this comparative analysis
is made by applying a standard volatility (10.3%) for
each product, scenario and option valuation method.
Figure 10 shows that the NPV does not support post-
poning the decision but the fuzzy ROV recommends
a delay of 2 years. This obvious contradicting recom-
mendation was hotly debated — the NPV is a much used

and trusted method — but gradually it was accepted
that there is value in having the flexibility to adjust
to changes in sales, prices, cost structures, competi-
tion, etc. when deciding about the closing/not closing
of the production plant. Then there were the settlement
costs for the pension scheme and the energy contracts,
which are both significant and not easily absorbed
by the corporation (at least not in the present budget
year).

We then worked out a simple model to allow the
management team to experiment with switching to
Scenario 1A at different years (cf. Fig. 11). This
improved the understanding of how the relationships
work (it was then repeated for all the scenarios).

2004 2005 2006 2007
Present value at delay 7,174,624 6,494,629
Present value at delay, Support up 9,834,912 14,886,532
Present value at delay, Core up 7,552,125 11,824,291
Present value at delay, Core down 2,986,552 5,699,809
Present value at delay, Support down 703,765 2,637,568
Present value at delay, Fuzzy EV 6,410,732 10,293,171
Present value at delay, St. Dev. 2,345,340 3,146,154
Present value at delay, St. Dev. % 36.6% 30.6%
NPV at present year, 2005 Flexibility
Delay value without flexibility -1,283,804 7,174,624 5,890,820
Delay value with flexibility, Support Up 3,667,612 | 9,834,912 13,502,524
Delay value with flexibility, Core Up 3,172,855 7,552,125 10,724,981
Delay value with flexibility, Core Down 2,183,343 2,986,552 5,169,895
Delay value with flexibility, Support Down 1,688,587 703,765 2,392,352
Delay value with flexibility, Fuzzy EV 2,925,477 6,410,732 9,336,209
Delay value with flexibility, St. Dev. 508,314 2,345,340 2,853,654
Delay value with flexibility, St. Dev. % 17.4% 36.6% 30.6%
Delay

Fig. 10 Fuzzy interval assessment, NPV and fuzzy Real Option Value (ROV)
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Fig. 11 Comparing the results graphically, the option to switch to Scenario 1A at 2006
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Fig. 12 Results comparison NPV NPV with option to switch
Time of action 2005 2006 2007 2008 2009 2010
Binomial price process analysis (5 timesteps)
Option 1 Switch from present to 1A 33000 22000 19500 14800 18 300
Difference to NPV 7 200 25800 14800 12300 7600 11100
Option 2 Switch from present to 2 7900 7000 6300 2800 5100
Difference to NPV —21 000 28900 28000 27300 23800 26100
Cash flow inteval analysis
Option 1 Switch from present to 1A 8200 9300 9900 10300 10200
Difference to NPV 7 200 1000 2100 2700 3100 3000
Option 2 Switch from present to 2 -19 700 -15900 —13 500 —11 500 -9 700
Difference to NPV —21 000 1300 5100 7500 9500 11300

The following Fig. 12 summarizes the results from
the binomial process and the cash flow interval analysis
when planning to switch from Scenario 1 (“present”) to
either Scenario 1A or Scenario 2.

In this way we worked through all the combinations
of Products 1-3 and Scenarios 14, and even tested
some variations like Scenario 1A and 1B, and finally
came to the conclusion that there is a positive option
value in delaying the closing of the production plant at
least until the year 2010. This contradicted the results
we got with the NPV methods which recommended
closing the plant in the next 1-3 years for all scenarios.
This may be one of the reasons why we have had quite
a few decisions to close production plants in the forest
industry in several countries in the last 5-6 years.

Overall it is fair to say, that the analysis shows that
there are viable alternatives to the ones that result in
an immediate closing of the production plant and that
there are several options for continuing with the cur-
rent operations. The uncertainties in the added value
processes, which we have modelled in two different
ways, show significantly different results when, on the
one hand, both risk and potential are aggregated to
one single number in the binomial process (which is
the traditional way) and, on the other hand, there is a
fuzzy number that allows the treatment of the downside
and the upside differently. In this close/no close situa-
tion management is faced with poor profitability and
needs to assess alternative routes for the final stages of
the plant with almost no real residual value. The spe-
cific costs of a closedown (the pension scheme and the
energy contracts) are a large opportunity costs for an
immediate closedown.

The developed models allow for screening alterna-
tive paths of action as options (cf. see the chapter by
Ackermann and Eden (cf. this volume). We found out
that the binomial assessment, based on the assumptions

of the real asset tradability, overestimates the real
option value, and gives the management flexibilities
that actually are not there. On the other hand, the fuzzy
cash flow interval approach allows an interactive treat-
ment of the uncertainties on the (annual) cash flow
level and in that sense gives the management power-
ful decision support. With the close/not close decision,
the fuzzy cash flow interval method offers both rigor
and relevance as we get a normative profitability anal-
ysis with readily available uncertainty and sensitivity
assessments.

Here we have shown one scenario analysis in detail
and sketched a comparison with a second analysis. For
the real case we worked out all scenario alternatives —
as mentioned above — and found out that it makes sense
to postpone closing the paper mill at least until 2010.

The a paper mill was closed on January 31st, 2007 at
significant cost according to our analysis; this year
(2009) we found out that the senior manager — the head
of the management team with which we worked — was
able to negotiate a more reasonable deal with the trade
unions and the power companies and the actual cost
was not as high as our analysis showed (he used our
results as a benchmark for the negotiations).

Group Consensus

We noted in Section “Closing/Not Closing a Plant:
Information Systems Support” that there were some-
times different opinions on how to interpret and use
the results from the fuzzy ROV models. There was
also a debate on what to trust more — the NPV every-
one knows or the ROV which is a new and “rather
mathematical” method. There were discussions of how
to generate the scenarios and the numbers going into
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the scenarios (the use of fuzzy numbers helped this
process) and there were some debate on how to cal-
culate the added value estimates (AVE). These were,
however, technical issues that can be settled with
discussions, experiments and careful validation tests.

The management team had three UK members and
two Finnish members; the senior manager came from
the Finnish corporation. We expected there to be more
heated debate as the time came to come to a conclusion
on the closing/no closing of the paper mill.

The analysis was done; the Excel tables and the
graphics showed some clear action alternatives and a
decision should be made. We expected the process to
be one of seeking consensus and commitment. The
actual process went somewhat differently: the senior
manager simply summarized all the arguments that had
been used for the analysis and the results of the fuzzy
ROV models, then he asked if there was anything miss-
ing in his summary. Everybody was satisfied and he
stated: “we will postpone closing the production plant
until 2010” — and that was that. The senior manager
had spoken and in the Finnish corporate tradition this is
then the consensus decision (cf. an alternative process
and outcome described by Kersten, this volume).

The research group was not very satisfied with this
decision process as it had developed a set of mod-
els to find consensus among disagreeing managers; we
will next briefly work through a way to find consensus
among dissenting members of a management team.

The management team has five members: M1, M2
and M3 are the UK managers; M4 and M5 are the
Finnish managers; M5 is the senior manager.

The managers should agree on the best alternative
from a set of alternatives (here limited to three for
illustrative purposes; in the actual case the number was
larger):

Al Do nothing and stay with the present sales-
production Scenario 1

A2 Switch to scenario 1A in 2010

A3 Switch to Scenario 2 in 2011

In order to carry out this selection the managers
have agreed on four criteria that should decide which
alternative will be the best choice:

C1 Fuzzy ROV
C2 Fuzzy EBDIT
C3 Flexibility

C4 Risk level

We decided to work this out with the Analytical
Hierarchical Process (AHP, cf. Saaty, 1986) as this
allows the managers to judge both the importance
of the criteria C1-C4 and how good the alternatives
A1-A3 are relative to the criteria. The judgements
build on systematic pair wise comparisons of all the
criteria and all the alternatives relative to each one of
the criteria; the judgements can be carried out with lin-
guistic, graphical or numerical comparisons; the AHP
will summarize the judgments for all the managers and
provide a ranking of the alternatives and then produce
an overall consensus coefficient. Here we will again
summarize the details and simplify the presentation as
much as possible.

The basic, individual AHP model is built as shown
in Fig. 13:

Level 0 select the best alternative
Level 1 Ccl C2 3 4
Level 2 Al Al Al Al

A2 A2 A2 A2
A3 A3 A3 A3

Fig. 13 The basic individual AHP model

The summarization of the judgements given by the
managers (in AHP these are called the global priori-
ties) were as follows (cf. Fig. 14, we have left out the
individual judgments to save space):

Manager M1 M2 M3 M4 M5
Al 0.311 0.186 0.447 0.574 0.515
A2 0.217 0.302 0.292 0.259 0.235
A3 0472 0513 0.261 0.167 0.250
1.000 1.000 1.000 1.000 1.000

Fig. 14 The global priorities for level 2 relative to the level 0
goal

From this summary we can see that there is some
disagreement among the managers and we should find
some systematic way to turn the disagreement into
consensus.

Let us introduce the following function to represent
a 2-party consensus: (i) K(d, d) = 0 and (ii) K(d;, d2) =
K(d>, d;) where d is a distance measure between
judgements. We will call K(d;, d2) the degree of con-
sensus between d; and d, give it some properties. If
K(d;, d2) = 0 then we have complete consensus; if
K(d;, d2) = I then we have complete disagreement on
the judgements (this is a different approach from the
consensus measure used in the AHP). A suitable metric
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for working out the consensus degrees from the global
priorities is the geometric mean — we get the following
matrix of degrees of consensus (cf. Fig. 15):

Mi M2 M3 M4 M5
Ml 0.000 0.111 0.185 0.286 0.214
M2 0.111 0.000 0.257 0.369 0.301
M3 0.185 0.257 0.000 0.114 0.063
M4 0.286 0.369 0.114 0.000 0.074
M5 0.214 0.286 0.063 0.074 0.000

Fig. 15 Matrix for degrees of consensus

The degree of consensus for all five managers K(D)
is 0.369, which is the max value in the matrix. If we
are satisfied with a 4-manager majority then the K(D4)
is 0.286 if M2 is excluded; if we are satisfied with a
3-manager majority then the K(D3) is 0.114 if also M1
is excluded. This will of course be a rather unkind pro-
cess — the likeminded managers go together and form
a majority after having looked at the matrix. Another
thing is that the majority is formed by the two Finnish
managers with one UK manager; the majority includes
the Finnish senior manager. Thus the outcome would
not be surprising.

The senior manager could, however, insist that all
five managers should find a way to be closer to a
consensus because they have to deal with a hard deci-
sions and it is not advisable that it becomes public
knowledge that the management team could not find a
consensus and that the issue was forced by a majority
that was formed by two Finnish managers and a con-
senting UK manager (who will probably get nailed in
the press). If we look at the matrix we can see that M2
is the main driver of the disagreement and the senior
manager could advise him of this fact and encourage
him to take a new look at the AHP model and revise
the priorities he has given the various criteria; the AHP
is rerun and the consensus matrix is recalculated — if
the K(D) now is ~ 0 then a sufficient consensus has
been reached. If M2 is a true dissenter and adventur-
ous he can try to move “closer” to M1 in his opinions
and thus increase the minority; this new minority could
then try to get M4 to move ‘“closer” to the two in
his opinions (this tactics can be derived from the
matrix) and then the consensus would be formed with
some new combination of priorities for the criteria.
In the actual case this would not work as the Finnish
senior manager already stated his decision and this will
never change according to old Finnish management
practice.

Discussion and Conclusions

The problem we have addressed is the decision to
close — or not to close — a production plant in the forest
products industry sector. The plant was producing fine
paper products, it was rather aged, the paper machines
were built a while ago, the raw material is not available
close by, energy costs are reasonable but are increasing
in the near future, key markets are close by and other
markets (with better sales prices) will require improve-
ments in the logistics network. The intuitive conclusion
was, of course, that we have a sunset case and senior
management should make a simple, executive decision
and close the plant.

We showed that real options models will support
decision making in which senior managers search for
the best way to act and the best time to act. The key
elements of the closing/not closing decision may be
known only partially and/or only in imprecise terms;
then meaningful support can be given with a fuzzy real
options model. We found the benefit of using fuzzy
numbers and the fuzzy real options model — both in the
Black-Scholes and in the binomial version of the real
options model — to be that we can represent genuine
uncertainty in the estimates of future costs and cash
flows and use these factors when we make the decision
to either close the plant now or to postpone the decision
by ¢ years (or some other reasonable unit of time).

We showed that we can deal with the close/no close
decisions with the help of analytical models by trans-
lating the understanding we have of the problem to an
analytical framework and then working out the logic
of the various alternatives we could consider. An ana-
Iytical framework is helpful because it offers a number
of mathematical tools we can use to refine our under-
standing and to work out the possible consequences of
the alternatives we have. We also showed that the case
we have been working in involves genuine uncertainty,
i.e. we cannot defend using probabilistic modelling
to represent future cash flows, and that fuzzy real
options modelling helps us to work out both the course
of uncertainty and the consequences in terms of the
variations of future cash flows. Taken together, this
represents a more effective way to handle uncertainty
than the classical approach with discounted cash flows
that have been predicted with a trend model based on
historical time series. We have also shown that infor-
mation systems help us to handle complex interactions
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of the key factors in the close/no close decision both in
their interaction over time and with numerical details
that can be checked and verified. Finally, we worked
through a method for finding group consensus which
we could not implement in the actual case as the senior
manager told the group what the consensus was and
made the decision.

Analytical models and information systems are key
parts of modern management research — as the close/no
close case shows; without these instruments we would
have missed the core of the problem, we would not
have been able to work out the options available and we
would not have been able to work out the numbers to
test the viability of the options. In our mind this repre-
sents a significant improvement over common wisdom,
experience and intuition — and over group consen-
sus derived from some joint belief or some wishful
thinking.
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Emotion in Negotiation

Bilyana Martinovski

Introduction

Problem restructuring in negotiation involves evolution
of problem representations, including goals, values,
criteria, and preferences (Shakun, 1991). Problem
framing affects preferences and reference point
(Tversky and Kahneman, 1981). But how are problem
restructuring and reframing realized in communica-
tion? What is involved in these processes? Factors such
as information-processing, planning, and social fram-
ing play an important role. Today, however, there is
a special attention on emotion as a factor in restruc-
turing and reframing of problem representation and
solution (Barry, 2008; Barry et al., 2004; Druckman
and Olekalns, 2008; Kumar, 1997). Emotion becomes
an essential and exciting component of negotiation
models, tools and analysis although it is not completely
understood. This new trend within negotiation stud-
ies involves multi-disciplinary approaches and reaches
beyond sociology and behavioral research. It asks not
only instrumental but also theoretical questions such
as: What is emotion? What is cognition? What is
perception? Could new cognitive hypothesis such as
Theory of Mind be tested in negotiation studies? Can
change of emotion affect the framing effect? How is
emotion related to the evolution of problem represen-
tation? What methods are to be used for the study of
emotion in negotiation? Could studies of negotiation in
different settings such as face-to-face, electronic and

B. Martinovski (D<)

School of Business and Informatics, Boréas University College,
Boras, Sweden

e-mail: Bilyana.Martinovsky @hb.se

Virtual Reality (VR) contribute to the understanding
of human cognition? How does emotion influence and
how is it influenced by different kinds of settings, cul-
tures and types of negotiation? Could knowledge about
human emotion help us reach better agreements? How
could understanding of emotion assist in intercultural
negotiation?

The present chapter offers both answers and ques-
tions in a bird-eye view of recent developments as
well as detailed examples of current methods of anal-
ysis and models of emotion in negotiation. First of
all, since the concept of cognition is evolving, which
affects views on group decision-making we need to see
how this concept changes and why. Next, I observe
how studies of e-negotiation, Virtual Agent model-
ing, and Theory of Mind involve emotion. Do they
introduce new forms of data and new methods of
analysis? Do these models study specific emotions?
Are emotions multi-functional in negotiation? How
is multi-functionality related to their dynamic nature
and problem restructuring? I study these questions
through a discourse analysis of manifestation and evo-
lution of emotions in a face-to-face three-party negoti-
ation. Finally, I relate ethics of otherness and Shakun’s
concept of connectedness to Buber’s (1995) intuition
about the limitations of sociology.

Emotion in Cognitive Theory

“The ‘cognitive revolution’ that swept across the social
sciences in the 1960s” (Goodwin and Heritage, 1990,
p. 283) turned the spotlights on social interaction as a
“primordial means through which the business of the
social world is transacted” (ibid.). This attention on

D.M. Kilgour, C. Eden (eds.), Handbook of Group Decision and Negotiation, Advances in Group Decision 65
and Negotiation 4, DOI 10.1007/978-90-481-9097-3_5, © Springer Science+Business Media B.V. 2010
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interaction and human agency opened the way to the
study of emotion in interaction, including negotiation.
The “cognitive revolution” perpetuates as neurology
and interactive technology have more impact on cog-
nitive theory and social sciences, one of the results
of which is that emotion is becoming more intimately
related to “cognitive processes” such as decision-
taking, memorizing and planning. Thus, definitions of
emotion and cognition have been and are under intense
revision as the notions are related and dependent of
each other.

The subject of the role of emotion in cognitive the-
ory would be summarized by Hamlet in the following
dilemma: "I think therefore I am” or “I feel therefore
I am”, this is the question. Of course, the question is
unfair, because why can’t one think and feel at the
same time?! The actual questions are: what is emo-
tion and what is cognition? I don’t think there are
clear answers to these questions yet although there
are many hypotheses. Cognitive science used to con-
centrate on what it considered to be “purely cognitive
processes” such as decision-taking, memory, calcula-
tion, planning, perception etc. (Thagard, 2005). This
is what the concept “cognition” denoted. Today “cog-
nition” denotes not only the above capacities of the
human brain but also what we denote with the general
term “emotion”. This tendency affected also the study
of negotiation. But how did that happen?

Three hypothetical descriptions of the relation
between emotion and cognition have been discussed
through the centuries, which, as Scherer (1993) sug-
gests, could be summarized in the following way:

1. Emotion is a separate system related to two other
systems in an organism, namely cognition and will
(Plato, Kant, Leibniz etc.)

2. Emotion is a grand system, a coordinator of all
developing subsystems in an organism (Freud,
Descartes)

3. Emotion is one of many components in a complex
organism, which are in constant dynamic interac-
tion with each other (Aristotle, Spinoza)

The dichotomy between emotion and cognition as
well as this between irrational and rational stems
back from Plato’s political doctrine in “The Republic”
where he claims that human and political well-
being depends on the harmony between three sep-
arate units of society and soul: cognition (ruling

class/thought, reason, rational judgment), “thumos”
(warrior class/higher ideal emotions) and motivation
(lower class/impulses, instincts, low desires). The
Aristotelian tradition questioned this dogma by saying
that desire can be found even in motivation and in cog-
nition and that there could be many other components
in the soul. In the context of Darwinism, emotion got a
roll in adaptation in the course of evolution; it is univer-
sal as expression of emotion is found in other species
(Cornelius, 2000). In Descartes’ era, emotions inter-
twined with cognition of stimuli. Freudians called for
exploration of emotion as a basic condition influenc-
ing the conscious and the unconscious. William James
(Myers, 2001) introduced the role of the body in the
cause and effect chain: the mind perceives the reac-
tion of the body to stimuli, e.g. increased heartbeat;
the sensation of the physiological response is a feeling
which mental representation is an emotion, e.g. fear.
In appraisal theory, which is a form of cognitivism,
emotion is seen as something automatic, non-reflective
and immediate and at the same time cognition leads
emotion, i.e. the way we cognize events influences
our emotions related to them. In this sense, emotions
become and involve coping strategies (Lazarus, 1991).
According to the social and anthropological construc-
tivist theory it is the socio-cultural interpretation and
conditions, which determine emotions and body reac-
tions, e.g. attitudes to language variations such as
dialects (Cornelius, 2000).

Contemporary neuroscientists report evidence for
the involvement of emotion in so called rational cog-
nitive processing. Neuroscientists such as Von Uexkull
and Kriszat (1934), Fuster (2003), and Arnold Scheibel
(personal communication) observe that evolution gave
privilege to the limbic system: emotional feedback is
present in lower species, but other cortical cognitive
feedback is present only in higher species. In that
sense, emotion functions in evolution as a coordinator
of other cognitive and non-cognitive functions.

Damasio (1994) suggests that the state of the mind
is identical to the state of feeling, which is a reflection
of the state of the body. He explores the unusual case of
Phineas Gage, a man whose ability to feel emotion was
impaired after an accident in which part of his brain
was damaged. Damasio finds that, while Gage’s intel-
ligence remained intact after the accident, his ability to
take decisions became severely handicapped because
his emotions could no longer be engaged in the pro-
cess. Based on this case, the neurologist comes to the
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conclusions that rationality stems from emotions and
that emotions stem from bodily senses. Certain body
states and postures, e.g. locking of the jaw, tension of
shoulder, etc. would bring about certain feelings, e.g.
anger, which in turn will trigger certain thoughts and
interpretations of reality.

It is my impression that research on Theory of Mind
(ToM) catalysed the change of meaning of “cogni-
tion”. The term “ToM” refers to the abilities humans
and other higher species have to perceive and reason
about their own mental/emotional states and the men-
tal/emotional states of others. ToM processes provide
a special kind of context: the minds and emotions of
others (Martinovski and Marsella, 2003; Givén, 2005).
In interaction, people learn to act within these contexts.
Beliefs about age, gender, language, environment, and
so on contribute to the models that individuals form
and keep of each other’s intentions. ToM explanations
have importance for the interactive realization of emo-
tion i.e. the way we understand our own and others’
states and emotions.

Three mutually exclusive theories have been sug-
gested to explain how we relate to others: by imitation
(e.g. Tacoboni, 2005), by simulation (e.g. Gordon,
1986; Stich and Nichols, 1992) or by representation
(e.g. Hobbs and Gordon, 2005).

Originally, the main process for establishing and
communication of ToM models was and still is thought
to be imitation. There is increasing evidence from neu-
rosciences “that the neural mechanisms implementing
imitation are also used for other forms of human com-
munication, such as language. . . . Functional similari-
ties between the structure of actions and the structure
of language as it unfolds during conversation rein-
force this notion. .. . Additional data suggest also that
empathy occurs via the minimal neural architecture for
imitation interacting with regions of the brain relevant
to emotion. All in all, we come to understand others via
imitation, and imitation shares functional mechanisms
with language and empathy” (Iacoboni, 2005).

According to “simulation theory”, we think of the
other’s experiences by use of mental and even somatic
simulation of e.g. our own experience of the same
kind (Gordon, 1986). Thus, if someone has a stom-
achache, instead of imitating his/her experience of a
stomachache one can simulate the psycho-somatic pro-
cesses related to one’s own previous experiences of a
stomach ache and that way form an understanding and
a reaction to his/her state.

Yet a third idea is that ToM is the application of
commonsense inferences about the way people think
(Hobbs and Gordon, 2005). Here, if someone has a
stomachache one can understand her/his state based
on ready-made mental representations, which describe
what it is to have a stomachache, without going
through somatic imitation or mental simulation.

The last two explanations seem mutually depen-
dent. In order to simulate a stomachache one must
have some representation of what “a stomachache” is.
In order to make inferences about mental representa-
tions, one may have to play “as if” games. Martinovski
(2007) has suggested that imitation, simulation and
representation are cognitive-emotive processes devel-
oped in evolution, all equally available for homo
sapiens sapiens.

Researchers have suggested different mechanisms
for dealing with ToM’s complex processing. Baron-
Cohen talks about “mindreading” or the ability to
monitor others’ intentions (Baron-Cohen, 2000). He
claims that successful communication entails a con-
stant feedback-check between communicators to ver-
ify whether the listener’s interpretation corresponds
to the intended interpretation. In discourse analy-
sis, feedback-checking is reflected in the concepts
of grounding and feedback (Allwood, 1995, 1997).
In computer science, the concept of grounding has
been used for the design of computational models of
dialogue (Traum, 1994).

Group decision-making and negotiation and prob-
lem restructuring require a capacity for cognitive-
emotive understanding of others and self. This capacity
involves the understanding of differing beliefs, inten-
tions, emotional and visceral states, ability to react and
to draw necessary inferences, to predict and plan given
these concerns. ToM research starts to play an impor-
tant role in negotiation models, as it enables reasoning
about own and others’ emotions, goals and strategies
and changes thereof (e.g. Martinovski and Mao, 2009;
see Section “Emotion in VR Simulated Negotiation™).

Emotion in Argumentation
and Negotiation Theory

Contemporary approaches to human cognition and
interaction underline the major role emotions play
in cognitive processing, which influences models and
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theories of negotiation, argumentation and decision
taking, although not as much as one may expect. This
is not surprising, because many of the institution-
alized negotiation spaces, such as courts, militaries,
and businesses, disprefer “dealing” with emotions
(Martinovski, 2000).

Currently, the most popular argumentation theory is
that of van Eemeren and Grootendorst’s (2004). They
define argumentation as a verbal, social and rational
activity aimed at convincing a reasonable critic of the
acceptability of a standpoint by putting forward propo-
sitions justifying or refuting the proposition. Another
example are Douglas Walton (1989, 1996) studies of
argumentation by means of informal logic and critical
thinking where argument schemes for presumptive rea-
soning constitute the majority of reasoning and argu-
mentation. Argument schemes are structures or forms
of argument, which are normatively binding kinds of
reasoning and are best seen as moves, or speech acts in
dialogues (Walton, 1996).

Case-based and logic-based approaches (e.g. non-
monotonic logic) have been applied to study legal
argumentation, supplemented with an argument-
scheme approach (McCarty, 1997; Prakken, 2005;
Prakken and Sartor, 2002). Meanwhile, in artifi-
cial intelligence and multi-agent research community,
researchers have built computational models for multi-
agent negotiation and argumentation-based systems
(Sierra et al., 1997, Kraus, 2001; Parsons, 1998; Traum
et al., 2003).

With the exception of Walton (1992), these theories
did not address the role emotions play in argumenta-
tion and negotiation. Gilbert (1995) pointed out that
emotional, intuitive (kisceral), and physical (visceral)
arguments ought be considered legitimate and studied
just as much as logical arguments. However, neither
Walton nor Gilbert offer a model of how emotions alter
negotiation.

As Kumar (1997) and Druckman and Olekalns
(2008) observe in their overviews, before the
1990s negotiation studies such as Nisbett and Ross
(1980), Shakun (1988), Taylor and Crocker (1981),
Alderfer (1987), Payne et al. (1992), etc. empha-
sized information-processing and heuristic aspects
of decision-making. The first psychologically moti-
vated behavioral decision theories in modern eco-
nomics (e.g. Tversky and Kahneman, 1974) were
met with mixed feelings. It was easy to experience
behavioristic approaches as commercialization of “the

managed heart” (Hochschild, 1983) precisely because
their focus was on instrumental functions of emotion.
The main question was: how can one use emotion in
negotiation to achieve better outcome? As a result,
research on the topic reflected appraisal theory, which,
roughly, defines emotion as a cognitive appraisal, as
a reaction to cognitive interpretation (e.g. Carver and
Scheir, 1990; Berkiwitz, 1989). Some even defined
intelligence as an ability for emotional self-control
and self-monitoring for the purpose of strategic goal
accomplishment (Salovey et al., 1994). The appraisal-
based definition of emotions as intense reactions to
achievement of goals is pervasive even today (see e.g.
Barry, 2008) especially in the context of artificial intel-
ligence applications development (Traum et al., 2003).
It underlines the strategic and tactical functions of
emotion.

Related to appraisal theory is the anthropological
constructivists theory of emotion, which points out
that emotion in negotiation and decision-taking is not
only a strategy or tactics related to goals but also a
social and cultural phenomenon (e.g. Clore et al., 1993;
Ortony et al., 1988). However, although this trend
moved a bit away from the goal-behavioral paradigm
it is not fundamentally different from appraisal the-
ory as it also defines emotion as appraisals, triggered
not only by goals but also by cultures and social
relations. Researchers from this period concentrated
on emotion as a cause, a consequence and as tac-
tics and not so much on understanding of mechanisms
of emotional exchange between-man-and-man within
various activities. Negative emotions were privileged
mainly because they are part of a major area of
research, namely conflict resolution (see the chapter
by Kilgour and Hipel, this volume). The Journal of
Conflict Resolution started soon after WWII in 1957
whereas the Journal of Happiness Studies exists since
2000, after 55 years of relative world peace. Some of
the behavioral observations from that period are:

e display of emotion helps participants to navigate in
social structures, it is not only a consequence of
information-processing (Parkinson, 1996)

¢ conflict and negative emotions can be constructive

® ambiguity often causes negative emotions, which
influence judgment

® npegative emotion in one situation or to one agent
easily distributes over other situations/agents
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® coercion bias influences negotiation, i.e. negotiators
are not aware that display of anger does not only
influence the other party but it also fires back on
themselves

e illusion of transparency influences negotiation i.e.
negotiators assume their emotions are obvious to
others, which leads to misinterpretations

e expression of negative emotion can lead to neces-
sary changes (Schwarz, 1990)

e fex. anger indicates the importance of an issue to
the involved party (Daly, 1991)

Displayed positive emotions between negotiators
have number of both positive and negative effects (see
also Kumar, 1997):

e enhanced commitment, bonding and confidence
(e.g. Kopelman et al., 2006; Kramer et al., 1993;
Shiota et al., 2004)

® enhanced flexibility (e.g. Druckman and Broome,
1991)

® mutually satisfactory agreements (e.g. Hollingstead
and Carnevale, 1990)

e enhanced gullibility and passivity (e.g. Schaller and
Cialdini, 1988)

® heightened expectations which likely lead to disap-
pointment (e.g. Parrott, 1994)

Although theoretically limited these studies started
the development of a new trend and a new field within
negotiation and decision-making. They are concerned
with the effects of emotions but they are not clear on
what emotion is. One of the main insights from that
period, which we continue to study today is that emo-
tions are processes, which can realize e.g. as cycles
(Gulliver, 1979). This insight may throw light on
the essence of emotion as a social, physiological or
cognitive phenomenon because in this cyclic process
emotions can be realized at different stages as impulses
or as appraisals and thus affect other cognitive
functions.

Current Trends

There is a renaissance of research on emotion and
negotiation. This is indicated, for instance, by a
recent publication of two special issues of the Group

Decision and Negotiation Journal 2008 and 2009
dedicated to emotion in negotiation. Current trends
within cognitive-emotive studies in negotiation are
concerned with the use of novel methods and new
media as well as with the adaptation of emotion
within existing theories and the development of new
theoretical models of emotion in negotiation, includ-
ing collaboration engineering (see the chapter by
Kolfshoten and De Vreede, this volume) and group
support systems (see the chapter by Lewis, this
volume).

In parallel with the perpetual refining of the under-
standing of the true causes and effects of emotion
in group decision-taking there is also an interest in
the essence of emotion as well as in interaction
between man and man, beyond strategic information-
management. Emotional, intuitive (kisceral), and phys-
ical (visceral) aspects of negotiation are studied not
less than logical arguments as suggested by Gilbert
(1995).

Earlier studies in negotiation used predominantly
artificially created environments, scenarios, lab exper-
iments and traditional sociological methods such as
questionnaires and interviews (Barry, 2008; Druckman
and Olekalns, 2008; Kumar, 1997). The new trend
introduces authentic data such as recordings of face-
to-face and e-negotiations organized in linguistic cor-
pora covering different languages and activities, e.g.
business negotiation, conflict solving, bargaining, task
management meetings, discussions, etc. (see also the
chapter by Rennecker et al., this volume). The novel
type of data call for adequate methods of analy-
sis, such as discourse analysis, conversation analy-
sis, activity-based-communication analysis, etc. (see
also the chapter by Koeszegi and Vetschera, this
volume).

Developments in artificial reality offer the option
of simulating emotion in negotiation in virtual reality
(VR) environments. It is possible to test the realiza-
tion and effect of different emotions on negotiation
and decision-making as one can simulate human cog-
nitive functions. In this process one develops models
of emotion in negotiation, which triggers theoretical
development of the subject.

This section will go through three areas of current
research: (1) emotion in VR simulated negotiations, (2)
emotion in e-negotiations and (3) emotion in face-to-
face negotiation and studies of positive and negative
emotions and emotional states.
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Emotion in VR Simulated Negotiation

Cognitive theory, neurology and philosophy throw
Rousseauian glances on the subject of emotion as a
complex basis of cognition for a long time but the
conceptual change today is heralded by studies in
computer science, especially in robotics and virtual
agent design. In 2003 Hudlicka observed: “In the pro-
cess of creating the virtual community and the virtual
inhabitants, it became evident that all human cognitive
activities and processes are heavily dependent of what
we colloquially call emotions.” Rapidly growing liter-
ature on the topic communicates computational ways
for integration of emotion in virtual agents and a need
of emotion in these virtual agents models and virtual
negotiation worlds (Gratch and Marsella, 2001, 2004;
Pelachaud and Poggi, 2001). Virtual agents used for
negotiation training, among other things, can hardly
fulfill their purposes if they are not coded in a way
that connects emotions, actions, and speech (Gratch
and Marsella, 2005; Martinovski and Traum, 2003).

Traditionally AI applications use appraisal theory,
which is suitable for programming. Emotions have a
simple condition: the closer the virtual agent is to
its own goals the more intensely positive the agent’s
emotions are (Traum et al., 2003). However, in order
to accomplish ToM reasoning one has to incorpo-
rate a capacity for interpretation of others’ emotions
and beliefs as it affects negotiation. Building on this
insight, Obeidi et al. (2009) develop a Graph Model
technique for representation of decision-making by
adding a module of awareness tracking each decision-
maker’s model of the other (see also chapter by Sycara
and Dai, this volume). Thus they integrate the notion of
subjective perception. They use examples from inter-
national negotiation where emotions such as fear and
anger play a strong role in conflicts as parties build
wrong models of each other’s mental and emotional
states.
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Fig. 1 A model of emotion
in negotiation

Another effort for operationalisation of ToM rea-
soning and emotion in Al mind-minding negotia-
tion is Martinovski and Mao (2009) process-based
Model of Emotion in Negotiation and Decision-Taking
(MEND). There they redefine emotion as a coordinator
of decision-making not only on personal level (i.e. the
agent’s own goals) but also in interaction i.e. as restruc-
turing of each other’s goals, beliefs and emotions.
That way emotion can be involved in interactive re-
contextualization of problems and contribute to evolu-
tion of problem representation. Emotions are described
as personal and interpersonal dynamic processes on
a neurological, biological, expressive and interpreta-
tive level. One and same stimuli can cause a chain of
different physiological reactions, emotional sensations
and cognitive appraisals, each of which can influence
the other in time. That is, a physiological reaction
may bring about an emotion, which can influence cog-
nitive appraisal but this appraisal can in turn bring
about coping strategies, which generate other emo-
tions. This process is mediated by physical presence
and communication, which can also both influence
and be influenced by emotions, beliefs and goals. In
this model (see Fig. 1), emotions, ToM beliefs and
communication style may alter goals and strategies.
Emotion is a derivate of visceral reactions, language,
planning, and ToM processing. Each negotiation sit-
uation starts with some set of ToM beliefs and goals
associated with Self and Other, which relate to a choice
of negotiation strategy and tactics realized in the con-
versation. The decision-making is analyzed into nego-
tiation strategies and transaction and interaction goals.
These influence the communication process through
interaction/communication, feelings and appraisal of
gains and emotion bring about coping strategies.
These trigger re-evaluation of ToM models (ToMMs),
goals, beliefs, and strategies, which might be changed.
Besides the particular goals, ToMMs and beliefs, each
negotiation is embedded in a larger existential context,

Being
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which wraps in all human and other activity. Studies
suggest (e.g. Martinovski, 2007) that awareness of and
reference to co-existence in a larger context facilitate
group decision-making and negotiation.

The goals, can be interactional i.e. related to ethics,
face saving and transactional i.e. related to issues at
stake. The interactional and transactional goals can
be subdivided into cooperative (win—-win), combat-
ive (win—lose) and non-cooperative (lose—lose). The
negotiation strategies are designed for accomplishing
goals and could be avoidance, demand and consent.
The goals are communicated and in the process gains
and emotions arise and are appraised, consciously or
subconsciously, followed by coping with gains in sta-
tus and emotions. Coping may result in evaluation of
need to change goals and/or negotiation strategies. In
the following turn we can see how goals, tactics and
strategies are distributed within MEND:

Example 1

A: could you, please, take this bag, it is too heavy
for me.

The MEND analysis is as follows:

interactive goal: express desire to get help
from someone

transactive goal: remove a bag

tactics: bonding
negotiation strategy:  indirect demand
emotion: empathy elicitation

Each speaker has a particular set of interactive and
transactive goals, which might change during com-
munication. Since the interactive goals often deter-
mine the choice of tactics, they are not always stated.
Transactive goals may sometimes be more salient than
interactive goals. By attaching values to each com-
ponent of MEND one can simulate and test findings
of previous studies on and theories of emotion in
decision-taking and negotiation (for more detail and
examples, see Martinovski and Mao, 2009).

In each interaction, one is dealing with one’s model
of the other’s goals rather than with the actual goals
of the other. The communicative exchange and feed-
back system involved in it serves to resolve mis-
matches due to this ToM character of communication.
In MEND, emotion is an iterative process, which

regulates ToMMs build by the interactants of each
other’s goals, states, tactics, and strategies. The tra-
ditional idea of win—win, win-lose and lose—lose
negotiation types is thus put into perspective where
these processes are seen as dynamic re-conditioning
of negotiation by changes of ToMMs driven by
emotions. MEND operationalizes re-contextualization
(Martinovski, 2007) and the realization that each nego-
tiation is embedded in a larger context of co-being,
which invites empathy and awareness of common
goal/condition (see 5.8).

Although this model elaborates on the cognitive-
emotive processes which go on during negotiation it
does not show the linguistic-pragmatic realization of
emotion in negotiation. Discourse analysis of linguistic
forms and functions of different emotions in negoti-
ation in section five below complements the MEND
model.

Language and Emotion in E-Negotiation

Studies on emotion in e-negotiation (see also chapter
by Kersten and Lai, this volume) continue to search
for understanding of effects of emotion on negotiation
and contribute to two specific areas of insight. First,
they bring further insights into the relation between
emotion and other cognitive functions such as data-
processing, decision taking, and memory. Second,
e-negotiations are, for the most part, written data thus
we find increased interest in and understanding of the
emotional value of written language negotiation (see
also chapter by Koeszegi and Vetschera, this volume).

In their thorough study of language and emotion
in dyadic e-negotiation Hines et al. (2009) find that
assent-oriented wording of relations and actions, such
as inclusive we-expressions and linguistic formula-
tions of positive emotions, can be used to predict suc-
cessful negotiations. They seem to be more economical
in time and cognitive effort than failed e-negotiations.

Greissmair and Koeszegi, (2009) confirm these find-
ings in an exploration of cognitive-emotive content of
electronic negotiation. They show that factual state-
ments (i.e. not only explicit emotional utterance, which
have been the object of analysis of most studies on
the topic) do convey emotion and that the wording of
factual statements can create differentiation in emo-
tional connotation. This suggests that cognitive and
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emotional processing is realized in discourse in paral-
lel, which contradicts the view that emotional content
is delayed when task-related information has to be
conveyed. In fact, it might be the opposite: task-related
information is delayed during intense emotional
experiences.

Additionally, since emotions evolve differently in
successful and failed negotiations, one may describe
factual statements and negotiation strategies as inter-
related factors of the successful negotiation style. For
instance, underlining cooperation despite conflict of
interests brings about positive emotions, which then
influence success of negotiation.

Studies on Specific Emotions
and General Affect

ToM theories directed attention towards emotions,
such as empathy and empathy-related discourses as
well as towards conflict-resolution models, dealing
with fear and anger. There are also studies of general
states such as warmth and positive mood effects on
decision-taking and explorations of the nature of dis-
agreement. The intercultural negotiation theme is not
a major emphasis in this period although it is a grow-
ing field of study as number of papers use intercultural
negotiation data and arguments (e.g. Kopelman and
Rosette, 2008; Yifeng et al., 2008).

Carnevale (2008) is an example of incorporating
emotion into the body of an existing decision-taking
theory, such as Tversky and Kahneman’s (1981).
Carnevale does not study the effect of a specific emo-
tion but a general positive affect, which he expects
to be accomplished when informants get some posi-
tive motivation, such as candy (or wine). Despite this
simple stimulation and the limitations of the experi-
mental method his results indicate that positive affect
shifts reference point upwards and reconditions the
framing effect, predicted by Tversky and Kahneman
(1981). Carnevale’s attention on emotion in negotia-
tion is an example also of the current trend’s inter-
est to involve and contribute to neuroscience. He
mentions De Martino et al. (2006), which finds that
“increased activation in the amygdala was associated
with frame effects” (Carnevale, 2008, p. 58). In turn,
based on his negotiation study and De Martino et al.’s
(ibid.) results, Carnevale suggests that good mood
impacts the neural activity of both right orbitofrontal

and vetromedial prefrontal cortex, which associate
with decreased disposition to frame effect (Carnevale,
2008, p. 58-59). These multi-disciplinary approaches
to negotiation indicate a strong and promising line of
research.

Intercultural variation in response to emotions in
negotiation (Kopelman and Rosette, 2008) is another
promising line of research. Based on staged experi-
ments, they find that Israeli negotiators’ acceptance
of deals is not as negatively affected by display of
negative emotions as Chinese negotiators’ are. They
attribute that to assumed characteristics in the Israeli
and Chinese cultures. However, the language of nego-
tiation, English, is not considered as a factor. Other
methods of exploration of assumptions, such as obser-
vation of authentic communicative behavior in differ-
ent languages, could bring deeper insight to the effect
of culture on emotion in negotiation.

Yifeng et al. (2008) find that foreign manager’s
warm-heartedness affects Chinese employees’ integra-
tion in decision-taking but it does not affect their
framing and attitudes to mutual and competitive reward
distribution.

Martinovski et al. (2009, 2005a, b) study the man-
ifestation of empathy in discourse based on authentic
English data. Empathy in negotiation involves adop-
tion of others’ assumed goals or change of own goals
and thus enhance decision-making. Empathy stim-
ulates negotiation (Allred et al., 1997) and social
harmony (Davis, 1994; Stephan and Finlay, 1999).
It is one of the complex cognitive processes which
involves reasoning, understanding, and feeling of the
other also on a visceral and somatic level. Similar to
other discursive phenomena, empathy realizes under
certain conditions and has three main functions in
discourse: giving, eliciting, and reception, as well as
their negative counterparts, namely, refusal to give and
rejection to accept empathy. Martinovski et al. (ibid.)
find discoursive patterns that are associated in differ-
ent languages and activities with the main functions of
empathy. If empathy is defined as the ability to take
the other’s position in discourse then any communica-
tive exchange is an instance of empathy since in order
to converse one needs to be able to understand what
the other is saying and intending. Martinovski and Mao
(2009) operationalize empathy in the MEND model.

Mizukami et al. (2009) do not model but aim
to understand the nature of disagreement through
the development of a communication checklist for
the description of a good discussion in Japanese
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face-to-face contexts by studying the importance of
factors such as activeness of the floor, multi-direction
and unification of discussion, relationship and sincer-
ity of participants, and development and sophistication
of discussion. Disagreements may yield fruitful dis-
cussions, which the authors call criticism or bad dis-
cussions, which they call censure. Censures are char-
acterized by lack-of empathy between participants.
The authors find that activeness of floor during a dis-
cussion can be described in terms of a commitment
to speak autonomously and to respond to all partic-
ipants. They suggest that features, such as choice of
object of counter-arguments and treatment of minority
opinions during a discussion influence the distinction
between reasonable and unreasonable disagreement.
Similar to Hines et al. (2009) and Griessmair and
Koeszegi (2009), Mizukami et al. (ibid.) point out that
language and words matter as they affect expression
and perception of emotion.

The next section is dedicated to the analysis of
linguistic manifestation of emotion.

Functional Potential
and Multi-functionality
of Emotions in Negotiation

Emotions are multi-functional in negotiation, which is
aresult of (i) their essential nature, (ii) their realization
in discourse and (iii) the nature of human discourse.

Emotions can function as (i) physiological reac-
tions, (ii) appraised coping on different levels of con-
sciousness and/or (iii) deliberate cognitive and social
strategies.

Levels of consciousness can be described as the
degree of consciousness of intended communicated
meaning in interaction. A useful taxonomy is that of
Allwood (1996):

¢ Indication: ex. blushing
® Display: ex. greeting
e Signal: ex. deception, concealing

Emotions often realize as indications i.e. the par-
ticipants are less aware and have less control over
the indication of emotion in communication. Emotions
realized on signal level have a higher degree of con-
sciousness and control. Such realizations are typical

for deliberate strategic emotion communication. The
most common consciousness level of communication
of emotion in interaction does not involve full control
nor control of emotion but socially regulated and often
automatized awareness, such as in case of greetings.

Another source of multi-functionality is that mul-
tiple emotions can be expressed and evoked by each
utterance.

Furthermore, linguistic multi-functionality in dis-
course is generated on different contextual levels,
namely, context, co-text, and others’/own mind:

(i) Context can be divided into:

(a) generic: culture, activity, personality, etc
(b) specific: physical and psychological state, re-
lation, roles, space, scenario, etc.

(i) Co-text can be realized as

(a) Utterances

— Within utterance

— Previous utterances and talk

— Next utterance and future talk
(b) Concurrent gesturing (Kendon, 2004)
(c) Concurrent events, activities

(iii) Others’ and own minds as context and co-
text (Givon, 2005; Martinovski and Marsella,
2003) is another source of multi-functionality in
interaction.

Emotion can have one function on generic context
level, another on specific context level, a third function
in relation to previous talk, fourth function in relation
to future talk, etc. In group decision and negotiation,
addressees, non-addressees and audiences may inter-
pret and be affected by displayed emotions differently.
Emotions can affect own ToMMs and state in a way
different from the effect on others’ ToMMs and states.

Discourse interaction has been described in terms
of joint projects between interactants, in which each
joint project consist of at least two contributions by
at least two participants (Clark, 1999). A contribu-
tion is defined not only by the displayed intentions
of the speaker but also by the displayed interpreta-
tion of the addressee/s and other participants (Linell
and Markova, 1995). Each utterance within the joint
project has an expressive and an evocative function
(Allwood, 1995). These set up the functional potential
and power (Martinovski, 2000) of utterance, illustrated
in Fig. 2.
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Fig. 2 Functional potential
of utterances in negotiation

| FUNCTIONAL POTENTIAL |

/\

| basic functions

| | additional functions |

/

T

| expressive | |

evocative | | expressive | | evocative |

| perception, contact, understanding I

| emotions |

This pragmatic model of meaning in interaction can
be applied also to functions of emotion in negotiation
(see Fig. 3). Each verbal or non-verbal utterance has
an emotional potential, which is realized through con-
tributions of each party in the interactive joint project.
It expresses one or more emotions and it sets short-
term and long-term emotional expectations, which
influence the functional potential and power of utter-
ances and emotions in the rest of the negotiation. The
short-term expectation is related to evocation of imme-
diate response. The long-term expectation is related
to future responses with the current or other nego-
tiations or conversations. Expressive and evocative
functions of emotion can be intended, unintended and

\/

DEGREES OF FUNCTIONAL POWER

not intended as well as expected, unexpected and not
expected.

The functional potential of emotion drives the evo-
Iution of problem restructuring in negotiation. The
expressed emotion has a potential x to be interpreted
in y number of ways depending also on contextual
factors. The evoked emotion has a potential x' to be
realized in ¥ ways in the concrete negotiation. These
functional potential of emotion in discourse is limited
and defined by the next contribution of other partici-
pants. The functional power of emotion in negotiation
is a product of the interactive realization of functional
potential as well as of context. For the sake of clarity,
let’s observe a fictive example:

FUNCTIONAL POTENTIAL

T i

expressive

evocative

un/not/expected

un/not/intended short/long term

Fig. 3 Functional potential
of emotion in negotiation
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Example 2

A: Your department dealt admirably with these issues.
B: Yeah, the report says the issues were serious.
According to the framework suggested above A’s
utterance has the following emotional functions:

Expression:
Intended feeling in other:

flattery

feel appreciated, cooper-
ate in future negotiation,
be pleased to accept the
utterance as a genuine
expression of apprecia-
tion, not as a deliberate
strategy for accomplish-
ment of own goals
(dependent on context):
pleasure or irritation
(dependent on context):
anger or contempt

guilt

Expected emotion in other
Unexpected emotion

Not expected emotion:

B’s response directs the emotional functional poten-
tial of A’s utterances and thus contributes to the
evolution of problem representation: the structure of
B’s utterance indicates that it does not accept A’s
utterance as a genuine expression of appreciation as
it is not formulated as, for instance, “Thank you!”.
Instead, it agrees with previous statement in an infor-
mal manner (initial “yeah”) and points to the issues in
question, which directs to further negotiation of con-
trasting interpretations of events and goals. Thus it
does not indicate any of the expected, unexpected or
not expected emotions but it treats the previous utter-
ance as a deliberate strategy and refuses to respond
with the evoked emotions.

The analysis in the next sub-sections illustrates fur-
ther the function of emotion in problem restructuring
in negotiation based on authentic data. It studies lin-
guistic manifestations and multi-functionality of emo-
tion as physiological reactions, coping appraisals, and
deliberate strategies. I observe mechanism for evo-
lution of problem representation and linguistic and
discursive realization of participants’ emotional con-
tributions in joint interactive projects, whether they are
contributions to the restructuring and the outcome of
negotiation.

For the purpose, I use an audio recorded and
transcribed plea bargain, which is part of Douglas

Maynard’s corpus. The setting is as follows: sitting in
a room with a judge, we have a defense attorney and a
district attorney. The discussion is whether the accused
should get jail and for how long or a fine and in that
case of what amount. The case involves violence under
influence of alcohol and resistance to police officers.
The offender is outside the room sitting on a bench
visible from the windows.

Structure of the Plea Bargain

The plea bargain, although rather informal, has a par-
ticular sequential structure. In general, the parties have
to agree first that they are willing to settle the case,
then to establish the Penal Code provision that applies
to the crime and at last, they need to agree on the set-
tlement value. This particular instance of a negotiation
involves sequences and phases of main activities and
different kinds of subactivities and topics:

Main activities and sub-activities/topics and their
initiators (sub-activities in italics; major negotiation
accomplishments in bold):

1. Brings up Frank Bryan’s case — Judge (Jge)

2. Inserted talk about a different case procedure
referring back to a topic discussed before line 1
where the judge brings up Frank Bryan’s case —
Prosecutor (Prs)

3. Return to the case topic — Jge

Parties present their interpretation of events

Defense offers settlement and reference to Penal
code, insists that this is a case of disorderly con-
duct (CPC: 647f) rather than Arrest Resistance
case (CPC: 148).

4. A meta-comment on the origin of his settlement
strategy — Defense (Def) to Jge

5. Agrees to settle, suggest a type of crime, 148
rather than 647f — Prs

6. Discussion on events, type of crime and arrest
period — Def and Prs

7. Didactic instruction — Jge to Prs

8. Aggressive refusal to involve defendant’s prior
criminal history — Def

9. Side talk about rain — Jge

10. Plea Bargain Agreement — Prs, Def
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Each one of the phases in the negotiation has par-
ticular initiation signals and initiators. The order of
the phases provides context and grounding for the rest
of the phases, i.e. this sequential order provides the
organic structure of the interaction. Phases are defined
as larger units of talk distinguished by topic, activity
and location in the conversation. Sequences are units of
talk, which involve at least an adjacency pair and which
build up phases in conversation. They are often used to
jointly accomplish a communicative act/project.

There are number of concrete facts, which are con-
sidered by the parties in order to apply relevant pro-
visions, establish settlement value, provide substantial
justice, and eventually reach a plea bargain agreement:

. Did the defendant resist arrest? — yes/no

. Did the defendant strike an officer? — yes/no

. Did the defendant cause disorder? — yes/no

. Did the defendant spent time in jail already? —
yes/no/how long

5. Does the defendant have prior convictions? —

yes/no/what kind

B W N =

The defense counsel’s arguments mitigate each
stance based on the above questions:

Defendant did not resist arrest other than verbally and
if he did it just looked like resistance but it was not
because he was drunk;

Defendant’s character when not drunk is a very peace-
ful and sweet; there is no evidence that he stroke an
officer;

Defendant caused disorder but it is a minor family
thing thus trivial, in fact he was probably even jus-
tifiably angry since “what kind of mom calls the
police on her son”;

Defendant was drunk and if he was not he would not
do what he did;

Defendant is black and if he was not it is less likely
someone would call the police, even his mother.

Prosecutor’s arguments refer to police report and
legal provisions texts:

Defendant resisted arrest but not only verbally: he tried
to escape;

There is not evidence he stroke an offices but the report
is not full;

Defendant caused serious disorder to this extent that
his own mother called the police, which points to
647f provision related to disorder conduct;

Defendant has spent time in jail justly since he did
resist arrest although not clear for how long;

Defendant has prior convictions related to disorder
conduct and violent resistance to arrest, including
striking an officer, thus the most relevant and urgent
provision is CPC: 148, which provides jail in order
to reach substantial justice.

The next subsections proceed with the observa-
tion of linguistic manifestation, evolution of emotion
and its effect on problem restructuring and negotiation
outcome. The analysis offered below, is a developed
version of the analysis in Martinovski and Mao (2009).

The negotiation is transcribed according to selected
conversation analysis standards (“,” denotes continu-
ous intonation; “.” — falling intonation; “:”” — prolonged
sound; [ ] — overlap; “=" — latching; “_” — empha-
sis; “Jge” — Judge; “Def” — Defense counsel; “Prs” —
Prosecutor).

Flattery - Confidence, Cooperation

After opening the negotiation and before announcing
desire to settle, the defense attorney offers a com-
pliment to his opponents’ party with a tone of voice
particular for sober flattery. At the same time, he
also restructures problem representation (i.e. because
the policemen were professional his client could not
strike an officer therefore he does not deserve a harder
punishment such as jail) and evokes cooperation.

Extract 1.

61 Def: [He doe:]s (.) take a menacing sta:nce, hh but

62 on the other hand he doesn’t attempt ta strike
an officer.

63 <I assume that the officer’s highl — high —
degree of

64 prufessionalism: pruvents my client from get-

ting himself into

65 further tr(h)ouble. "hhh[hh

66 Prs: [Yeah, thee he (slipped and fell) of

67 [uh: the (court) apparently >[which’s caused<
that uh:: a:=
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Prs accepts partially the evoked mood of cooper-
ation by acknowledging Def’s statement and flattery
with a clear initial feedback word (line 66). Prs demon-
strates also confidence by not letting his turn despite
simultaneous talk (line 66-67) and by checking the
facts in the report. However, the structure of his utter-
ance does not indicate acknowledgement of Def’s
flattery as a genuine expression of appreciation but as
a deliberate strategy. Instead of expressing gratitude
Prs points to facts in the police report and thus further
restructures problem representation. Emotional intent
for cooperation reaches partially its goal as the parties
agree on a settlement but not on what it is to be settled:

93 Def: [It's a verbal:. w:: one forty eight. and a real
six forty

seven ef. Now u: >if you< I would like to
settle this case.

95 Prs: Well I'd li[ke to settle (it)

94

The combination of Prs’ initial indication of
disagreement followed by an agreement (“well”)
expresses a qualified acceptance of invitation for coop-
eration in settlement (Def’s invitation on line 94) and
intention for further negotiation on the conditions of
settlement based on disagreement on interpretation of
facts in report and legal consequences. Def’s flattery
reaches interactive goal of a cooperative mood but
Prs’ responses inform Def that further negotiation and
effort will be necessary. Thus the functional potential
of future emotions is thereby directed and limited.

Flattery is a communicative emotion elicitor, pre-
sented here in a serious tone and structured language,
in difference from other moments of entertainment,
sprinkled with casual colloquial mannerisms.

Entertainment - Seriousness

After Defs announcement of desire to settle, Jdg inter-
rupts Prs and Def takes the opportunity for side talk
as a form of entertainment in which he motivates
his strategic communication choice and demonstrates
(italized) his experience and friendship with famous,
successful lawyers.

96 Jge:
97

[Yo(h)u ha(h)lwa(h)ays s(h)ay tha(h)a(h)at
[ ik ikh [k Jfhuh ]

98 Def:  [Well as — I][I lea][rned that (t][rade) from
Harr]y Moberg,

uhh[hOh:] hah [hah][ hah "hh] ()=

[ uh:] [bee][cuz with Harry], (0.2) >you=
=[((thrt clr)) |

=[start talkin'] to each other through
clenched<teeth .

[And after about | five | minutes of (.)
challenging each=

[ ah hih!hihhih] ()]

=other to go [to trial, and I know 'at 'e
doesn't try any=

99 Jge:

100 Def:
101 Jge:
102 Def:

103

104 Jge:
105 Def:

106 [((sound of small item dropped on table))

107 Def: =ca(h)ses see(h)ee, [ hh o(h)nly r(h)eason’sl
g(h)otta go to=

108 Jge: [()

109 Def: =trial afgainst one'a his new kids,
r(h)ight?=

110 Jge: [ hhh

111 Jge: =Huh!=

112 Def: =hh Or [(hi)his (n — old pro like) mister
Franklin, "hhh=

113(): ()

114 Def: =And so I finally tried to get the conversation
around t(h)a what

115 we were talkin' about. like setlin’ the
ca(h)ase hhh It

116 “works.<Harry and I cuddo a lot of business
that wa(h)ayhh

117 [wu-

118 Jge: [(hih) hih huh huh "hh=

119 Prs: =Uh - (0.2) I - I think it’s a case that oughta
be i —uh

120 settled. It's a=

121 Def: ="Okay.=

In this embedded sequence, Def entertains the judge
(Jge) who often laughs. He points out that he behaves
within a context and with a strategy, that he is play-
ing a role as prescribed by the best in his business.
The linguistic tools he uses to accomplish emotional
experience such as entertainment are:

Side talk

Narrative

Slang imitation

Lexical choices (“new kid”, “old pro”, “that trade”)
Tone of voice
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The Prs does not join the laugh. He latches with a
hesitation sound (line 119) to the group laughter of
the judge and the defense attorney after which fol-
lows a short pause. In that sense, Prs interrupts the
entertainment session, in which Def openly presents
his strategy, namely “coercion to compromise” (Vogel,
2008). Indirectly, Def presents himself as an “old pro”,
his opponent as a “new kid” and the plea bargain as
“that trade”. After the pause, Prs starts to verbalize his
position with an initial repetition of a personal pronoun
and another hesitation sound. The formulation reveals
intention to express stance-taking of the law, not just
agreement with the other party’s desires, as it does
not include an “also” or “I think so too” but modal-
ity choices such as “I think” and “ought to be” (line
119). The linguistic tools

Hesitation sounds
Self-repetitions

function as own communication management but
may also indicate emotional states, such as reluctance,
confusion, embarrassment, seriousness, etc. They do
exhibit a contrast to the clear and certain stance-taking
in the verbal formulation therefore they do not seem to
be part of a deliberate emotional strategy on the part of
the Prs. In that sense, they are more likely an emotional
speech planning reaction to the emotional strategies of
Def and his laughing coalition with Jge.

Ridicule, Sarcasm - Confusion, Angst

As the prosecutor has agreed to settle he proposes
a settlement value. He is joining Def in his playful
colloquial speech style, which is evident in lexical
choices such as “dandy”, “wanna”, “probably”. Def
objects to that value starting with an interruption and
an initial “wull” discourse particle (line 125 below).
Def has no good argument other than reasoning based
on his personal hypothetical interpretation of events.
He interrupts the very beginning of Prs’ attempt to
take the floor with another indication of disagreement
(“well”) and present his own objection (line 130).
Def’s objection is again underlying his personal view
in a categorical manner, which involves even sounds
such as garbling signaling ridicule or his personal dis-
content. In response, Prs is defensive and presents a

self-critical explanation of his initial settlement sug-
gestion, which more or less cancels it and expresses his
own uncertainty (line 132). When Prs tries to present
his view of the situation, starting with a ToM expres-
sion such as “I think” he is again interrupted by Def
(line 132-3). This time Def continues the ridiculing
strategy vocalizing a mocking reaction (italized) of
surprise with a single discourse particle or exclamation
“oh”.

122 Prs: =Strikes me as a dandy one forty eight uh —
(1.0) >probably

123 better one fortyeight than a six fortyseven
ef< if you wanna

124 be very stric[t about it.

125 Def: [Wull I - thu —I see it as a six forty seven ef.

126 uh: e didn’ lay hands on any officers, ‘hh if
he "adn’t been

127 so “drunk I assume nothing none’uh this
woulda ha:ppened.

128 ‘hh[h

129 Prs: [W]ell I-

130 Def: [I don’t think it’s worth any jail time no mat-
ter what it o

131 is. ("no” is garbled))

132 Prs: I was being academic when I said that. [I Juh:

I 1 think=
133 Def: [°Oh,]

After restructuring the problem by laughing with
the judge and flattering, dominating, and ridiculing his
opponent, Def suggests his own version of a settle-
ment value, which is of completely different kind: not
jail but a very low fine. He does that by following the
entertainment and ridicule line of argument, where he
invents a new version of a legal term word (line 157—
158) and then playfully offers a mocking apology (161,
163):

157 Def:
158

[Okay, uh: twenny fi dollar fine?<does

that so:und [justicy? [[justici]able?

159 Prs: [We:ll,]J[um:]

160 Prs: Um: (0.4) i —hh (0.4)[()

161 Def: [>I made it up.[I’'m sor]ry.I didn't=

162 Prs: [Yih got-]

163 Def: =look at the diction-I made up a [ ‘w o rd.<]

Playfully sweet, charmingly apologetic, and ruth-
lessly ridiculing, Def is playing with words (“justicy”,
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“justiciabe”) used earlier by the Prs thus diminishing 176 Jge: [tih] [We never know].how long they
his importance and in effect mitigating the effect of were down

his claims for justice (see also chapter by Albin and 177 [there.

Druckman, this volume). 178 Def: [Well. lemme ask 'im. I assume 'is mumma

In that sense, he combines entertainment and
ridicule of Prs by playfully and subtly suggesting that
he is too narrow-minded and works only with aid of
books, laws and dictionaries, as he himself suggested
earlier (line 132). The linguistic tools Def uses:

Repetitions

Turn-taking — interruption, latching
Rhetorical questions

Throat clearing

Tone of voice

Laughing

Not releasing the turn

Prs meets the playful ridiculing strategy with
pauses, hesitation sounds, self-interrupted attempts for
rebuts (“well”), prolongations, all of which indicate at
least a confusion. As a result, Prs’ input in the process
of restructuring the problem is restricted.

Agreeable and Helpfulness -
Incompetence

The functional potential of ridicule and embarrassment
evolves in a direction of friendly requests for coopera-
tion as Def asks Prs what value he suggests. Since Prs
demanded jail it becomes critical to find out if Def’s
client has been in jail. Def presents himself as helpful
when Prs lacks information on important issue such as
how long the defendant spent in jail already. In par-
allel with the entertainment and ridicule, Def appear
as an agreeable negotiator. The agreeable persona is
expressed with a reference to the personal name of Prs
who Def just made fun of and put in a corner.

170 Def: Well what are you asking for.<>Lemme I
mean [ always usually

171 go along with whatever Jerry says.<

172 Jge: How long was ’e in jail?

173 Prs: He bailed o:ut, uh:b I can’t tell from: my note
he:re other

174 than the fact that (.) i — does yer honor
indicate that

175 t[he Jthe time [of ()]

bailed im out after she called the c(h)ops
on 'i(h)m f(h)in’ ou(h)t what [(i'was) all
ab(h)out.]

This helpfulness is again dominated by the play-
ful entertaining tone (“lemme”, “mumma”), which
mitigates the seriousness of the offense and thus works
towards minimal judgment. The contrast between this
emotion and the aggression and ridicule expressed
earlier illuminates the manipulative character of the
expressed emotion. The mention of Prs’ personal name
as a third person expresses further deliberate bonding
and at the same time functions as an invitation to the
involvement of the third party, Jdg. As a result, since
Prs appears incompetent and Def helpful, Jdg proceeds
with a short lecture to Prs, which is not quoted here.

Elicitation of Empathy - Refusal
of Empathy, Irony

Number of the defense’ arguments build on and aim to
evoke empathy: being black is a disadvantage therefore
an excuse; being drunk provides an excuse too, as well

as having one’s “mom” call the “cops”.

179 Def: [Well. lemme ask 'im. I assume ‘is mumma
bailed 'im out after

she called the c(h)ops on ‘i(h)m f(h)in’
ou(h)t what

[(i’was) all ab(h)out.]

180
181

Empathy elicitation is signaled by number of lin-
guistic devices, such as

Tone of voice

Lexical choices (mom, cops, reminds of adolescent
speech style thus pointing to the person’s immatu-
rity, reaches to personal association with own family
history)

Gesture

Elicitation of empathy aims at a particular restruc-
turing of the problem at hand, namely no jail. Prs
responds partially with slight sarcasm and partially
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with concrete arguments from the record, which chal-
lenge the elicitation of empathy and indicate indirect
disagreement with the value suggested by Def.

204 Prs: He has ub a: one prior. (0.3) conviction in this

jurisdiction

205 with thee uhm (0.8) sheriff’s office, of of
interestinly

206 enough. w:v striking a public officer and of

disturbing peace.

Prs’ refusal to give the elicited empathy (initial “he
has ub a: one prior.”) restructures Def’s emotional
argumentation. It is expressed by

Hesitation sounds

Pauses

Emphatic intonation

Irony expressions (such as “interestingly enough”).

The emotional potential of this plea bargain is thus
further restructured to a number of possible evolutions.

Aggression - Rebuts and Anxiety

Def interprets Prs stance taking as a challenge (204—
206) and responds with sudden explosive counter
challenge. The entertaining and ridiculing style, inter-
changed with demonstrations of helpfulness and agree-
ability develops into an expression of anger and disgust
contempt and a decisive threat (italized, line 207). Prs’
reaction is again a self-explanation presented in an
even weaker manner as he stutters and has difficul-
ties formulating a sentence (line 209). Def continues
his ridicule by mocking back-channels, initial inter-
ruptions, latching, ridiculing mocking repetitions, etc.
(lines 207, 208, 216, 220). In this manner, Def gains
once again a dominant emotional role in the con-
versation, wins the floor and presents his personal
hypothetical interpretations as arguments.

204 Prs: He has ub a: one p_rior. (0.3) conviction in

this jurisdiction

205 with thee uhm (0.8) sheriff’s office, of of
interestinly

206 enough. u:v striking a public officer and of

disturbing peace.

207 Def: Will you knock it off. ((disgusted tone)) (0.5)
You wanna make
208 a federal case out of this;

209 Prs: N:o, [IT just] think [that that i]t's it's not uh
this uh=

[ hhh][hhm]

=happy go lucky chap’s uh first (1.0)
encounter with uh um (1.8)

[Statistic]ly if ya got black skin:. you ar (0.2)
you ar ()=

(O]

=hhighly likely to contact the police. I think
uh:substantially more likely than if you’re
white.<Now come

210 Def:
211 Prs:

212 Def:
213 Prs:

214 Def:
215

216 on.<Whadda want from'im. (0.6) He's got a
prior.

217 (1.8)

218 Jge: Well we know he spent ten ho:urs, ehhem
(1.0) end

219 uh:: [we know he’s been down here fer]
mo:re

220 Def: [ (He)o:nlyspentten] ((mock shock))

221 (0.8)

222( ):  ((throat clear))=

Emotionally loaded imperative expressions such as
“knock it off”, “come on” and throat clearing act
as more powerful persuasion devices than the argu-
ments, which by themselves are inferential and unmo-
tivated:

Tone of voice

Sentence modality

Turn taking —interruption, latching, backchannels
Lexical expressions

Sequential timing of aggression

Def’s sudden anger display has a successful strate-
gic effect. Prs’ emotive-cognitive reaction to threats
and anger is expressed by increase of:

self-repetitions
pauses

hesitation sounds
final silencing

Negotiation about value is evolving through joint
emotional actions and reactions.
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Re-contextualization or Agreement
in a Parallel World

The negotiation goes through number of stages, which
are driven by dynamic re-contexualizing of the other’s
mind and restructuring of values, controls and prefer-
ences: as the defense attorney presents his client as “a
good guy in trouble”, the prosecutor refers to previ-
ous record; as the previous record is mentioned, the
defense counsel ridicules the idea of a jury trial for
“such as small thing”, etc. After a few cycles of emo-
tionally loaded interactive duel and directly after Def’s
anger demonstration the parties end up in silence with
no resolution.

221
222 ():
223]Jge:

0.8)

((throat clear) =

=what do you think would be reasonable.

Jerry,

224 (6.0) (sound of turning papers throught))
Throat clear, as the one on line 222, is a recognized

emotional “non-verbal” expression of contempt, irri-

tation, anger, disagreement, social anxiety and silence

filler (Poyatos, 2002), in this case all at the same time.

The resulting silence is an indication of emotional

exhaustion and need of restructuring. At this point the

judge says:

225 Jge: Do I hear it raining again? Is it [( )]

226 Def:: [°Oh my] god.

227 (1.2)

228 (D): 'h[h

229 Jge: [I think that's rain [isn’ it?

230 Def: [It only does it for spite.

231 0.5)

232 Prs: I think it is too.=

233 Def: =The suit’s made of sugar.<It melt[s.

234 Prs:  [() outof (.)

235 of (0.7) top on it.’It’s a firebird. It's a — (0.5)
((clicking

236 sound: chair?)) ().

237 ():  ((audible breathing))

238 (J): ‘"hhh

239 Prs: Is a seventy “five dollar (fine)?

240 Jge: Hh Heh huh.’hh-

241 Def: Why don’t we compromise and make it fifty.

242 Prs: That's done.

243 Def:  Ar[ri(h)ght.]

The sudden interruption of the silence and the
negotiation on line 225 brings an unexpected refram-
ing of the situation outside of the judicial and per-
sonal/emotive context. Instead of directing attention
to the other’s mind as a context, the participants are
asked to shift mental attention to a larger context,
in which they are all embedded. This shift brings
feeling of relief and almost immediate re-framing
of personal and professional goals, values, and pref-
erences, which ends in a sense of a collaborative
win-win resolution. One may ask oneself, was it
worth fighting over 50 dollars? It certainly is for the
defense counsel since he avoided jail for his client.
His emotional strategy was successful in this negotia-
tion also thanks to the involuntary “cooperation” of the
prosecutor.

Particularly interesting is the empathic exchange
between the opponents regarding the effects of rain.
Prs expressed an agreement with Def in the context
of the world outside of the problem at stake, namely
that the rain comes when it is least expected, “I think
it is too” (line 232). Both express surprise by the rain
and both display irritation with it: Def complains that
his suit will melt and Prs complains that the top of his
convertible is down. In this exchange, their interaction
is harmonious: agreements and complaints are done
in synchrony and quickly as latching utterances, Prs
is not self-repeating, no hesitation sounds, no pauses.
After this moment of mutual empathy and common
ground in relation to the rain, Prs makes his settle-
ment offer in line with Def desire. The final bargain
part is done smoothly and a compromise is reached in
seconds. After an explosive negative emotional devel-
opment, the re-framing of the situation helped the
participants’ to restructure understanding of the value,
of the importance of the issue at stake and radically
change preferences.

Evolution of Emotion in Negotiation

Emotion is an important device for problem restruc-
turing, including goals, values, and preferences in the
discussed negotiation. Def’s display, indication, signal-
ing and concealing of emotions evolve in the following
order:
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flattery, humor, ridicule, helpfulness, empathy elicita-
tions, anger-anxiety-irritation-contempt, humor and
empathy-elicitation.

Prs’ displays of emotion-cognitive states are reac-
tive and repetitive rather than strategic:

seriousness, confusion, refusal to give empathy, irony,
confusion, feeling of intimidation, empathy giving.

The emotional structure of this negotiation pro-
duces exhaustion, which is reflected by long silences
before judge’s re-contextualization (lines 221 and
224). Emotive-cognitive and physical exhaustion leads
to a tendency to compromise.

The defense counsel uses emotion as argumenta-
tion strategy throughout the entire negotiation (see also
Martinovski and Mao, 2009). However, the reactive
emotions of the prosecutor are not necessarily part
of the prosecutor’s own strategy although they might
be part of his opponent’s strategic ToM model. The
interactive restructuring of problems and outcome is
thus a result not only of the emotional strategy of
the defense attorney but also of the emotive-cognitive
interpretations and reactions of the prosecutor and the
judge.

In sum, it is not simply the personal goals and val-
ues of the participants that determine their emotions
but also the meeting of the emotions of different parties
(see also chapter by Bryant, this volume). The func-
tional potential and power of emotion is related to the
functional potential and power of linguistic-discursive
display. Even a simple throat clear can have multiple
functions and can express number of emotions at the
same time.

Between Man and Man

Do roles, social frames, social identities, codes, sig-
nals, personal and interpersonal goals, etc. explain and
exhaust all that transpires between man and man? Can
sociology cover everything between man and man?
Martin Buber’s answer is negative (1995, p. 17) and so
is Shakun’s (this volume). In interaction, one is deal-
ing with own models of the other rather than with the
actual state or goals of the other. This is the case for the

cognitive organization of virtual humans and for inter-
action between humans. Sociology studies social and
discursive realizations of these projections. But besides
this social lawyer of interaction there is a more funda-
mental aspect of being and communication, which is
beyond current sociology. This is what Shakun calls
connectedness, what Buber calls dialogical principle
(1995) and what Levinas (1989) calls response-ability
to/for the Other. The functional potential of emotions
provides an opportunity for the ethical, for a reexami-
nation of values and goals in the relation between the
Self and the Other. This relation with alterity bears
out the tension between the temptation to reduce or
transcend difference, the temptation for fusion, on the
one hand, and the challenge instituted by the encounter
with otherness, on the other. This tension implies
traversing the boundary of Self and Other towards
the terra incognita of alterity. Such involvement may
indeed bring one closer to the limit of communication,
which entails the risk of “failure”, of communica-
tion breakdown. However, it is exactly at breakdown
that communication as a joint project of reconciliation
gets the opportunity to enter the space between man
and man, as illustrated by the final silence and prob-
lem restructuring in the plea bargain described earlier.
Thus the new trend in studies of negotiation views lan-
guage not only as a vehicle for transmission of thought
and emotion but also as a manifestation the ethical.
Ethics emerges through and in language and discourse:
beyond the contents delivered and the linguistic struc-
ture it enforces, language and discourse inspire the
fundamental response-ability between Self and Other.

Conclusions

Current trends within cognitive-emotive studies in
negotiation are concerned with the use of novel meth-
ods and new media as well as with the adaptation of
emotion within existing theories and the development
of new theoretical models of emotion in negotiation
and group decision support systems.

In parallel with the perpetual refining of the under-
standing of the true causes and effects of emotion
in group decision-taking there is also an interest in
the essence of emotion as well as in interaction
between man and man, beyond strategic information-
management.
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Developments within neurology and cognitive sci-
ence emphasize the importance of emotion for cog-
nitive functions such as decision-making and plan-
ning. The new trend in negotiation studies reflects
this insight in a number of ways. First, it is aware of
and seeks cooperation with neurological approaches
to negotiation and decision-making. Second, it devel-
ops understanding and ideas for the involvement
of ToM research in negotiation models. Third, it
views emotion as a process and studies the effect of
functional potential of emotion on the evolution of
problem restructuring in negotiation through authen-
tic data analysis. Fourth, it studies inter-human com-
munication in different media and explores cogni-
tive models for negotiation between Virtual agents
and humans, which offer opportunity to VR-simulate
cognitive behaviors. Fifth, it acknowledges the lim-
itations of traditional sociological and behavioral
approaches to emotion and negotiation by formulat-
ing ethical views of negotiation as a meeting with
otherness and as instances of connectedness. Sixth, it
acknowledges emotions’ multi-functionality in nego-
tiation. Negotiation about values and goals evolves
through joint cognitive-emotional actions in communi-
cation thus emotions’ functional potential is analyzed
in terms of joint interactive projects. Participants’
ToMMs are operationalized in discourse by connecting
them to notions of context, expectedness, intended-
ness and interpretation of expression and evocation.
Emotion contributions to joint communicative projects
are settled by the interpretation of the addressee/s, not
only by the intentions of speakers. The resulting func-
tional potential and functional power of emotion drives
problem restructuring and the evolution of problem
representation.

Insights into the effects of participants’ ToMMs’
multi-functionality of emotion in negotiation improve
conflict resolution.

In addition, current research on electronic and face-
to-face negotiation dialogue suggests that memorizing,
planning, decision-taking, calculation, and emotion
processing are realized in parallel i.e. emotional con-
tent is not delayed when task-related information is
conveyed.

The new trend emphasizes that words (verbal and
non-verbal) matter, they affect expression and per-
ception of emotion in local and intercultural settings.
Specific linguistic manifestations of emotional dom-
inance (flattery, sarcasm, ridicule, aggression etc.)

exhibit different levels of awareness — from lexical
choices to tones of voice and paralinguistic expres-
sions. Word choice, especially factual, gestures and
intonation are of decisive importance for a successful
negotiation, face-to-face or electronic. Features, such
as choice of object of counter-arguments and treatment
of minority opinions during a discussion influence
the distinction between reasonable and unreasonable
disagreement. In dyadic e-negotiation assent-oriented
wording of relations and actions, such as inclusive
we-expressions and linguistic formulations of positive
emotions, can be used to predict successful negotia-
tions, which seem to be more economical in time and
cognitive effort than failed e-negotiations.

Last but not least, emotion in negotiation is inti-
mately related to issues of ethics and connectedness
in negotiation. This new understanding of communi-
cation and emotion in cognition triggers future search
for new and creative methods, which goal is to enhance
finding common ground and reaching of agreement by
emphasizing the integrated nature of brain functions
through e.g. art, images and music.
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Doing Right: Connectedness Problem

Solving and Negotiation

Melvin F. Shakun

Introduction

We consider problem solving and negotiation to be
integral and sometimes use the term problem solving/
negotiation, or simply problem solving. Problem solv-
ing/negotiation can involve individual and group (mul-
tiagent) decision, collaboration, negotiation, and con-
flict resolution/transformation/reconciliation.

Connectedness Problem Solving and Negotiation
(CPSN) is individual and multiagent (group) problem
solving and negotiation evolving towards agent conne-
ctedness (Section “One, Two, Agent, System, Purpose,
Consciousness, Connectedness, Common Ground and
Communication”) with a problem system of pur-
poses and their relations that expresses doing right by
defining/solving a validated “right” problem/solution.
The solution constitutes right action (Section “Doing
Right”). Validation means the problem/solution satis-
fies spiritual (right) rationality (Sections “Rationality
to Spiritual (Right) Rationality” and “ESD Spiritual
(Right) Rationality Validation Test”). A negotiation
agreement requires multiagent agreement on the action
to be taken.

CPSN is effected through Evolutionary Systems
Design (ESD), a game-theory based, general for-
mal systems-spirituality modeling/design framework
for problem solving/negotiation implemented by com-
puter technology. By systems-spirituality here we
mean that in systems modeling/design of problem

M.F. Shakun (D<)

Leonard N. Stern School of Business, New York University,
44 West 4 Street, New York, NY 10012-1126, USA
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solving/negotiation, an agent can represent an evolv-
ing system of purposes and their relations (the ESD
evolving problem representation) from the lowest-
level action to the highest purpose as defined by the
agent. For some agents that highest purpose could be
spirituality, connectedness with One (Section “One,
Two, Agent, System, Purpose, Consciousness, Con-
nectedness, Common Ground and Communication”),
but not necessarily — a surrogate purpose (Section
“Spiritual Rationality and Right problem Solving:
Theory and Practice, Surrogates”) could be used.
To give recognition to this, we view problem solv-
ing/negotiation as systems-spirituality design imple-
mented by computer technology.

In developing CPSN through ESD (CPSN-ESD) we
discuss a variety of concepts. This chapter, clarify-
ing aspects of Shakun (2009), is about evolutionary
modeling/design and technology, and about experienc-
ing systems and subjective connectedness in problem
solving/negotiation. Chapters in this Handbook by
Martinovski on emotion in negotiation; Lewis, and
Kersten and Lai on computer technology relate to our
work here.

One, Two, Agent, System, Purpose,
Consciousness, Connectedness,
Common Ground and Communication

Everything is
expressible.

experience. Experience is partially

One represents all there is, the absolute, the impli-
cate order, the quantum vacuum, emptiness, God, Tao,

D.M. Kilgour, C. Eden (eds.), Handbook of Group Decision and Negotiation, Advances in Group Decision 87
and Negotiation 4, DOI 10.1007/978-90-481-9097-3_6, © Springer Science+Business Media B.V. 2010
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Being, the non-manifested. Two represents the process
of all there is, the relative, the explicate order, excita-
tions of the quantum vacuum, the manifested, agents.
Two, manifests from One as agents and signifies at
least two agents.

An agent constitutes energy/matter/consciousness
integrally bound. I am an agent — I experience myself
as an agent, a human agent. Beside myself, I experi-
ence other agents (the “other”). One, all there is, is
distributed so that each agent is One and Two. I am One
and Two, and so are you. The human greeting nameste
— One in me honors One in you — gives recognition to
the I-am-One aspect. Agents may be natural or artifi-
cial (Shakun, 2003a). Natural agents may be humans,
animals, insects, plants or so-called inert matter (as
rocks and water). Artificial agents may be robots,
softbots (software agents), computers and artifacts in
general. Artificial agents are designed by human or
other natural or artificial agents. Agents have various
degrees of autonomy (freedom form external control).
An agent problem solves/negotiates/creates/designs in
Two by taking action.

Here we focus mostly on human agents. The ideas
are applicable to other agents with lesser (or greater)
matter/energy/consciousness capabilities than humans
according to their built-in capabilities. This has to
be developed further, but for relevant discussion, see
Shakun (2001a).

Experientially, a system is a subjective experience
of an agent involving physical and non-physical ele-
ments and their relations. Physical elements are agents
and non-physical elements are purposes in ESD. An
agent itself is a system comprising other agents (com-
ponent systems) and is itself a system (component) in
other systems. The term agent/system emphasizes that
an agent is a system. Mathematically, a system is a set
of elements and their relations with no subset of ele-
ments unrelated to any other subset. A relation is a
subset of a Cartesian product of sets. A process is a
time description of a system, i.e., a dynamical system.

An adaptive agent/system exhibits adaptive behav-
ior — changing behavior (action) to cope with change
in its environment or internally to attain adaptive
purpose (intended result). Purpose can be apparently
purposeless as in play (The National Institute for
Play website, http://www.nifplay.org). Intelligence of
an agent/system is defined as its capacity for adap-
tive behavior (Section “Intelligence and ESD””). When
adaptation includes change through cybernetic positive

feedback/feedforward and self-organization as well as
cybernetic negative feedback/feedforward, we say the
agent/system is complex. Adaptive systems that can
choose their own purposes are purposeful. Hence, we
have Purposeful Complex Adaptive Systems (PCAS)
engaging in cybernetics/self-organization involving
choice of purposes and the means (other purposes) to
attain them, i.e., PCAS are capable of purposeful, com-
plex, adaptive systems design/action. The Evolutionary
Systems Design (ESD) framework models problem
solving and negotiation processes by PCAS engaging
in cybernetics/self-organization.

Consciousness of an agent is awareness — consti-
tuting self-organizing response capacity — manifesting
(as we know at least in humans) inner, subjective,
qualitative experience (qualia), i.e., consciousness
is awareness/qualia experience. In the evolution
of energy/matter/consciousness in natural agents,
consciousness evolved cumulatively (each suc-
ceeding level including or nesting the preceding
ones) and expansively manifesting purpose/conation
(response/action via body)/swarm/emotion'/social/
cognition/system/One consciousness awareness/qualia
components, these integrally bound (indicated by
the/sign) as a holistic consciousness awareness/qualia
experience component. Thus, we have identified nine
consciousness components. Human consciousness
exhibits all nine of these.

How diverse information is integrally bound to pro-
vide a unified, holistic experience is known as the
binding problem. Zohar and Marshall (2000, 2004)
argue that in humans synchronous neural oscillations
in the 40 Hz (cycles per second) range (gamma waves)
are the neural basis of consciousness, and that quantum
theory explains the coherence of consciousness.”

By associating awareness/qualia and their inte-
gration with various neural systems in the brain,

I Damasio (1999, 2003) distinguishes between emotion and
feeling — emotion preceding feeling — with affection a term
including both. We do not pursue this here; we use the term
emotion with affection, emotion and feeling considered inter-
changeable.

2 More generally, perhaps in other natural agents there is a quan-
tum basis for consciousness coherence within individual agents
and among agents allowing coherent collective (group, system)
behavior (action) that underlies, for example, swarm intelligence
studied by Couzin and others in ants, birds, locust, fish and
humans, and relatable to robots (see Zimmer, 2007).
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neuroscience has added to our understanding of these
awareness/qualia. For example, with regard to social
consciousness, theory of mind (mindsight) — involv-
ing our ability to sense the mind of the “other”, as in
empathy, memes and priming — discusses mirror neu-
rons that mirror in us the same neuron activity as in the
“other” (Goleman, 2006).

Connectedness is a dynamic subjective relation
experience of consciousness of an agent (Shakun,
2001a). An agent can experience connectedness
through each of the above nine awareness/qualia — con-
nectedness through: purpose connectedness/conation
connectedness as right (perfect, connected) action®
via body/swarm connectedness through simple-rule
agent social interaction/emotion connectedness as
love/social connectedness with others/cognition
connectedness as oneness/system connectedness —
connectedness with a system/spirituality or connect-
edness with One; and holistic connectedness. When
an agent experiences connectedness with One, he
experiences connectedness with all awareness/qualia.
Connectedness awareness/qualia can be agent pur-
poses with connectedness with One as ultimate
purpose (Section “Shared Inherent Purpose”).

With non-connectedness these awareness/qualia be-
come: non-connected purpose/non-connected action/
simple-rule social non-interaction/fear/non-connected-
ness with others/separateness/non-connectedness with
a system/non-spirituality or non-connectedness with
One; and holistic non-connectedness.

We comment on social, system and One connected-
ness:

Social Connectedness: Connectedness
with Others, the “Other” (Other Agents)

Social connectedness of an individual agent i is con-
nectedness of agent i (i = 1,2,...) with another

3 In classical Chinese philosophy (Lau, 1961; Merton, 1969), wu
wei (meaning literally “without action”, wu meaning “nothing”’)
is the name for perfection action/non-action. Wu wei means per-
fect action for any action (conation) in Two in perfect harmony,
i.e., connected with One (Tao), and non-action for any action
in Two not connected with One. In our work, “right action” is
perfect (connected) action.

individual agent j (j = 1,2,...) and can be represented
as a mathematical relation expressed by a matrix Z(i)
= [z(i, j, 1)]. At time ¢, if agent i experiences con-
nectedness with j, z(i, j, ) = 1; z(i, j, ©) = 0 signi-
fies non-connectedness. By definition, z(i, i, f) = 1.
Connectedness of agent i with j in Z(i) reinforces con-
tinued connectedness of agent i with j in Z(i). The set
of agents j with whom agent i experiences connected-
ness constitutes agent i’s social connectedness family.
The experience of connectedness with others can be a
purpose.

Connectedness (non-connectedness) of agent i
with agent j in matrix Z(i/) encourages recipro-
cation — connectedness (or non-) of j with i in
matrix Z(j). Connectedness of i with j and j with i
constitutes mutual or reciprocated social connected-
ness. Reciprocated connectedness reinforces continued
reciprocated connectedness. Since agent i does not
know Z(j), he judges (estimates) agent j’s connected-
ness (or non-) to him. The set of agents j with whom
agent i experiences reciprocated (mutual) connected-
ness constitutes agent i’s reciprocated social connect-
edness family which may equal to or be a subset of his
connectedness family.

In addition to individual agents j, agent i can experi-
ence connectedness or non-connectedness collectively
with one or more sets J of agents j and these J can
be incorporated as columns in the Z(i) matrix. Thus,
the “other” represents one or more sets J of individual
agents j. Further, individual agent i can be a member
of one or more sets / of individual agents represent-
ing “we” and these / can be incorporated as rows in
the Z(i) matrix. In negotiation “we”” negotiates with the
“other”, the counterpart.

Purpose Connectedness; System
Connectedness: Problem System
Connectedness with the ESD Problem
Representation

Agent i can experience system connectedness (or
non-connectedness) with a system involving phys-
ical and non-physical elements and their relations.
Physical elements are agents and non-physical ele-
ments are purposes in ESD. Connectedness (or non-)
with agents can itself be a purpose. Agent i can
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experience purpose connectedness with purposes.
The Evolutionary Systems Design (ESD) systems-
spirituality framework allows agent i to formally rep-
resent his experience in Two®* in problem solving and
negotiation as an evolving problem system of pur-
poses and their relations constituting agent i’s evolving
problem representation, hierarchies 1 and 2 (Section
“Connectedness Problem Solving Negotiation (CPSN)
and the Evolutionary Systems Design (ESD) Systems-
Spirituality Framework™). With an evolved problem
representation that represents a problem solution for
an agent, the agent experiences problem system con-
nectedness which is a purpose.

Spirituality Connectedness:
Connectedness with One

Agent i can also experience connectedness or non-
connectedness with an infinite-element set, experien-
tially equivalent to a one-element set we call One, or
“all there is”. At time ¢, for n agents i we represent this
experience as ann x 1 matrix Z*(i) = [z*(i, 1)]. At time
t, if agent i experiences connectedness with One, then
7*(i, t) = 1; z*(i, ) = 0O signifies non-connectedness.
Connectedness of agent i in Z*(i) reinforces continued
connectedness of agent i in Z*(i). We define spirituality
connectedness or simply spirituality as connected-
ness with One, or One connectedness. Connectedness
with One is a purpose (ultimate purpose, see Section
“Shared Inherent Purpose”) that an agent can incorpo-
rate into his ESD problem representation.

We can say that connectedness with One is spiri-
tuality and other connectedness awareness/qualia, i.e.,
connected action, swarm connectedness, love, connect-
edness with others, oneness, connectedness with sys-
tems, and holistic connectedness are spiritual. These
connectedness awareness/qualia can be surrogate pur-
poses for connectedness with One.

4 We note that representing formally, mathematically or talking
about experience is not the same as the experience. For dis-
cussion of the ESD general mathematical model, see Section
“Connectedness Problem Solving Negotiation (CPSN) and
the Evolutionary Systems Design (ESD) Systems-Spirituality
Framework” and footnote 5.

One connectedness while elusive is always there if
an agent is open to it since “I am One”. One con-
nectedness is the source of wisdom in Two. Problem
solving and One connectedness is discussed in Section
“Right Problem Solving, Spiritual (Right) Rationality
and Right Action”.

Connectedness (non-connectedness) of agent i with
One as represented by Z*(i) can promote and imply
connectedness (non-) of agent i with others, agents j in
Z(i). Connectedness (non-) of agent i with other agents
i in Z(i) can be a producer of connectedness (non-) of
agent i with One in Z*(i).

An agent i knows his own entries in Z(i) and Z*(i),
i.e., knows if he is experiencing connectedness (1) or
non-connectedness (0). If an agent j does not commu-
nicate his own entries in these matrices to agent i, the
latter can estimate them.

Common Ground

Reciprocated purpose connectedness — commonly
perceived/held/shared purpose connectedness across
agents — constitutes common ground that can facilitate
negotiation. Common ground can promote/produce
other common ground. Reciprocated connectedness
with others is an important example of common
ground. Negotiation is “a process of potentially oppor-
tunistic interaction by which two or more parties
(agents), with some apparent conflict, seek to do better
through jointly decided action than they could other-
wise” (Lax and Sebenius, 1986, p. 11). Negotiation can
be viewed as a process of grounding — identification
and expansion of common ground leading to a nego-
tiation agreement (Beers et al., 2006). A negotiation
agreement expresses common ground among agents
on at least the jointly-decided action purpose to be
taken, but generally not on all purposes in the problem.
Agents share an inherent ultimate purpose, connected-
ness with One inherent in manifesting from One that
constitutes ultimate common ground (Section “Shared
Inherent Purpose”).

The ESD referral process (Sections “Evolu-
tionary Systems Design (ESD)”, “High-Level Pur-
poses/Values™) can result in a discontinuous change
of consciousness generating new values, goals
and actions that could provide new common
ground.
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Communication, Dialogue
and Negotiation

Communication involves sharing experience from an
agent i to an agent j; fundamentally to produce (main-
tain) reciprocated connectedness — ultimately, spiri-
tuality. A dialogue is a two-way process of commu-
nication among agents. In their framework, Allwood
(1997) and Allwood et al. (2000) discuss aspects
of dialogue as cooperation, expressive and evoca-
tive functions, and obligations. Negotiation dialogue
is fundamental in the negotiation process towards a
negotiation agreement.

The nonviolent communication framework
(Rosenberg, 2004, 2005) - involving communi-
cating observations, feelings, needs and requests — has
connectedness with others, spirituality as purpose.

Communication can involve natural language (writ-
ten text, speech, non-verbal), data, artificial (computer)
language, etc. In addition to face-to-face, physical
connectivity for communication may be provided by
technology — telephone, internet (data, text, audio and
video), wireless mobile, etc. Physical connectivity can
affect subjective connectedness and that is where its
ultimate value lies (Shakun, 2001b).

Frameworks

A framework is an expressed on-going/evolving con-
sciousness experience of an agent for interpreting
Two. Agents experience Two differently — have dif-
ferent interpretive frameworks and different purposes.
Frameworks include mechanistic (Newtonian) and
quantum frameworks in physics for interpreting the
physical world that are also applied to the human social
world (Zohar and Marshall, 1994); religious/spiritual
frameworks as Judaism, Christianity, Islam, Hinduism,
Buddhism, Taoism, Humanism, animism, pagan-
ism, and atheism; communication frameworks, e.g.,
Alwood et al. and Rosenberg frameworks (Section
“Communication, dialogue and Negotiation”). In a
sorcery framework, sorcerers can perceive differ-
ent worlds resulting from different cognitively-sensed
energy data (Castaneda, 1998a, b).Sorcerers see agents
as luminous, and physical connectivity between agents
as luminous energy filaments. Evolutionary Systems

Design (ESD) — discussed below — is a systems-
spirituality modeling/design framework for problem
solving and negotiation.

Frameworks are expressions of culture,and so are
purposes and their relations within a given framework.
As a working definition, Faure and Rubin (1993, p. 3)
define culture “as a set of shared and enduring mean-
ings, values, and beliefs that characterize national,
ethnic, or other groups and orient their behavior”.
Hofstede (1991, p. 260) defines culture as “the col-
lective programming of the mind which distinguishes
the members of one group or category of people from
another”. Shakun (1999b) discusses an ESD computer
culture framework for intercultural problem solving
and negotiation.

Differences in frameworks and purposes within
frameworks among agents can cause conflicts, but can
also provide creative opportunities in problem solving
and negotiation. There are possibilities for influence,
cross transfer and integration of frameworks, and iden-
tification of equivalent elements across frameworks,
e.g., see Shakun (2006a). Emergence of new problem
elements can occur. Adoption of an ESD computer
culture framework (Shakun, 1999b) by a multicul-
tural group can result in emergence of a new common
culture with new problem elements (purposes and
their relations) for solution of the problem at hand
and for future negotiations. Cultural emergence arises
in problem solving through the interaction of pro-
cess and content from the individual multiple cultures
involved.With all agent frameworks for Two, con-
nectedness with One is universally involved, at least
implicitly.

Connectedness Problem Solving

and Negotiation (CPSN)

and the Evolutionary Systems Design
(ESD) Systems-Spirituality Framework

Connectedness Problem Solving and Negotiation
(CPSN) is individual and multiagent problem solv-
ing/negotiation evolving towards agent connectedness
with a problem system of purposes and their rela-
tions that expresses right action (a solution) pro-
ducing connectedness with One, spirituality (or a
surrogate, Section “Spiritual Rationality and Right
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problem Solving: Theory and Practice, Surrogates”).
CPSN means problem solving/negotiation for connect-
edness/right action.

CPSN is effected through the Evolutionary Systems
Design (ESD) Systems-Spirituality Framework imple-
mented by computer technology. CPSN-ESD denotes
CPSN through ESD.

ESD is a game-theory based, general formal
systems-spirituality design framework for PCAS in
modeling/designing individual and multiagent prob-
lem solving/negotiation. By systems-spirituality here
we mean that in systems modeling/design of prob-
lem solving/negotiation an agent can model/design an
evolving problem system of purposes and their rela-
tions (an evolving problem representation, hierarchies
1 and 2 below) from the lowest-level control (decision,
action) to the highest purpose, connectedness with
One, spirituality (or a surrogate, Section “Spiritual
Rationality and Right problem Solving: Theory and
Practice, Surrogates”). For an agent, an evolved prob-
lem system satisfying spiritual rationality (Sections
“Rationality to Spiritual (Right) Rationality” and
“ESD Spiritual (Right) Rationality Validation Test)
identifies right action (a solution) producing spiritual-
ity, connectedness with One (or a surrogate) for that
agent. A negotiation agreement (Section “Common
Ground”) requires multiagent agreement on the action
to be taken. Thus, CPSN-ESD means problem solv-
ing/negotiation for connectedness/right action through
systems design with ESD.

Evolutionary Systems Design (ESD)

The ESD general framework (general problem rep-
resentation, structure or system) can be applied
in defining (designing) and solving specific prob-
lems/negotiations.Doing right — taking right action —
can be formally validated by ESD.

A problem may be represented by an evolving sys-
tem involving relations between sets of elements, as
(1) players, agents, decision makers or negotiators; (2)
values or broadly stated desires; (3) goals or specific
expressions of these values; (4) controls (decisions,
actions) taken to achieve these goals and values; (5)
criteria based on goals for evaluating the effectiveness
of decisions; (6) individual preferences defined on cri-
teria; and (7) group or coalition preference defined on

Values

Goals/values relation

Goal variables

Controls/goals relation

Control (decision, action) variables

Fig. 1 Hierarchy 1 relation between control variables, goal
variables, and values

individual preferences. Sometimes goals and controls
are the same. The ESD system, i.e., general problem
representation (system) may be shown as two evolv-
ing hierarchies of relations. Hierarchy 1 (see Fig. 1)
is a framework for defining (designing) a problem in
the general sense of defining values to be delivered
in the form of goal variables by exercising control
(decision, action) variables. Hierarchy 2 (Fig. 2) is con-
cerned with finding a solution — finding the levels or
particular values of the control and goal variables as
currently defined in hierarchy 1. The problem repre-
sentation (hierarchies 1 and 2) may be individual or
group (joint).

The setting under consideration involves N players
(agents) in an evolving multiplayer decision problem
(game). The number N and the particular agents can
change over time. Drawing on Shakun (1988, 1990,
20064, b), a subset of the N players can try to work
together and form a group (coalition) C which can
comprise anywhere from one individual player to the
grand coalition of all N players. Group C may change
over time. Other players not in C can themselves form
one or more coalitions designated C.

For example, suppose that five players are not in C.
They could form a coalition C of the five players. C
could negotiate with this coalition. Another possibil-
ity is that C could consist of two coalitions each of
two players and one individual player (a “coalition”
of one). The C vs. C game could involve C in three
bilateral negotiations; or the C vs. C game could be a
four-coalition multilateral negotiation.
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Coalition (group) preference: compromise solution

Coalition preference structure
(game theory, social choice, concession-making)

Individual preferences

Individual preference structures

Criteria

Goal/criteria relation

Goals

Technology

Controls (decisions, actions)

Fig. 2 Hierarchy 2 relation between controls, goals, criteria,
individual preferences, and coalition preference

Problem Solving is systems design is cybernetics/
self-organization. ESD involves evolution (successive
designs) of the group problem representation/system —
evolution of the sets of elements and their relations
represented in evolving hierarchies 1 and 2 — through
cybernetics/self-organization: (a) problem adaptation
through learning associated with cybernetic negative
feedback/feedforward, as through information-sharing
and concession-making; and (b) problem restructur-
ing or reframing (evolution) associated with cybernetic
positive feedback/feedforward and self-organization.
In ESD, cybernetics/self-organization is described by
a general mathematical model — as a dynamical sys-
tem (general problem representation) expressing the
evolving hierarchies 1 and 2 as an evolving differ-
ence game with a moving present. In working on a
specific problem, group (coalition) C uses this general
mathematical model to develop its evolving problem

representation and choose controls to play against
(offer) C. Hierarchies 1 and 2 may be thought of as
group C’s snapshot of its evolving dynamical system
at the current present.5

Group C plays a noncooperative game against C.
The ESD model is prescriptive-descriptive (Raiffa,
2002) — prescriptive for group C in making choices
based on its descriptive predictions of the behavior of
C. Within C, players play a within-coalition C game
whose agreed-upon solution constitutes the control
for C to play against (offer) C. Within group C, the
individual agents — in general having different views
(problem representations) — can play a cooperative
game meaning enforceable agreements are permitted;
otherwise the within-coalition C game is noncoopera-
tive. The formal group C (joint) problem representation
is based on the union of its formal individual-player
problem representations.® The latter include estimates
(predictions) by the respective individual players of the
set of controls (or subjective probabilities on this set)
useable by C. These are the basis of C’s prediction of
the set of C’s useable controls.

If the individual-player problem representations are
not fully shared (made public) within group C by indi-
viduals in that group, the group’s public group problem
representation will be incomplete. In this case, each
player (and others, e.g., a mediator) privately can sub-
jectively estimate missing information; in other words,
establish his private group problem representation.

5 Represented here by hierarchies 1 and 2, the ESD general
mathematical model (dynamical system) is given in Shakun
(1988, chapter 1), by relations (5), (6), (7), (8), (9) and a
goals/criteria relation there. A coalition (group) C plays a game
in time over a multiperiod planning horizon against the set C
of all other players not in C who themselves can form one or
more coalitions. The game has a moving present and is an evolv-
ing difference game. (Dynamical (described in time) systems in
discrete (continuous) time with two or more players are called
difference (differential) games.) Relation (5) is represented in
hierarchy 1 which shows the coalition C controls/goals/values
relation. Relation (6) is represented in hierarchy 2 as the individ-
ual and group (coalition C) preference structures. Relations (7),
(8), (9) are represented in hierarchy 2 by the technology relation
between controls and goals. The goals/criteria relation is also
represented in hierarchy 2. The relations (5), (6), (7), (8), (9) and
the goals/criteria relation model cybernetics/self organization.

6 Formal problem relations (always explicit) are expressed by
the formal group problem representation (hierarchies 1 and 2).
There are always also informal relations, those not expressed in
the formal group problem representation that may be explicit or
implicit.
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Table 1 Problem representation

Selection of Problem Structure at Bifurcation by:

Cybernetics/self-organization

in group problem Driven to Bifurcation by:

Cybernetic control

Self-organization

restructuring Cybernetic control

Self-organization

Cybernetics (description 1)

Self-organizing cybernetics

Cybernetic self-organization

(description 2)
Self-organization (description 3)
(description 4)

The control alternatives available to C to play in the
C vs. C game are analyzed. Playing against its pre-
diction of the set of C’s useable controls and using
a particular available control alternative, C can con-
trol to a predicted feasible output goal set using its
group technology (hierarchy 2). Similarly, for each of
its other control alternatives, C can predict its feasible
output goal set. This C vs. C predicted output analysis
is incorporated in the individual private group problem
representations of the players in C. Then the within
coalition C game is played either cooperatively or
noncooperatively to arrive at an agreed-upon compro-
mise solution (control alternative) for C to play against
(offer) C (Shakun, 1990). After C and C actually
play’ their present time period controls, C determines
what goal levels have been reached and so does C.
Negotiation may continue one time period later. C and
C may consider problem restructuring leading to an
evolved problem system (see below). Then each solves
its evolved problem to determine its control (conces-
sion) to now play. Thus, negotiation may continue
through concession making between C and C lead-
ing to either a compromise solution (agreement) or
negotiation break-off.

As described above, agreement between C and Cis
a compromise solution reached by concession making.
In addition to concession making, various game theory
and social choice approaches are available for find-
ing compromise solutions (Shakun, 1988, 1990). For
the use of case-based reasoning to find compromises,
see Sycara (1990) and for rule-based techniques, see
Kersten et al. (1988).

If coalition C comprises the grand coalition of
all N players, then C is empty, and an agreed-upon
compromise solution of the within coalition C game
can simply be implemented.

7 We are describing simultaneous play here. Sequential play
where players alternate playing present time period controls may
also be used.

With difficult problems, i.e., when a solution to a
problem is not forthcoming, problem system redesign
by problem restructuring (reframing) is a key approach
in cybernetics/self-organization. Associated with dis-
continuous change in consciousness, problem restruc-
turing involves redefining (redesigning) the structure
(sets of elements and their relations) in hierarchies 1
and 2. Regarding restructuring, a group problem repre-
sentation can have bifurcation points at which there is
a choice of branch (problem structure). Shakun (1996)
describes four possibilities for restructuring (refram-
ing) involving cybernetic control and self-organization
(Table 1).

For descriptions 1, 2, and 4 in Table 1, restruc-
turing may be supported using the ESD referral pro-
cess (described below) and other domain-independent
methodological knowledge (Shakun, 1991).% With
description 3, self-organization both drives the prob-
lem representation to bifurcation and selects the new
problem structure.

An interesting example of restructuring with
description 3, self-organization is provided by
Martinovski (2007). Using linguistic analysis and
drawing on theory of mind, she considers a plea
bargaining negotiation involving a judge, a defense
attorney and a prosecutor in which unexpected
reframing occurs bringing common ground and a
compromise agreement.

The ESD heuristic controls/goals/values referral
process is based on the idea that values, goal variables
and control variables can serve as reference, refer-
ral or focal points for generating other values, goal
variables, and control variables in restructuring the
controls/goals/values relation in hierarchy 1.

In hierarchy 1, consider the goals/values relation
as a matrix which shows which values (rows) are

8 Sycara (1991) uses case-based reasoning and related proce-
dures, and Kersten et al. (1991) uses rule-based techniques for
restructuring.
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delivered by which goal variables (columns) for indi-
vidual players in a group. For a given player, an
entry of 1 as an element of the matrix indicates that
the player is “for” the row value being delivered by
the column goal variable (the column variable being
a producer of the row variable, and promoted and
implied by the row variable), i.e., he/she favors both
the value and the goal variable as an operational
expression of the value. An entry of O indicates the
player is against the value being delivered by the
goal variable. An entry of * indicates the player is
neutral or does not perceive the value as being deliv-
ered by the goal variable. The entries for a given
player can change, and the sets of values and goal
variables can evolve using the goals/values referral
process.

In other words, we are relating two sets (lists),
values (rows) and goal variables (columns). ESD
makes use of heuristics (rules of thumb) for chang-
ing the two sets and their relation in problem
restructuring.

Some heuristics for the referral process stated
for values and goal variables (control variables
can also be used) are as follows (Shakun, 1988,
chapter 13):

1. Given a particular value (row) and looking at the
goal variables (columns), is there any other new
goal variable that also delivers the value, or should
an existing goal variable be dropped?

2. Given a particular goal variable (column) and look-
ing at the values (rows), is there any other new value
that is also delivered by the goal variable, or should
an existing value be dropped?

3. Given a particular value (row), is there any other
new value (more general or less general) that also
expresses this value?

4. Is. there any other additional value that is impor-
tant in this problem or should an existing value be
dropped?

5. Given a particular goal variable (column), is there
any other goal variable that is suggested by this goal
variable?

6. Is there any other additional goal variable that is
important in this problem or should an existing one
be dropped?

7. Is there any other additional player who should now
be included in the group goals/values relation or
should one be dropped?

Faure et al. (1990) discuss social-emotional aspects
of ESD. It is possible to include social-emotional
aspects as well as task aspects in the problem repre-
sentation.

Regarding coalitions, once a coalition C forms ESD
provides negotiation support for it. The ESD model
can also support coalition formation itself. ESD can
be used prescriptively by any player, player group, or
others in simulating a coalition C — try it out to see
if coalition C is worthwhile forming. Formal model-
ing of coalition formation is an active research topic —
see, for example the Coalition Theory Network web-
site, hosted by Fondatione Eni Enrico Mattai (FEEM),
http://feem.it/web/activ/ctn.html. Various cooperative
and noncooperative approaches in game theory are
noted. Some promising directions, e.g., network for-
mation theory as a generalization of coalition theory,
are included.

ESD supports consensus-seeking, i.e., moving
towards the same preferred (desired) solution for
all players, through sharing of views constituting
exchange of information. Of course, in practice if con-
sensus is not achieved, compromise can provide a
solution.

The ESD general formal mathematical model is
an evolving difference game (footnote 5). However,
in working with the evolving problem representations
(hierarchies 1 and 2) for specific problems, mathemati-
cal symbols are not normally used by players, relations
between sets of elements being expressed by tables

(matrices).
For further discussion on cybernetics/self-
organization, the ESD general framework, the

referral process, and applications to specific prob-
lems/negotiations, see Shakun (1988, 1990, 1991,
1995, 1996, 2003a, b, 2005, 20064, b).

Purpose in Hierarchies 1 and 2

A purpose of an agent is an intended result. Hierarchies
1 and 2 are hierarchies of agent purpose in Two.
In hierarchies 1 and 2, we note that the sets — val-
ues, goals, controls, criteria, individual preferences and
group preference — are all purposes of agents. More
general purposes are higher in the hierarchies. Higher
purposes may be characterized as ends, and lower pur-
poses that deliver (produce) these ends as means to
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ends. For example, in hierarchy 1, control (decision,
action) variables produce goal variables that produce
values; they are all purposes. Relation among these
purposes defines a system (structure), and constitutes
meaning. With ESD, problem solving as systems-
spirituality design means the design of purposes and
their relations in hierarchies 1 and 2 from the lowest
level control (decision, action) to the highest purpose
— connectedness with One, spirituality or a surrogate
for it. As desired intended results, all of these purposes
in hierarchies 1 and 2 may be loosely called “values”,
i.e., purposes/values.

Shared Inherent Purpose

Our core axiom: Human (and other natural) agents
have a shared inherent purpose — an ultimate pur-
pose in Two inherent in manifesting from One that
they hold in common constituting ultimate common
ground. This ultimate purpose (most general, highest
purpose/value in hierarchy 1) is to experience spiri-
tuality, connectedness with One, i.e., to live Two as
One — ultimate purpose connectedness — to hang out
in connectedness with One as a way of life in Two. As
ultimate common ground, connectedness with One as
shared inherent purpose can help agents work through
substantive conflict in values, goals and actions.
Nonetheless, an agent can use a surrogate purpose
in lieu of connectedness with One as highest purpose
in hierarchy 1 (Section “Spiritual Rationality and Right
problem Solving: Theory and Practice, Surrogates”).

High-Level Purposes/Values

Higher purposes in hierarchy 1 can promote and imply
lower purposes, and lower purposes can be producers
of higher purposes. The ESD referral process (Section
“Evolutionary Systems Design (ESD)”) can support
this.

For example, just below the highest value, connect-
edness with One, in hierarchy 1 an agent could place
at the second highest level the value (purpose) con-
nectedness with others (other agents, mathematically
represented by Z(i) — Section “Social Connectedness:
Connectedness with Others, the “Other” (Other

Agents)”). Connectedness with One can promote and
imply connectedness with others. Connectedness with
others can be a producer of connectedness with One.
Connectedness with others is a widely shared pur-
pose that can help agents work through substantive
conflict.’

An agent could place the value freedom at the third
highest level just below connectedness with others.
Connectedness with One and with others can pro-
mote and imply freedom. Freedom can be a producer
of connectedness with others and with One. If by
freedom we mean freedom for an agent and other
agents to fully engage in cybernetics/self-organization
for right problem solving producing connectedness
with One (Section “Right Problem Solving, Spiritual
(Right) Rationality and Right Action”), connected-
ness with One does indeed imply freedom. Love
is the affection component of connectedness with
One (Section “One, Two, Agent, System, Purpose,
Consciousness, Connectedness, Common Ground and
Communication”). We could say that connectedness
with One (and with others) is love — along with con-
nectedness with others, love is also placed at the
second highest level — is freedom.!” In principle, this
can provide support rooted in spiritual systems design
(ESD) for freedom and democracy (Sharansky, 2004).

In addition to freedom, an agent could place the
value justice at the third highest level. Connectedness
with others (and with One) can promote and imply jus-
tice. Justice can be a producer of connectedness with
others (and with One).

In terms of the ESD referral process (Section
“Evolutionary Systems Design (ESD)”), we can think
of connectedness with others (and with One) as
a higher purpose that generates first freedom and
then justice as lower purposes when the question in
heuristic 1 below is twice asked. We may think of
higher purposes, connectedness with One and con-
nectedness with others as being rows and lower pur-
poses, freedom and justice as columns in a lower
purpose/higher purpose matrix. Restating heuristic 1

9 In addition to connectedness with others, an agent could
also place other connectedness awareness/qualia purposes
(Section “One, Two, Agent, System, Purpose, Consciousness,
Connectedness, Common Ground and Communication”) at the
second highest level.

10 Walsch (2000, p. 204) simply says “love is freedom”.



Doing Right: Connectedness Problem Solving and Negotiation

97

(Section “Evolutionary Systems Design (ESD)”) we
have:

Heuristic 1 (restated): Given a particular higher
purpose (row) and looking at the lower purposes
(columns), is there any other lower purpose (column)
that is promoted and implied by the higher purpose and
can be a producer of the higher purpose?

We give another example of the referral process.
In declaring “We hold these truths to be self-evident,
that all men are created equal, that they are endowed
by their Creator with certain unalienable Rights, that
among these are Life, Liberty and the pursuit of
Happiness,” this portion of the U.S. Declaration of
Independence can be viewed as a heuristic 1 referral
process between higher purpose connectedness with
One and lower values equality, life, liberty and the pur-
suit of happiness. In Bhutan, the government empha-
sizes the purpose “maximize gross national happiness”
and there is an on-going transition from their historic
monarchy to democracy.

ESD cybernetics/self-organization in general and
the referral process inparticular can contribute to dec-
laration and constitution development/amendment and
constitutional law viewed as problems in systems-
spirituality design.

Restating heuristic 2 (Section “High-Level Pur-
poses/Values™), we can start with a particular lower
purpose (column) to generate higher purposes (rows).
In general, with the ESD referral process, we can start
with a purpose at any level and generate purposes at the
same or other levels. We can also ask whether there
is any other additional player (agent) who should be
included in the problem.

Doing Right

For doing right, an agent i defines/solves a validated
“right” problem/solution. The solution constitutes right
action. Validation means the problem/solution satis-
fies spiritual (right) rationality (Section ‘“Rationality
to Spiritual (Right) Rationality” and “ESD Spiritual
(Right) Rationality Validation Test”) — the action is
reasonable (satisfies generalized rationality) and is
a producer of connectedness with One or connect-
edness with a surrogate purpose (Section “Spiritual
Rationality and Right problem Solving: Theory
and Practice, Surrogates”). Examples of surrogate

purposes for connectedness with One are connected-
ness with others; freedom; the vector purpose (free-
dom, justice); the vector purpose (connectedness with
others, freedom, justice). The whole ESD problem
representation can be a surrogate purpose.

Recapitulation: CPSN Through ESD
(CPSN-ESD)

With CPSN-ESD, CPSN uses the ESD Systems-
Spirituality Framework implemented by computer
technology  (Section  “Technology: = Computer
Implementation of ESD and Applications”) for
evolutionary  problem solving/negotiation. This
involves designing an evolving problem system of
agent purposes and their relations in hierarchies |1
and 2 (an evolving problem representation). For an
agent, an evolved problem system satisfying spiritual
rationality (Sections “Rationality to Spiritual (Right)
Rationality” and “ESD Spiritual (Right) Rationality
Validation Test”) identifies right action (a solution)
producing spirituality, connectedness with One or a
surrogate (Section “Spiritual Rationality and Right
problem Solving: Theory and Practice, Surrogates™)
for that agent. A negotiation agreement (Section
“Common Ground”) requires multiagent agreement
on the action to be taken.

With CPSN, action in Two designated as right
action is intended to produce/renew/maintain connect-
edness with One (or a surrogate). Complementarily,
connectedness with One (or a surrogate) promotes
taking right action (doing right).

Intelligence and ESD

Intelligence can be viewed and defined in vari-
ous ways (Pfeifer and Bongard, 2007). With the
ESD framework for problem solving and negoti-
ation, we define intelligence of an agent/system
as its capacity for adaptive behavior, changing
behavior (action) to cope with change in the envi-
ronment or internally to attain adaptive purpose
comprising connectedness awareness/qualia purpose
(Section “One, Two, Agent, System, Purpose,
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Consciousness, Connectedness, Common Ground
and Communication”) and related values (purposes)
in the ESD problem representation. In other words,
with ESD the interest is on actualizing connectedness
intelligence for evolving the ESD problem represen-
tation to spiritual rationality (Section “Rationality
to Spiritual (Right) Rationality”) through purpose,
conation (body), swarm, emotional, social, cogni-
tive, systems, spirituality, and holistic intelligence.!!
Humans, at the top of the evolutionary intelligence
chain, exhibit all these intelligence, surpassing animals
in intelligence while retaining animalistic behavior
characteristics.'? For intelligence in robots, see Pfeifer
and Scheier (1999), Pfeifer and Bongard (2007),
Kennedy and Eberhart (2001) and Zimmer (2007).

Regarding intelligence in virtual agents, Swarthout
et al. (2006) describe a virtual human who negotiates
with a real human in a training exercise. The virtual
human, appearing on a large screen, has integrated
capabilities in task representation and reasoning, nat-
ural language dialogue, emotion, and action and body
movements including gaze, facial expressions and
body gestures. Some negotiation training sessions with
the virtual agent indicate continuing functionality with
problem restructuring.

Rationality to Spiritual (Right)
Rationality

Drawing on Shakun (2003a, b, 2006a), we discuss
rationality, cognitive rationality, generalized rational-

1 For discussion ofone or more of these intelligence types and
their relations see: For body intelligence, see Pfeifer and Scheier
(1999), Pfeifer and Bongard (2007); for swarm intelligence, see
Kennedy and Eberhart (2001), Zimmer (2007); for emotional
intelligence, see Goleman (1995); for social intelligence, see
Goleman (2006); for systems intelligence, see Hamalainen and
Saarinen (2007); for spirituality, spiritual and holistic intelli-
gence , see Zohar and Marshall (2000, 2004); cognitive intel-
ligence is considered by all these references; Rosenberg (2004)
considers purposes (values, needs) basic to purpose intelligence.

12 The triune brain model of MacLean (1990) involves three
evolutionary formations —R-complex (reptilian complex), lim-
bic system, and neocortex associated with reptilian behavior
(reptiles), emotion (early mammals), and cognition (late mam-
mals), respectively. Reptilian behaviors observed in humans are
described by MacLean, e.g., establishment of territory, challenge
displays, submissive displays, courtship behavior, etc.

ity, and spiritual rationality. For an agent, if a purpose
1 is reasonable (based on reason — in science, empiri-
cally verifiable) with regard to producing a purpose 2,
purpose 1 is said to be rational for producing purpose
2, i.e., the purpose 1/purpose 2 binary relation is rea-
sonable or rational for that agent. For n-ary relations,
rationality means production among purposes in the n-
ary relation is reasonable. Rationality is normally asso-
ciated with cognition; hence, the term cognitive ratio-
nality, rationality validated by cognition. We extend
rationality to generalized rationality where reasonable-
ness (rationality) of a purpose relation is validated by
an agent (1) using one or more of seven consciousness
components selected by him from (conation/swarm/
emotion/social/cognition/systems/One) and holistic,'®
or (2) holistic alone. Thus, the agent selects the
consciousness components used in the validation
test.

We further extend rationality to spiritual (right)
rationality where the purpose 1/purpose 2 relation or
an n-ary relation satisfies generalized rationality and
is a producer of connectedness with One, spirituality.
The latter, spirituality for an n-ary relation is vali-
dated using the same consciousness components as
selected in the test for generalized rationality by ver-
ifying connectedness as a subjective experience for
each of these components. See Section “ESD Spiritual
(Right) Rationality Validation Test” for further details
on validation for generalized rationality and spiritual
rationality. Other rationalities are possible, e.g., affec-
tive rationality where reasonableness is validated only
by affection (emotion). After discussing “problems”
in Section “Problems”, and “right problem solving,
spiritual (right) rationality and right action” in Section
“Right Problem Solving, Spiritual (Right) Rationality
and Right Action”, we present a subjective validation
test for spiritual rationality in Section “ESD Spiritual
(Right) Rationality Validation Test”.

Problems

Problems are in Two, not in One. Problem conscious-
ness of an agent means awareness of a problem.

13 In Shakun (2006a) the consciousness components used in
generalized rationality are conation, emotion, cognition and
holistic.
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Problem connectedness means connectedness of an
agent with a problem. Shared or reciprocated prob-
lem consciousness means awareness of a problem
shared by at least two agents. Following Shakun
(2006a), problem consciousness reveals two prob-
lem types: problem type (1) arises with the breaking
of an agent’s connectedness with One (or a surro-
gate, Section “Spiritual Rationality and Right problem
Solving: Theory and Practice, Surrogates”); problem
type (2) arises from an agent wanting to manifest
in Two his continuing connectedness with One (or a
surrogate). Regarding problem type (1), when relation-
ships in Two break the continuity of connectedness
with One, the agent has a problem so engages in prob-
lem solving to take right action (see next paragraph) to
produce re-connectedness with One. Regarding prob-
lem type (2), connectedness with One is there and the
agent’s problem is how to manifest it in Two through
right action which produces continuing connectedness
with One. In either case, the agent engages in problem
solving to take right action to maintain connectedness
with One (or a surrogate) as the agent’s way of life
manifesting One in Two.

Thus, a problem follows from unrealized purpose in
Two, the problem being modeled by using the evolv-
ing ESD general problem representation, hierarchies 1
and 2. Connectedness with One in humans is tenuous
and frequently lost so problems are ubiquitous. While
they can be painful reflecting non-connectedness with
One, problems are opportunities for re-identifying
right action sustaining the One experience. The discus-
sion that follows is applicable to an agent involved with
group (multiagent) problem solving, as well as to the
case of individual problem solving.

Right Problem Solving, Spiritual (Right)
Rationality and Right Action

Problem solving is systems design is cybernetics/self-
organization (Section “Evolutionary Systems Design
(ESD)”). This involves an agent in designing pro-
cedures (process) and using them — engaging in
cybernetics/self-organization to design the prob-
lem/solution system. Right (spiritual) problem solving
is right (spiritual) systems design is right (spiri-
tual) cybernetics/self-organization. In right problem
solving/negotiation, the agent works with other agents

in a group to design procedures (process), preferably
right procedures, that are used to design a right prob-
lem/solution where right means the problem/solution
or system of procedures satisfies spiritual rationality as
validated by the agent using a spiritual (right) ratio-
nality validation test (Section “ESD Spiritual (Right)
Rationality Validation Test”). A validated solution or
procedure constitutes right action — action that is gen-
eralized rational and produces spirituality (connected-
ness with One) for the agent. Spirituality for an agent
can require that an action also bring spirituality to
some or all other agents in the problem/negotiation, as
individually judged by them.

In other words, as judged individually by him, an
agent can validate a right problem/solution by a sub-
jective test for spiritual rationality presented in Section
“ESD Spiritual (Right) Rationality Validation Test”.
If validated, we say there is right problem rationality
meaning the problem/solution is rational and produces
spirituality. In any case, whatever the solution obtained
by problem solving, it is the result of using problem
solving/negotiation procedures (procedural process).
A system of procedures can also be validated as being
right, i.e., for rationality and spirituality by the same
subjective test used for right problem rationality. If
validated, we say there is right procedural rationality.
This is desirable since right procedures promote a right
problem/solution producing spirituality. At the same
time, spirituality promotes right procedural rationality.
Problem solving with spirituality promotes freedom to
fully engage in cybernetics/self-organization favoring
a right problem/solution.

Simply put, spirituality (connectedness with One)
by actualizing agent intelligence, promotes right prob-
lem solving/megotiation that in turn produces spiritual-
ity. Therefore, in beginning/continuing right problem
solving/negotiation if he is not already there, an agent
is advised to access (return, transit to) spirituality,
connectedness with One (Shakun, 2006a).

One is always there (“I am One”). Inner stillness
(awareness with quiet mind) is a key to connectedness
with One. If an agent loses connectedness with One,
inner stillness brings re-connectedness. Connectedness
with One is the default state and always returns if
the agent is open'* to it — turns off thought, lets

14 We note that in Buddhism, openness or emptiness means not
fixating or holding on to any thought.
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the problem go. Focusing on the now (the present
moment) by focusing attention on (sensing) anything
without thought — accepting the moment as it is —
lets the problem go, bringing inner stillness and con-
nectedness with One. One is always in the now, the
present moment (in Shakun, 2001a). The power of
now, Tolle (1999, 2003), is the power of connectedness
with Being (One). Tolle suggests various signposts
or portals to One, for example, focusing attention on
(sensing) the inner body. Focusing on the breath as
in mediation is well known. Lowest in the cumulative
evolutionary chain of emergence of Two from One,
the body provides direct access to inner stillness and
connectedness with One. Shakun (2001a) discusses
some techniques for letting the problem go and tran-
siting to connectedness with One. In religion prayer is
a key to connectedness with One. Play (The National
Institute of Play website, http://www.nifplay.org) can
bring connectedness with One.

Hence, an agent begins right problem solving by
(1) accepting the problem, (2) accessing spiritual-
ity (connectedness with One) if not already there,
and staying there as much as possible while (3)
developing/designing (preferably right, sometimes ad
hoc) procedures (process, means) and using them in
defining/designing a right problem/solution (product,
end).!> This involves the agent (1) judging (validat-
ing, testing) whether a suggested system of procedures
for designing (defining/solving) the problem is right
rational, i.e., whether there is right procedural rational-
ity, and (2) validating (testing) whether the resulting
defined problem/solution (represented in hierarchies 1
and 2) is right rational, whether there is right problem
rationality. A validation test for both right procedural
rationality and right problem rationality is presented in
Section “ESD Spiritual (Right) Rationality Validation
Test”. As noted, since right procedural rationality pro-
motes right problem rationality, right procedural ratio-
nality is desirable. Failing the latter, next preferable is
validation of generalized procedural rationality. Here

15 Procedures and the problem/solution are each systems.
Designing a system involves the use of procedures (procedu-
ral process, means) to deliver products (ends). The procedures
for defining the problem/solution product are themselves the
product of procedures for developing procedures. Group agree-
ment on procedures (preferably right procedures) is a negotiated
agreement on the way to another negotiated agreement (prefer-
ably right) — the solution to the problem/negotiation.

reasonableness is validated by generalized rationality
but spirituality is not validated. Otherwise, validation
of cognitive procedural rationality or of other procedu-
ral rationalities, e.g., affective procedural rationality is
possible. Thus, whether regarding his own suggested
procedures, those of other agents, or procedures actu-
ally adopted by the group, each agent can judge (test)
whether for him/her procedural rationality is right,
generalized, cognitive, affective, ad hoc or a mix of
these over time.Whatever the rationality of the prob-
lem solving procedure (process) used, an agent can test
whether for him/her a group problem problem/solution
that evolves is right rational or test a problem/solution
for other rationalities.

ESD Spiritual (Right) Rationality
Validation Test

For an agent, we present an ESD subjective valida-
tion test for spiritual (right) rationality applicable to
particular procedures and problem relations as n-ary
relations (systems) drawing on Shakun (2003a, 2006a).
The test applies to binary and higher n-ary relations
up to and including the whole system of procedures or
the whole problem representation/solution (hierarchies
1 and 2). With CPSN-ESD, validation of the whole
problem representation/solution for spiritual rational-
ity affirms rationality and agent connectedness with an
evolved problem and a right solution (action). Tests for
other rationalities are similar, less comprehensive ver-
sions omitting those aspects of spiritual rationality that
do not apply.

With spiritual (right) rationality validation, an
agent tests whether for him spiritual rationality is
confirmed, i.e., whether generalized rationality and
connectedness with One (or a surrogate, Section
“Spiritual Rationality and Right problem Solving:
Theory and Practice, Surrogates”) are validated using a
test involving consciousness awareness/qualia compo-
nents selected by the agent (1) from (conation/swarm/
emotion/social/cognition/systems/One) and holistic or
(2) holistic alone. The test for generalized rationality
tests reasonableness (rationality) and omits testing for
connectedness with One; the test for spiritual rational-
ity includes both. Thus, validation for spiritual ratio-
nality affirms ESD problem system connectedness for
an agent.
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To clarify with an example, Shakun (2006a)
presents a spiritual (right) rationality validation test
where the agent selects validation by cognition, emo-
tion, conation, and holistic. For the agent, this involves
subjective testing by (1) cognition — is this n-ary
procedure or problem relation cognitively reasonable
(rational) and is it cognitively a control or interme-
diate producer of oneness,'® (2) emotion — is this
n-ary procedure or problem relation emotionally rea-
sonable (rational) and is it emotionally a control or
intermediate producer of love, does it feel right, and
(3) conation — is this n-ary procedure or problem
relation conatively (body) reasonable (rational) and
is it conatively a control or intermediate producer of
perfect (connected) action with commitment to imple-
mentation, (4) holistic — is this n-ary procedure or
problem relation holistically reasonable (rational) and
is it holistically a control or intermediate producer of
connectedness with One (spirituality)? Spiritual (right)
rationality requires “yes” answers to all of these ques-
tions. When the n-ary relation is the whole problem
representation, then the words “control or intermedi-
ate” in the questions are omitted — the whole problem
representation itself is or is not the producer.

As consciousness components are integrally bound
and can be experienced holistically, an agent may in
practice prefer a simpler holistic-alone test that is the
same as part (4) of the test above. The holistic-alone
spiritual (right) rationality validation testfor a par-
ticular n-ary procedure relation or problem relation
involves subjective testing holistically — is this n-ary
procedure or problem relation holistically reasonable
(rational) and is it holistically a control or intermedi-
ate producer of connectedness with One (spirituality)?
Spiritual (right) rationality requires a “yes” answer.
Spiritual rationality of the problem/solution for an
agent means that the solution (control, decision or
action to be implemented) is right — is rational and
produces spirituality, connectedness with One for that

16 With respect to cognitive rightness for a problem relation,
Shakun (1992, 1999a, 2001a) suggests validation by specified
cybernetic/self-organization procedures — evolutionary heuris-
tics or generating procedures — for examining, changing (evolv-
ing) and retaining the relation. These include the heuristic
controls/goal/values referral process considered in the Section
“Evolutionary Systems Design (ESD)” of the present chapter.

agent, and that is the agent’s inherent purpose, the
agent’s highest value.

Spiritual Rationality and Right Problem
Solving: Theory and Practice, Surrogates

Following Shakun (2003, 2004, 2006a), in the general
case of not-fully-shared-information among agents in
a group, each individual agent in group C — employ-
ing, as may be useful, the incomplete public group
problem representation — can judge (test, Section
“ESD Spiritual (Right) Rationality Validation Test”)
whether his own private group problem representation
(Section “Evolutionary Systems Design (ESD)”) with
an agreed-upon compromise solution found by group
C is right for him. If all individual agents so judge
rightness, then the group C has defined and solved
a right problem (as represented by the private group
problem representations of its members), although
publicly it is incompletely represented. A right pri-
vate group problem representation/agreed-upon com-
promise solution for all agents in group C is the ideal
result — the solution constitutes right action whose
implementation produces spirituality for all agents in
the group For case of fully-shared information —a spe-
cial case of not-fully-shared information — the public
and all the private group representations are the same
and publicly completely represented within group C.

If an individual agent in a group C judges that with
regard to his own private group problem representation
that the group agreed-upon compromise solution is not
right for him, he can try to continue problem solv-
ing/negotiation (cybernetics/self-organization search)
with the other group members to arrive a right solu-
tion for him/her. If this does not happen, leaving the
group is always an option for the agent. In practice,
solutions that are not right for at least some agents
in the group, as judged respectively by them, are not
infrequently implemented. Still, later problem solv-
ing that could deliver connectedness for all agents is
possible.

Particularly prevalent in large groups, a group-
designated or undesignated subset of agents of the
group C may collectively evaluate solution rightness
for the group. Clearly, in this case, it may not be right
for all individuals in the group.



102

M.F. Shakun

The above discussion of rightness in the general
case of not-fully-shared information applies to both
agreed-upon compromise solutions for group C agents
to the within-C game and to the C vs. C game. A
negotiation agreement to the C vs. C problem (game)
requires agreement by C and C on the action to be
taken.

In theory, with regard to the problem relations in
hierarchies 1 and 2, not only the binary relations (e.g.,
goals/values relation, controls/goals relation, con-
trols/values relation, technology relation, goals/criteria
relation, individual and coalition preference structures,
and, of course, controls/spirituality relation, spiritu-
ality being the highest value), but all n-ary relations
should be tested for spiritual (right) rationality. This
includes the whole problem representation (hierarchies
1 and 2) which itself is an n-ary relation. In prac-
tice, if an agent’s validation test shows that key binary
relations and the whole problem representation are
right, then the problem representation/solution could
be taken as right producing spirituality (connectedness
with One), and would be the present result of problem
solving. Similarly, in practice for procedures, testing
for right (spiritual) rationality could be limited to key
binary procedure relations and the whole system of
procedures.

In theory, spirituality promotes right problem solv-
ing and right problem solving produces spirituality for
an agent. In practice, if problem solving does not pro-
duce spirituality for an agent and/or if he so chooses,
the agent can use another purpose at a lower level than
spirituality as a surrogate purpose for spirituality. In
this case, the spiritual (right) rationality validation test
(Section “ESD Spiritual (Right) Rationality Validation
Test”) becomes a test for surrogate spiritual rationality
where connectedness with One is replaced by connect-
edness with a surrogate purpose. The validation test
asks whether an n-ary procedure or problem relation
is reasonable and is a control or intermediate producer
of the surrogate.

For example, just below the highest value, connect-
edness with One, in hierarchy 1 an agent i could place
the value (purpose) connectedness with others (other
agents) at the second highest level. Agent i could use
connectedness with others as a surrogate for connect-
edness with One (spirituality) if problem solving does
not produce spirituality for agent i and/or if he so
chooses.

A surrogate can also be a vector of purposes. For
example, the surrogate purpose vector with compo-
nents connectedness with others, freedom, and justice
can be a surrogate for connectedness with One. The
whole ESD problem representation can be a surrogate.

In theory, there may in the problem representation
be any number of levels in hierarchy 1, and control,
goal and value purpose vectors may have any number
of components. In practice, a small problem repre-
sentation — relatively few levels in hierarchy 1 and
low-dimensional purpose vectors — that satisfies the
spiritual rationality test for a right problem/solution
(producing connectedness with One) is recommended.
When there is no problem, hierarchy 1 has only the
highest value/purpose, connectedness with One (sig-
nifying the agent hanging out there). Problems are
in Two, not in One, and are of two types (Section
“Problems”). To begin right problem solving, if he is
not already there the agent is advised return to con-
nectedness with One by letting the problem go (Section
“Right Problem Solving, Spiritual (Right) Rationality
and Right Action”). Solving the problem with the
absolutely smallest problem representation means a
hierarchy 1 (and associated hierarchy 2) having, as a
group agreed-upon problem solution, only one con-
trol level with a one-dimensional control vector, and
the highest value, connectedness with One. If this
absolutely smallest problem representation satisfies the
agent’s validation test for a right problem/solution,
the problem has rightly been solved, the solution
producing spirituality for the agent. In practice, addi-
tional purposes — values, goals, controls— normally are
added.

Adding additional purposes can be helpful and
frequently necessary in judging by the spiritual ratio-
nality validation test that rightness (spirituality) is
satisfied. However, in adding these it is important to
remember that the rightness of a problem represen-
tation/solution comes fundamentally from its lowest
level control vector — the practical action or con-
trol implemented — delivering connectedness with
One. Other-level purposes — both lower-level purposes
(often called practical results) and higher-level ideal
values — are intermediates in producing connected-
ness with One. Nevertheless, intermediates can be
important and necessary for an agent in judging right-
ness with the validation test and in explaining the
problem and choice of controls among agents. For
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example, for agent i, connectedness with others repre-
sented by Z(i) can be an important in judging whether
connectedness with One is produced, i.e., whether z*(i)
= 1. The purpose vector (freedom, justice) can be
necessary intermediates in judging whether connect-
edness with others and with One is produced by a
control vector. These other-level purpose intermediates
can also serve as surrogates (see above in the Section
“Spiritual Rationality and Right problem Solving:
Theory and Practice, Surrogates”) for connectedness
with One.

Beginning/Continuing Negotiation:
Accessing Connectedness with One,
Surrogates and Intermediates

In Section “Spiritual Rationality and Right problem
Solving: Theory and Practice, Surrogates”, we dis-
cussed use of a surrogates and intermediate purposes —
e.g., connectedness with others — for connectedness
with One in problem/solution validation. Here, we
consider use of surrogates and intermediates in begin-
ning/continuing negotiation having discussed access-
ing connectedness with One itself in Section “Right
Problem Solving, Spiritual (Right) Rationality and
Right Action”.

In beginning/continuing negotiation, an agent is
advised to access connectedness with One to promote
right problem solving/negotiation (Section “Right
Problem Solving, Spiritual (Right) Rationality and
Right Action”). If he has difficulty in accessing spir-
ituality and staying there, the agent can access a
surrogate purpose instead, such as connectedness with
others and/or freedom. Even if he can access con-
nectedness with One so that a surrogate is not neces-
sary, an agent may consciously access other purposes
— intermediates — that he feels are helpful for him
in beginning/continuing negotiation. The agent may
include intermediates in his own problem representa-
tion, and may or may not communicate these to other
agents.

To illustrate, in beginning his speech to what
he sensed was a chilly Israeli Knesset (parliament),
Egyptian President Anwar Sadat said that we are all
religious brothers; religious brotherhood was for him
a surrogate or intermediate to spirituality in communi-
cating with the Knesset members.

Beginning/Continuing Negotiation:
Connectedness with Others

In addition to connectedness with One (or if he
cannot access it, instead as a surrogate), an agent
can access the purpose, connectedness with others in
beginning/continuing negotiation. In matrix Z(i), agent
i can represent whether he is experiencing connected-
ness (or non-) with a specified set of agents j that he
intends as his connectedness family, agent i’s intended
connectedness family. Thus, for agent i connectedness
with this set (family) can be a purpose.

If an agent i chooses connectedness with oth-
ers as a surrogate for or addition to connectedness
with One in beginning/continuing negotiation, he takes
action to try to produce and maintain connectedness
with his intended connectedness family, and encour-
age reciprocated connectedness by this family or as
large a subset of it as possible, which then consti-
tutes his reciprocated connectedness family. Agent i
may re-specify/re-identify these families over time.
Sometimes connectedness with others can work better
as a surrogate or addition if agent i can increase the size
of his connectedness and reciprocated connectedness
families.

Adopting this connectedness-with-others action
approach — where in beginning/continuing negotia-
tion an agent takes action to try to produce/maintain
connectedness with his intended connectedness and
reciprocated connectedness families — does not guar-
antee current conflict resolution. However, the con-
nectedness with others/connectedness with One rela-
tion suggests promise for the connectedness-with-
others action approach for problem solving in the
long-run.

For example, in the continuing fragile negotiations
between Israel and the Palestinians, in continuing eco-
nomic connection (action) Israeli farmers sell agricul-
tural produce to Palestinians in Gaza and this action
can produce connectedness with others. In effect,
Palestinians could be thought of in terms of intended
connectedness and reciprocated connectedness fami-
lies. In South Africa, connectedness with others has
been promoted by the truth and reconciliation process
(action).

Connectedness-with-others action may be thought
of as occurring within a communication process
between an agent and the “other”, and guided
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and interpreted using Rosenberg’s observations- negotiation software, Smartsettle developed by Ernest
feelings-needs-requests nonviolent communication Thiessen (www.smartsettle.com), and studies of

framework (Section “Communication, Dialogue And
Negotiation™).

Technology: Computer Implementation
of ESD and Applications

Shakun (2001a, 2004), drawing on Shakun (1999b)
and Lewis and Shakun (1996), discusses computer
implementation of the ESD general framework for
designing/evolving, defining/solving specific problems
using a computer group support system. With the help
of a facilitator, group C may create and execute a pro-
cedural process meeting script for the problem. The
meeting script can involve both electronic and non-
electronic activities. The meeting script is the detailed
agenda or procedural sequence (hopefully, judged by
all individuals in group C as following right proce-
dural rationality, but not necessarily — see Section
“Right Problem Solving, Spiritual (Right) Rationality
and Right Action”) that group C chooses in devel-
oping the ESD group problem representation (for-
mally, hierarchies 1 and 2). Script management can
be dynamic including adjustments of meeting scripts
“on the fly” during meetings (Kelman et al., 1993).
Lewis (1995) discusses a general purpose group sup-
port system, MeetingWorks for Windows, that has a
set of software tools (generate, organize, cross-impact,
etc.) for group meeting support. Lewis and Shakun
(1996) create and execute an illustrative group meet-
ing script and demonstrate how a ESD group problem
representation and solution can be developed using
MeetingWorks.!” Originally for same-place/same-time
work, MeetingWorks has been extended to group
at-a-distance telework that can be performed on the
Internet.

Regarding online dispute resolution (ODR),
present-to-future CPSN-ESD work includes com-
puter joint implementation of CPSN-ESD and the

17 Of course, other general-purpose group support systems, e.g.,
GroupSystems, can be used with ESD. Bui and Shakun (1996)
discuss more specialized negotiation capability provided by
NEGOTIATOR for implementing ESD.

CPSN-ESD/Smartsettle/Meetingworks integration.

Shakun (2001b) considers some aspects of mobile
technology, connectedness and ESD. He discusses
physical connectivity — promoted by advances in com-
munication (internet, mobile technology, etc.) and
transportation (airplane travel, etc.) — and subjec-
tive connectedness. The leap in physical connectivity
increases the number of interacting agents in systems
of people and technology. This creates opportunities
for subjective connectedness or non-connectedness in
groups local to global with consequences for inter-
national negotiation involving globalization including
e-business, terrorism, etc.

Applications

The initial real world experience in applying ESD was
for group problem solving/negotiation within a major
European automobile company. Cultural differences
between players were largely professional cultural dif-
ferences, e.g., as between marketing, engineering and
finance. In Shakun (1988), chapters 11 and 12 are
based on this experience for new product design and
negotiation. Chapter 10 discusses ESD group decision
and negotiation support for car buying, the approach
being strongly influenced by this experience.

ESD is applied to airline buyout in Shakun (1991).
ESD is discussed in the context of e-commerce sys-
tem design involving multi-bilateral, multi-issue e-
negotiation with a tit-for-tat computer agent (Shakun,
2005).

ESD is developed for international negotiation
in Shakun (2006b). Some international applications
include the multiplayer Arab-Israeli conflict (Shakun,
1988, chapter 3), and negotiation between a multi-
national corporation and a host (India) government
(Shakun, 1988, chapter 6). Intercultural negotiation
illustrated by Japanese-American negotiation is con-
sidered in Shakun (1999b). An example involving
an on-going crisis negotiation — the April 2000
United States—China plane collision — is developed
in Shakun (2003b). Faure and Shakun (1988) dis-
cuss a case involving international negotiation to free
hostages.
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Concluding Remarks

CPSN-ESD  represents Connectedness Problem
Solving and Negotiation (CPSN) through Evolutionary
Systems Design (ESD) for doing right meaning defin-
ing/solving a validated “right” problem/solution. The
solution constitutes right action. This is problem
solving and negotiation for connectedness/right action
through systems-spirituality design with ESD imple-
mented by computer technology. Problems evolve
towards a validated right problem/solution expressing
agent problem system spiritual (right) rationality —
rationality and connectedness with a problem system
of purposes and their relations (the ESD problem
representation) that expresses right action (a solution)
producing connectedness with One, spirituality or
a surrogate purpose. While CPSN-ESD empha-
sizes connectedness with One as shared ultimate
common ground, an agent may use connectedness
with others and other purposes as surrogates and
intermediates for connectedness with One. In brief,
CPSN-ESD means problem solving and negotiation
for connectedness/right action — for doing right.

Difficult polarizing problems/conflicts are perva-
sive. For finding solutions to these, full or partial use of
the computer-implemented formal CPSN-ESD frame-
work is particularly indicated, although informal use
as a guide can also be valuable. Using this framework
in multiagent problem solving/negotiation itself pro-
vides common ground for agents. For simple problem
solving and negotiation, we also can, of course, use
the computer-implemented formal CPSN-ESD frame-
work, but here we may be more inclined to employ
CPSN-ESD informally and in a more limited way.

Experience reflected in the Shakun references cited
suggests that agents using full or partial, computer-
implemented formal CPSN-ESD or using CPSN-ESD
informally as a guide achieve more and better (suitably
defined) negotiation agreements. A mediator/facilitator
can support agents in this. In addition laboratory nego-
tiation experiments — in which negotiators are primed
or not for connectedness and spiritual rationality — can
be run with CPSN-ESD for controlled verification that
primed negotiators achieve more and better negotiation
agreements.

For an agent following CPSN, connectedness with
others — as a key high-level surrogate/intermediate
purpose for connectedness with One — can promote

choices/actions by the agent that are themselves pro-
ducers of connectedness with others and that encour-
age reciprocated connectedness. Nonetheless, negoti-
ation power is important for a CPSN agent. A CPSN
agent may not feel confident that the “other” like-
wise is/becomes CPSN oriented and remains so during
the negotiation. A CPSN agent may indeed feel that
the “other”’/counterpart does not follow CPSN — or
a compatible framework like that of principled nego-
tiation (Fisher et al., 1991) — but is a hard-power
negotiator. Thus, a CPSN agent may have to negoti-
ate in a non-CPSN environment. That is why CSPN
agent intelligence recognizes that negotiation power is
desirable to have, and use constructively in pursuing
CPSN.

In game theory a negotiator’s power is related to
his conflict payoff (associated with BATNA — Best
Alternative To Negotiated Agreement) and his propen-
sity for risk-taking as reflected in the shape of his
utility function, as these relate to those of the “other.”
Conflict payoffs and utility functions are not necessar-
ily fixed. These may be changed by an agent and the
“other” and are subject to influence from the other side.
Fisher et al. (1991) discuss how an agent can enhance
his negotiating power. It is also true that negotiation
power is inherent in the very use of CPSN-ESD.

Present-to-Future Work

Regarding present-to-future work, in Section
“Technology: Computer Implementation of ESD
and Applications” we have already mentioned joint
implementation of CPSN-ESD and the Smartsettle
negotiation software, and studies of CPSN-ESD/
Smartsettle/Meetingworks integration.

In developing CPSN-ESD, we have focused primar-
ily on humans whose evolving consciousness, connect-
edness, intelligence and rationalities is at present the
most advanced and comprehensive. The CPSN-ESD
approach is applicable to other agents with lesser (or
greater) matter/energy/consciousness capabilities than
humans according to their built-in capabilities. For
preliminary discussion see Shakun (2001a).

Multiagent systems with human and computer
agents are of special interest. With CPSN-ESD,
modeling/system design means not only defining,
evolving and solving problems/negotiations involving
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human/natural and computer/artificial agents in given
multiagent systems, but modeling/designing the agents
and multiagent systems themselves. Present-to-future
work includes furthering support of human agents in
actualizing spiritual rationality in CPSN-ESD; design-
ing spiritual artificial agents; designing multiagent
systems for connectedness capitalism based on CPSN-
ESD - see related research by Zohar and Marshall
(2004) on spiritual capital; developing connectedness
democracy; further research and applications on inter-
cultural and international negotiation; work on the
world connected.

To Live Two as One

One represents all there is, the absolute, the impli-
cate order, the quantum vacuum, emptiness, God,
Tao, Being, the non-manifested. Two represents the
process of all there is, the relative, the explicate
order, excitations of the quantum vacuum, the man-
ifested, agents. Two, manifests from One as agents
and signifies at least two agents. An agent constitutes
energy/matter/consciousness integrally bound. Agents
may be natural or artificial. This is our core axiom
(Section “Shared Inherent Purpose”): Human and other
natural agents have a shared inherent purpose — inher-
ent in emerging from One — that they share in common.
Such an agent’s inherent purpose — its ultimate pur-
pose in Two (highest purpose/value in hierarchy 1) —
is to experience spirituality, connectedness with One,
i.e., to live Two as One. Nonetheless, an agent can use
a surrogate purpose in lieu of connectedness with One
as highest purpose in hierarchy 1 (Section “Spiritual
Rationality and Right problem Solving: Theory and
Practice, Surrogates”). In this chapter the main agent-
focusis on human agents.

To live Two as One, i.e., to be One in Two, involves
an agent accessing and staying as much as possible
in spirituality, connectedness with One or a surro-
gate purpose as a way of life manifesting One in
Two; and when a problem occurs the agent engaging
in individual and multiagent (group) problem solv-
ing/negotiation to find right action — confirmed by
validation of agent spiritual rationality (generalized
rationality and problem system connectedness) — to
produce (renew, continue) connectedness with One or

a surrogate. A negotiation agreement requires multia-
gent agreement on the right action to be taken.

The world connected — what does it mean? It sig-
nifies physical connectivity, but more fundamentally, it
means subjective connectedness — especially, with “the
other”’; communicating, sharing and innovating ideas;
engaging in problem solving and negotiation to find
right-action solutions to problems.

Simply put, CPSN-ESD — Connectedness Problem
Solving and Negotiation (CPSN) through Evolutionary
systems Design (ESD) implemented by computer
technology — is dedicated towards spiritual rational-
ity/connectedness problem solving, manifesting One
in Two.
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The Role of Justice in Negotiation

Cecilia Albin and Daniel Druckman

Overview

This chapter discusses the role of justice in negotia-
tion between rival groups and the durability of peace
agreements. It draws on information about group nego-
tiation processes and agreements concluded to end
civil war in different countries, mostly during the early
1990s. Possible relationships between the presence and
importance of distributive justice (DJ) in the agree-
ments, and their durability, were first explored. The dif-
ficulty of the conflict environment was shown to have
the strongest impact upon durability. However, the DJ
principle of equality was found to reduce the nega-
tive impact of difficult conflict environments on their
durability. An emphasis on equality was also asso-
ciated with more forward-looking agreements, which
were found to be more durable than backward-looking
ones. Next, the presence and importance of procedural
justice (PJ) were examined in the negotiation pro-
cesses that led to the signing of the peace agreements.
Significantly more durable agreements occurred when
a process based on PJ led to agreements emphasizing
equality.
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A close examination of how the equality princi-
ple was expressed in the agreements revealed three
main types of provisions: equal measures, equal treat-
ment, and equal shares. Agreements with equal treat-
ment and/or equal shares were associated with highly
forward-looking outcomes and high durability, and
equal measures with a more backward-looking out-
come and poorer durability. Third party roles were then
assessed in four select cases. In both cases of high
durability (Mozambique, Zimbabwe), third party inter-
vention was central to the formulation of high equality
agreements and to implementation. In the cases of
low/no durability (Angola, Rwanda), third parties did
not work actively to promote agreement based on
forward-looking or any equality provisions. The find-
ings suggest that negotiators and third parties should
strive for agreements based on equal treatment and/or
equal shares, as they are more durable, and that a vari-
ety of tactics and approaches (both facilitating and
forceful) can serve that objective.

Issues concerning the role of justice in negotiation
have been addressed by scholars and practitioners in a
number of areas in social science. These areas include
the study of civil wars, international trade negotiations,
historical negotiations on security issues, law, orga-
nizational management, and social psychology. They
focus attention on group decision processes that occur
in this domain. We have learned from these stud-
ies about how justice influences negotiation processes,
outcomes, and the durability of agreements. A brief
summary of what has been learned precedes a dis-
cussion of our project on peace agreements. We then
discuss the meaning of equality and develop implica-
tions of the findings for the way third party roles are
implemented.
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How Justice Influences Negotiation
Processes, Outcomes and Durability

The influence of justice on negotiation processes and
dynamics has been explored in interpersonal (e.g.,
Deutsch, 1985), organizational (e.g., Konovsky, 2000)
and international (e.g., Zartman et al., 1996) contexts.
A study of international negotiations across four issue
areas (trade, the environment, ethnic-sectarian conflict
and arms control) found that negotiators regularly act
upon justice considerations and that these can affect
the process in numerous ways (Albin, 2001). At the
most basic level they may, firstly, guide the bargain-
ing dynamics — proposals put forward, the exchange
and evaluation of concessions, and the formulation of
agreements — and thereby facilitate the process, par-
ticularly when parties share the same or compatible
notions of justice. Widely associated with justice in
the process is the norm of reciprocity; that is, mutual
responsiveness to each other’s concessions. Research
has distinguished several different patterns of how
and why large concessions are made while negoti-
ating. These include “comparative responsiveness” —
that is, acting based on a comparison of one’s own
and the other’s tendencies to concede (Druckman and
Bonoma, 1976; Druckman and Harris, 1990) — and
“diffuse reciprocity” — that is, acting to ensure that
roughly adequate or sufficient, rather than specifically
equal or comparable, concessions are made to establish
a balanced agreement overall (Albin, 2001).

Secondly, justice considerations may complicate the
bargaining process, cause deadlocks and stalemates,
and become subject to negotiation themselves. This
pertains to the common situation in which parties
endorse competing justice principles or interpretations
(applications) of them. In the end, however, reaching
agreement usually requires formulating terms which
can win the respect and voluntary approval of all par-
ties and their constituencies, partly by appealing to
their sense of justice. Negotiators are thus motivated
to act on terms which can be generally accepted as
reasonable and balanced. This frequently leads them
to balance and combine several justice principles in
the terms of agreements. This very act of balanc-
ing is also associated with justice, in a situation in
which no principle emerges as morally superior on its
own and several are needed to take account of rele-
vant factors and different circumstances (Albin, 2003).

Similarly, a study of how public resources and burdens
are allocated highlighted that justice is found in bal-
ancing different principles and that major theories of
justice fail to capture these real-world nuances (Young,
1994). The presence of procedural or process justice is
also widely regarded as adding legitimacy to the results
(Albin, 2008).

Beyond this, however, general systematic conclu-
sions about how justice in the negotiation process
influences the terms of agreements and the outcome
are few. In an analysis of international trade talks,
adherence to procedural justice while negotiating was
found to increase the chances for mutually benefi-
cial agreements (Kapstein, 2008). In her study of
the Liberian peace process, Hayner (2007) found that
durable agreements depended on both procedural jus-
tice (fair representation of stakeholder groups) and
confronting complex issues during the negotiation pro-
cess. Along similar lines, Hollander-Blumhoff and
Tyler’s (2008) field experiments showed that the more
procedural justice principles evident in the process,
the more (a) willingness to disclose information, (b)
trustworthiness, (c) likely the agreement will be inte-
grative and (d) durable. These findings were supported
by Wagner (2008) in her study of a dozen histori-
cal cases of security talks and by Konovsky (2000)
in her review of the management literature. Whether
procedural justice promotes agreements based specifi-
cally on distributive justice is disputed in both research
and policy debates. In the context of business orga-
nizations, a relationship between procedural (process)
justice and distributive justice in the outcome has been
highlighted (Konovsky, 2000).

Conclusions in the research literature also diverge
on whether basing the terms of agreements (often
referring specifically to peace agreements to end
war) on justice considerations promotes their durabil-
ity. One hypothesis — based on theories about root
causes of internal conflict — holds that the inclu-
sion of DJ provisions in an agreement increases the
chances that agreement will be reached and endure
through time (e.g., Bell, 2004; Konovsky and Pugh,
1994; Rothchild, 2002). Another hypothesis — based
on arguments about entertaining normative consider-
ations during negotiation — posits that DJ provisions
in an agreement decrease the chances that the agree-
ment will survive through time (e.g., Bazerman and
Neale, 1995; Putnam, 2002; Snyder and Vinjamuri,
2003/2004).
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Yet another proposition distinguishes between
“forward-looking” principles and notions of jus-
tice and ‘“backward-looking” ones (Zartman and
Kremenyuk, 2005). The former are positive-sum and
future-oriented: They turn their back on the past,
and seek justice through the establishment of new
cooperative relations (a new political order) based
on mutual interests between parties. The latter are
often zero-sum and seek justice retrospectively for
past wrongdoings, rights and entitlements: for exam-
ple, issues of accountability, compensation, reparations
and punishment for earlier crimes. Agreements based
on forward-looking justice provisions are taken to lead
to more durable agreements than agreements based on
backward-looking ones.

The extensive literature on negotiations to end civil
wars includes studies of cases from a variety of regions
and countries (e.g., Stedman et al., 2002; Zartman,
1995) and large-sample comparative studies (Fortna,
2004; Hartzell and Hoddie, 2007). Findings from these
studies shed light on the conditions — both within and
outside the negotiating room — for concluding and
sustaining peace agreements. An example of impor-
tant findings comes from the comparative study con-
ducted by Downs and Stedman (2002). Focusing on
a set of 16 peace agreements concluded mostly dur-
ing the early 1990s, these investigators showed that
implementation was largely a function of the diffi-
culty of the conflict environment surrounding the talks.
Less successful implementation occurred in more dif-
ficult conflict environments: Examples are Sri Lanka,
Somalia, Sierra Leone, and Bosnia. Another variable,
willingness of neighboring powers to intervene, had
virtually no impact on implementation. Missing from
this study, and generally from research on settling civil
wars, is the role played by justice. This gap is filled
by our recent studies on justice and the durability of
peace agreements. A first study focused on distributive
justice (DJ) in the agreements. A second study con-
centrated on procedural justice (PJ) in the negotiation
process.

Both studies utilized original systems for coding
justice. The development and implementation of cod-
ing systems facilitate the evaluation of hypotheses
about relationships among the justice and durability
concepts. The coding process converts concepts such
as DJ into variables such as the extent to which the par-
ticular DJ principles are central to the agreement. This
“conversion” facilitates performing statistical tests that

evaluate hypothesized relationships: For example, the
more central DJ (or PJ) principles are in the agreement
(or in the process), the more durable the agreement.
The results of the statistical analyses can then be used
to construct models that depict the way that the set
of variables interact through time across the 16 cases:
For example, PJ principles in the process lead to DJ
principles in the agreement which, in turn, results in a
durable agreement. These findings are discussed in the
sections to follow.

Distributive Justice and Durability

Building on the Downs-Stedman data set, we coded the
16 peace agreements for four DJ principles: equality,
proportionality, compensation, and need. These partic-
ular principles are emphasized in both theoretical and
empirical research, and actual negotiation practice (see
e.g. Albin, 2001; Deutsch, 1985; Konovsky, 2000). We
also developed coding categories for types of agree-
ments, namely, whether they were “forward-looking”
(FL) or “backward-looking” (BL). Complete texts of
all the agreements were assembled from web docu-
mentation for coding DJ and FL/BL. The agreements
varied in length from five (the agreement between the
government of Nicaragua and YATAMA) to 52 pages
(the agreement between the Republic of Rwanda and
the Rwandese Patriotic Front). Although longer texts
provide more opportunities for statements that relate
to justice to appear, our emphasis on centrality of the
principles, rather than frequency of their appearance in
the text, reduces the problem.

Each agreement was examined for the presence of
DIJ principles — equality, proportionality, compensa-
tion, or need. Our main interest was whether, or to
what extent, any of these principles was central in
the terms of agreement between the warring parties.
Coders were asked to indicate which (if any) princi-
ples are addressed in each agreement and the extent
to which that principle directs the agreement’s core
terms. For each principle included in the agreement,
the coder evaluated the significance of the principle
on a scale ranging from O (the principle is not men-
tioned or implied) to 2 (the principle is at the heart
of the agreement); a score of 1 indicated marginal
significance. A correlation of .87 between indepen-
dent coders’ judgments across the cases indicates very
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Table 1 Cases by principles and durability

Case Equality Proportionality Compensation Need Implementation FL/BL
Angola I 0 0 0 0 1 4
Angola II 1.33 0 0 0 1 3
Bosnia 1.67 1.33 0 0 2 3
Cambodia 1.33 0 0 2 2 3
El Salvador 1.33 0 1 1 2 5
Guatemala 2 0 1 1 3 4
Lebanon 1.67 1.33 0 0.67 2 4
Liberia 0.67 0 0 0.67 2 3
Mozambique 2 0.67 1 0.67 3 5
Namibia 2 0 1.33 0 3 4
Nicaragua 1.33 0 1.33 1.67 3 4
Rwanda 1 0.67 1.33 0.67 1 2
Sierra Leone 0 0 1.67 1.67 1 3
Somalia 1 0 1 1 1 2
Sri Lanka 1 0 1.33 0 1 3
Zimbabwe 2 0.67 1 0.67 3 5

Note: The presence and importance (centrality) of each of the four principles in the agreements were judged on a two-step scale
from not present (0) and marginally present (around 0.5) to important (around 1.0; that is, included in some of the main terms
of the agreement), very important (around 1.5) and highly significant (2.0; that is, at the very heart of the agreement and its core

provisions).

The implementation (durability) scores are the outcome scores from Downs and Stedman (2002), with an adjustment for El Salvador

from 3 to 2.

FL refers to “forward-looking” and BL to “backward-looking,” assessed on a scale from 1 (entirely backward-looking) to 5 (entirely
forward-looking). A score of 3 means a roughly balanced mix of FL and BL features.

strong agreement. The FL/BL variable was coded on a
five-step scale ranging from an entirely past oriented
(1) to a future oriented (5) agreement. A reason-
ably high correlation between independent coders (.65)
indicates that this variable was coded reliably.

Three other variables were included in the data
set. Drawn from Downs and Stedman (2002), these
included implementation success, difficulty of the con-
flict environment, and willingness of neighbors to
intervene in the conflict. Implementation was coded on
a three-step scale including failure (1), partial success
(2), and success (3). The original judgments reported
in Downs and Stedman were checked against more
recent sources on the period following the agree-
ment (e.g., Paris, 2004). This resulted in a few small
adjustments. The difficulty variable consisted of eight
indicators of the conflict environment including the
number of warring parties, likelihood of spoilers, num-
ber of soldiers, and access to disposable resources.
The scale ranged from O (no indicators present) —8
(all indicators present). The willingness to intervene
variable consisted of three parts: regional power inter-
est, willingness to provide financial resources for an
intervention, and willingness to commit soldiers to the

conflict. The scores ranged from 1 to 3. The complete
data set is shown along with the cases in Table 1.

We evaluated a number of hypotheses. As noted
above, the literature to date presents competing
hypotheses about how DJ relates to durability — that
basing agreements on DIJ either increases (based on
arguments about root causes of internal conflict) or
decreases their durability. These hypotheses were rec-
onciled by including another variable in the analysis -
the difficulty of the conflict environment. We hypoth-
esized further that the root causes argument holds in
less difficult environments; the normative argument
holds in more difficult conflict environments. Variation
among the cases on the difficulty variable — as shown
in Table 1 — provided an opportunity to evaluate these
contending hypotheses. Thus, the impact of justice
principles is hypothesized to be contingent on the
conflict environment.

Hypotheses were also evaluated concerning the
effects on durability of each of the DIJ principles,
which we considered as being either forward (equality
and proportionality) or backward (compensation and
need) looking. In particular, the forward-looking prin-
ciples were expected to occur more frequently than
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backward-looking principles in the agreements. They
were also expected to produce more durable agree-
ments. A final hypothesis posited that forward-looking
outcomes — which may include forward-looking jus-
tice principles — would be more durable than outcomes
which deal primarily with the past.

The results addressed each of our hypotheses. They
can be summarized as follows. The strongest relation-
ship was between the difficulty of the conflict environ-
ment and durability: Less durable agreements occurred
in more difficult environments (r = —0.65). A moder-
ately strong correlation was obtained between justice
and durability (r = 0.56). However, these relationships
changed when partial correlations were calculated.
A slightly reduced correlation between difficulty and
durability was obtained when justice was controlled
(from —0.65 to —0.57). A reduced correlation was also
obtained between justice and durability when difficulty
was controlled (from 0.56 to 0.46). Similar results
were obtained from a regression analysis that included
the difficulty, justice, and durability variables. These
variables form a cluster as indicated by the results
of a factor analysis. The willingness variable did not
load on this factor; nor did it produce any significant
correlations with the other variables.

These findings suggest that when justice princi-
ples are central to an agreement, the impact of more
(less) difficult environments on durability is reduced
(enhanced). In technical terms, justice was shown to
mediate the relationship between the difficulty and
durability variables. This means that DJ contributes to
the durability of peace agreements. That contribution is
indirect in the sense of reducing the negative effects of
intense conflicts on durability or increasing the positive
effects of less intense conflicts. These findings provide
some support for the root causes argument: Addressing
issues of DJ in outcomes contributes to the shelf life

v

Difficulty of
Fig. 1 The mediating effect Conflict

of equality

of an agreement. They do not support the normative
argument: Addressing DJ issues did not interfere with
implementation of the agreement. Further investigation
provided additional clarification for these findings.

Analyses conducted on each of the four DJ princi-
ples revealed that one principle in particular accounted
for the relationships between difficulty, DJ, and dura-
bility. This was the principle of equality, which was
the most frequently-occurring principle in the agree-
ments. When equality was analyzed separately, the
same relationships among the variables emerged: Like
DJ, equality was shown to mediate the relationship
between difficulty of the conflict environment and
durability. In fact, the relationships between each of
the other variables and equality were stronger than
they were when DJ (measured as an aggregate of the
four principles) was used as the justice variable in the
analyses — the DJ-durability correlation was 0.56; the
equality-durability correlation was 0.76. The inclusion
of the other principles actually depressed the rela-
tionships with the difficulty and durability variables.
Each of the other DJ principles (proportionality, com-
pensation, need) showed very weak relationships with
durability. Thus, equality accounts for the relation-
ship between DJ and durability. It also explains the
indirect effect of difficulty on durability as shown in
Fig. 1 below. Using a statistical test referred to as
Sobel’s z, we evaluated the extent to which the equality
principle mediated the relationship between difficulty
and durability. A near-significant z statistic indicates
that equality is a mediating variable. (Note that it is
difficult to attain significance with a small number of
cases. For more on this statistical procedure see Baron
and Kenny, 1986.)

These findings suggest that the relationship between
difficulty (referred to as an independent variable) and
durability (the dependent variable) depends on equality

M

Principle of Equality

DV

Durability of

Direct Effect Agreement
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principles (referred to in the figure as the mediator
[M]): The negative effects of difficulty on durability
are reduced when equality is central to the agreement;
they are increased when equality is not central to the
agreement.

The variable referred to as forward and backward-
looking (FL/BL) outcomes was also analyzed. The
findings show a strong relationship between this vari-
able and durability: More forward-looking outcomes
are more durable (r = 0.66). However, that rela-
tionship was also shown to be accounted for by the
equality principle: When equality was statistically con-
trolled, the relationship between FL/BL and durability
decreased dramatically (from 0.66 to 0.38). The medi-
ator analysis showed a significant indirect effect for
equality (Sobel’s z = 1.96, p < 0.05). Thus, the impact
of FL/BL on durability is due largely to the central-
ity of the equality principle in the agreement. More
forward-looking outcomes occur when equality is
emphasized: Most, but not all, of the forward-looking
agreements contained equality provisions. However,
the durability of the agreements depended more on
equality than on FL/BL outcomes. (See Druckman and
Albin, 2010, for more details.)

Procedural Justice and Durability

The negotiations were also examined for the presence
of PJ, defined in terms of four principles: transparency,
fair representation, fair treatment and fair play, and
voluntary agreement (Albin, 2008). These principles
are widely recognized as key components of procedu-
ral justice in the research literature (e.g., Hollander-
Blumoff and Tyler, 2008; Konovsky, 2000; Lind and
Tyler, 1988; Thibaut and Walker, 1975). Moreover,
they lend themselves well to being operationalized
so that their role in particular cases can be assessed.
Together the four principles define an ideal way of
negotiating against which actual practice can be exam-
ined. Our coders were instructed to judge whether each
of these principles was present and, if so, how influen-
tial (significant) it was in the process, even if not stated
by name.

The amount of documentation available on the
negotiation processes varied from case to case. At one
extreme is the daily chronology of the Cambodian
peace process assembled by Raszelenberg (1995) and

the round-by-round discussions in the Mozambique
talks described by Hume (1994). At the other extreme
is the scarce documentation on the negotiations on
Liberia and Angola (the Bicesse accords). For these
cases, we sought the assistance of experts; for exam-
ple, Herman Cohen, former US Assistant Secretary
of State, coded PJ in the Angola talks. Confidence in
the coding was bolstered by high agreement between
Secretary Cohen and our own coder. Overall, across
the 16 cases, agreement between independent coders
was high.

As discussed earlier, a number of studies have
shown that PJ plays an important role in outcomes
and their durability: When PJ principles are central
in the negotiation process, outcomes are more likely
to be mutually beneficial and lasting. Further, PJ may
lead to outcomes that contain DJ principles and are
more forward looking. These earlier findings were
regarded as hypotheses evaluated in the context of
the 16 peace agreements (see Albin and Druckman,
forthcoming). Taken together, the set of hypotheses
suggests a sequence: less difficult conflicts facilitate
adherence to PJ principles that, in turn, lead to equality
and forward-looking outcomes that endure.

The results provided partial support for this
sequence. First, negotiators did, to some extent, adhere
more to PJ principles in less intense conflict environ-
ments (r = —0.48). Second, more equality outcomes
occurred when negotiators adhered to PJ principles
during the talks (» = 0.60). Third, adherence to PJ prin-
ciples was associated with more durable agreements
(r =0.58). And, fourth, adherence to PJ principles was
associated with forward-looking outcomes (r = 0.53).
Each of these relationships was, however, qualified by
the results of additional analyses.

It turned out that the relationships between PJ and
each of the other variables (difficulty, outcomes, and
durability) was noticeably weaker when equality was
controlled for in the statistical analyses: The correla-
tion between PJ and durability decreases from 0.58
to 0.24 when equality is controlled; the correlation
between PJ and FL/BL decreases from 0.53 to 0 .26
when equality is controlled. This means that equality
in the agreements accounted for effects of PJ on both
outcomes and durability.

Once again, equality is the key variable. However, it
operated differently in the two studies. In the DJ study,
the equality principle reduced the negative influence of
intense conflicts on durability (see Fig. 1). In the PJ
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investigation, this principle accounted for the impact
of PJ on durability: Without equality principles in the
agreement, PJ principles have only a small impact on
the durability of the agreement. Nor did PJ mediate the
effects of the conflict environment on durability. Thus,
both PJ and the conflict environment are accounted
for by equality: In technical terms, this means that we
have two separate models, one based on the chain from
the conflict environment through equality to durability;
the other based on the chain from PJ through equal-
ity to durability. Although these are complex findings,
they have in common the key factor of equality in the
agreements.

Two intriguing questions are raised by the results
obtained in both studies. One question is: Why is
equality important for maintaining peace agreements?
Another is: What did the negotiators and third parties
do to achieve outcomes based on equality? Answers
to both questions have practical implications for
designing negotiation processes and for policy. We
now turn to those questions and to implications for
policy.

Explaining the Meaning of Equality

The presence and importance (centrality) of equality
and three other principles of distributive justice — pro-
portionality, need and compensation — were assessed in
each of the study’s 16 peace agreements. As summa-
rized in Table 1, nearly all the agreements, namely 14,
include the equality principle. In all but one of these,
the presence of equality in the agreement is deemed to
be significant (3 agreements) or very/highly significant
(10 agreements). The highest equality scores occur
for the following six agreements: Zimbabwe, Namibia,
Mozambique, Guatemala, Lebanon and Bosnia.

All agreements were analyzed closely in terms
of what forms the application of equality took; that
is, what exactly was to be treated equally and how.
Particularly detailed analyses were written on the
six “high equality” cases listed above. Three main
types of equality emerged from the provisions across
the agreements: equal measures, primarily backward-
looking and concerned with military strength and dis-
armament/demilitarization; equal treatment, forward-
looking and aimed to secure non-discriminatory
treatment and equal opportunities for all groups or

peoples concerned on a long-term basis; and equal
shares, concerned with shared political powers and
decision-making on a transitional (time-bound) or
longer-term (structural) basis.

The presence and centrality of these different types
of equality were then recorded systematically in the six
“high equality” agreements. Equal measures was found
to be central in one case only (Dayton Agreement —
Bosnia), and marginal in the other five agreements.
Equal treatment and equal shares were each found
to be very central or central in four agreements, and
marginal in the other two.

The next step was to investigate possible relation-
ships between type of equality, the outcome (forward-
looking or backward-looking) and implementation
or durability in the six agreements on Zimbabwe,
Namibia, Mozambique, Guatemala, Lebanon and
Bosnia. Outcome and implementation scores for all
agreements are found in Table 1.

Agreements in which equal treatment and/or equal
shares are central were associated with highly forward-
looking outcomes and high durability, while equal
measures were associated with a more backward-
looking outcome and poorer durability. Equal treat-
ment specifically was central or very central in all
the agreements with the highest durability score, and
marginal in both the agreements with poorer durabil-
ity. Equal treatment and equal shares were both central
in two of the cases (Mozambique and Zimbabwe),
and this was associated with the two highest forward-
looking scores and high durability.

Third Party Roles in Equality Provisions

Questions addressed in this section are: To what extent
do third party roles explain the presence of equality in
agreements, and their implementation? Why did third
parties succeed in achieving high equality outcomes
that were implemented in some cases, and failed to do
the same in others? Understanding this is highly policy
relevant, given that equality contributes to durability.
It is also intriguing given that most agreements were
negotiated in an apparent situation of considerable
power inequalities between parties — a context com-
monly thought to impede evenhanded outcomes of
negotiations, and indeed any successful negotiation
at all.
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To shed light on these questions third party inter-
vention was examined more closely in four African
cases, selected to provide good contrasts on equal-
ity content and implementation success: Mozambique
and Zimbabwe (high equality content, successful
implementation), and Angola 1/Bicesse Accords and
Rwanda (low equality content, failed implementation).
In all cases questions were examined regarding the
identity, status and functions of third parties; types and
stages of intervention; any explicit or implicit state-
ments and efforts concerning the inclusion of equality
provisions in an agreement; and the overall role and
importance of third parties.

The process leading to the 1979 Lancaster House
Agreements was an unusual case of highly forceful
and biased mediation resulting in a high equality out-
come. The British mediation team, led by Lord Peter
Carrington, controlled and steered the process with
a heavy hand throughout, and the two conflicting
parties, the Zimbabwe-Rhodesia government and the
Patriotic Front, never negotiated directly with each
other. Drawing fully on its leverage over the former
colony’s rival factions, Britain regularly threatened
to go for a “second-class solution” involving formal
recognition of the Zimbabwe-Rhodesia government to
elicit concessions from the Patriotic Front. Britain’s
tactics, bias and obvious potential to deliver an agree-
ment help to explain the high equality content in
the final outcome: They helped to induce both par-
ties to make (more) concessions, with the expectation
that it would be rewarded and, in the case of the
Patriotic Front, that the “second-class solution” would
be avoided (see Davidow, 1984).

The 1991-1992 General Peace Agreement for
Mozambique resulted from a completely different type
of mediation. A four-member team without any lever-
age to use threats or incentives served as impartial
facilitators. They received significant support in the
form of financing, expertise, guarantees and assurances
in connection with a signed agreement, and encourage-
ment from international actors (the US, Italy, Portugal,
Zimbabwe and Russia). Drawing on this as well as
their competence, relationship-building, creativity and
persuasion, the facilitators helped create dialogue, trust
and cooperation between the rival groups. This impar-
tial yet active and important role paved the way for
the conflicting parties themselves to seek reconcilia-
tion and peace, and endorse a high equality outcome
(Hume, 1994; Morozzo della Rocca, 2003).

In the 1992-1993 Arusha peace process over
Rwanda, official mediator Ambassador Ami Mpungwe
of Tanzania started out playing the role of facilitator
and honest broker: He worked to facilitate dialogue
and communication between parties, and create a pos-
itive environment for reaching a mutually acceptable
resolution to the conflict. However, growing frustra-
tion with the Government of Rwanda and increasing
sympathy for the Rwandan Patriotic Front reportedly
caused a shift toward a more partisan and forceful
role by Tanzania (Jones, 2001, pp. 84-85). Mpungwe,
along with the US and France as official observers
among others, ended up forcing the hard-line mem-
bers of the Government of Rwanda to accept a critical
provision: a 50-50 (equal) split in the command of
the new armed forces, to the benefit of the Rwandan
Patriotic Front. According to reviewed sources, this
move was disruptive to the peace process. A sense of
fairness and satisfaction appear to have been lost, par-
ticularly for the hard-line government members who
felt pushed to give up large stakes they already held
for few concessions made by the Patriotic Front. A
very difficult conflict environment, competing inter-
ests among direct and third parties, and the absence of
stronger forward-looking types of equality, go a long
way to explain failure in this case.

In the negotiations leading to the 1991 Bicesse
Accords on Angola, Portugal was selected as the offi-
cial mediator because of its expected impartiality. The
mission was approached as that of a facilitator, but
quickly ran into problems as Portugal lacked the lever-
age to control of the process and leverage. The US
and the Soviet Union, by contrast, actively supported
the conflicting parties (the UNITA and the MPLA)
militarily. Drawing on their influence in this regard
over the rival factions, the superpowers — as unoffi-
cial mediators — became far more effective in eliciting
concessions and securing an agreement. No mediator
appears to have worked to promote equality provi-
sions during the process. The US and the Soviet Union
specifically wanted an agreement signed as quickly
as possible. Little time was afforded to work out or
include a solid peace plan in the agreement, let alone
provide any equality provisions, and the peace process
collapsed after elections had been held (Cohen, 2000).

In all these cases, the third party roles explain much
of the outcome. In both the successful cases, third party
intervention (in one case forceful, in the other facilitat-
ing) was central to the formulation of a high equality
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agreement and to implementation. In the unsuccessful
cases, third parties (in one case forceful, in the other
both facilitating and forceful) did not work actively
to promote agreement based on forward-looking or, in
one case, any equality provisions.

Search for Mechanisms: Trust
and Problem Solving

The results obtained in these studies of peace agree-
ments support findings from other studies on the role
of justice in negotiation. Those studies also suggest
other variables that may operate with justice consider-
ations in influencing the durability of agreements. One
of these variables is trust. Another is problem-solving
behavior. In their field experiment, Hollander-Blumoff
and Tyler (2008) showed that PJ principles correlated
with both trustworthiness and willingness to disclose
information. More PJ principles led to more accept-
able agreements which were, in turn, more durable.
In their comparative study of settlements to end vio-
lent conflicts, Irmer and Druckman (2009) found that
comprehensive agreements depended on the develop-
ment of trust through phases of the talks: specifically,
movement from an early phase of mistrust through
calculus-based and knowledge-based trust, culminat-
ing in identity trust in the later phases. Re-analyses of
Wagner’s (2008) data on historical cases of negotiation
involving the United States showed that PJ, problem-
solving behaviors, and integrative agreements formed a
correlated cluster: adherence to PJ principles (vs. a lack
of adherence to these principles) in the process was
strongly associated with problem-solving (vs. compet-
itive bargaining) which, in turn, increased (rather than
decreased) the chances of integrative outcomes which
were durable.

These findings, obtained from other studies, suggest
possible mechanisms for agreements that incorporate
equality principles. These principles would seem to
emerge from processes in which disputing parties build
trust. This is more likely to occur when the process
is guided by PJ principles and a problem-solving ori-
entation. Less clear is the causal sequence of these
variables: Does trust emerge from agreement on PJ
principles and/or problem solving? Or, is trust a pre-
condition for PJ and problem solving? These questions
remain to be explored. Answers to them would also

provide guidance for strategies used by third parties.
For example, if trust is an emergent process, then
focusing efforts first on establishing PJ rules would be
advised. If, however, trust is a pre-condition, then an
initial focus on creating conditions for increased per-
ceptions of trust would be beneficial. But, if the trigger
is problem solving, then encouraging these behaviors
should lead to increased trust. It may be that this clus-
ter of variables is intertwined or cyclical rather than
sequential. In this case, bolstering any one of them
would have ramifying effects on the others. These are
interesting challenges to be met in further work.

Conclusion

The results obtained from our analyses are clear. Peace
agreements that emphasize the principle of equality in
their provisions are more durable than those that do
not. This is particularly the case when the equality pro-
visions are forward looking, by which we mean equal
treatment for all parties or equal shares in terms of the
distribution of power. When, however, the equality pro-
visions are backward looking — concerned primarily
with military strength — the agreement is likely to be
less durable or no more durable than agreements that
emphasize other justice principles. These findings sug-
gest that negotiators and interveners should be guided
by policies that stress the importance of seeking agree-
ments containing provisions of equal treatment and/or
shares. Agreements without these provisions may not
last. Knowing this, we addressed the question of how
to obtain these types of international agreements.
Lessons for strategy are suggested by close exami-
nation of selected cases from our data set. Agreements
that proved to be durable provide advice about what
to do; those that unraveled send a message about what
not to do. It appears that the specific tactics used by
third parties may be less important than their objective.
Both forceful and facilitating approaches were effec-
tive in producing forward-looking agreements that
lasted. Likewise, both approaches were ineffective in
producing lasting agreements when equality principles
were not included in the agreements. These observa-
tions are consistent with the well-known idea of firm-
but-flexible: Pruitt and his colleagues demonstrated
in a number of experiments that the best agreements
occurred when negotiators or mediators were firm on
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objectives (or principles) but flexible on the means
for achieving those objectives (e.g., Pruitt and Lewis,
1977). The implication of this finding for policy is
clear: Encourage third parties to actively promote the
objective of forward-looking equality while giving
them latitude on the tactics they use to accomplish this
objective. This suggestion would be bolstered by anal-
yses of additional cases, which are part of our agenda
for further research.
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Analysis of Negotiation Processes

Sabine T. Koeszegi and Rudolf Vetschera

All social phenomena unfold and change over time, and one of the best ways to understand them is
to discover how they are born, develop, and terminate [. . .].

Introduction

Negotiation is a highly interdependent process, in
which decisions of the negotiating parties are inter-
linked through a variety of interactions between par-
ties. The role of decisions and interactions is reflected
in the structure of negotiation support systems (See
the chapter by Schoop, this volume), where one dis-
tinguishes between decision and communication com-
ponents, and in negotiation protocols (See the chapter
by Kersten and Lai, this volume), which structure
negotiations at the levels of decisions, language and
process. The particular complexity of negotiations
results not only from the fact that decisions of nego-
tiators are interlinked via communication processes,
but also from the fact that these communication pro-
cesses involve many different levels, ranging from
factual information about the issues being negoti-
ated to explicitly or implicitly relationship-oriented
communication (See the chapter by Ackerman and
Eden, this volume), and emotions (See the chapter by
Martinovski, this volume).

Although these streams of research focus on dif-
ferent aspects of the negotiation process, and con-
sequently define and model negotiations in differ-
ent ways, the importance of a process perspective
is emphasized by many researchers (Weingart and
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Holmes and Poole (1991, p. 286)

Olekalns, 2004). In a broad sense, the negotiation
process can be defined as ““(...) the interaction that
occurs between the parties before the outcome (...)”
(Thompson, 1990, p. 516). Furthermore, the decision
processes of negotiators are interlinked by communi-
cation, thus communication can be considered to lie
“at the heart” of the negotiation process (Lewicki and
Litterer, 1985). In order to analyze communication
comprehensively, researchers have to apply qualita-
tive as well as quantitative methods. In this chapter,
we give an overview of different methods to analyze
negotiation processes by looking at the information
exchange that takes place during a negotiation. Given
the complexity and multitude of these communication
processes, each of these methods highlights different
angles of the process and delivers valuable insights into
negotiations.

In general researchers can pursue two “opposite”
strategies when working with qualitative material (in
qualitative research also called “texts”, see e.g. Flick
(2009)): One strategy is to reduce the original text
by paraphrasing, summarizing, or categorizing it. This
Coding of the material has the aim of categorization
and/or theory development. Furthermore, coded data
can also be subjected to subsequent quantitative analy-
sis methods. The other strategy is to reveal and uncover
meanings of the text. This Analysis aims at recon-
structing the structure of the text and usually leads
to an augmentation of the material. Depending on
the research approach — inductive or deductive — both
strategies are applied in different ways. In a deduc-
tive research approach, researchers usually apply these

D.M. Kilgour, C. Eden (eds.), Handbook of Group Decision and Negotiation, Advances in Group Decision 121
and Negotiation 4, DOI 10.1007/978-90-481-9097-3_8, © Springer Science+Business Media B.V. 2010
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strategies rather sequential and perform analysis only
after coding is completed. When following an induc-
tive approach, however, researchers combine analysis
and coding in an iterative process (Flick, 2009, p. 306).

In the following discussion of methods, we mainly
compare different analysis strategies and do not focus
on different coding strategies. Instead, we provide
here only a brief description of one approach, the
qualitative content analysis method, since this coding
strategy has received most attention in negotiation
research and has been widely applied. Furthermore,
several methodical papers have been published in this
area (e.g. Druckman and Hopmann, 2002; Harris,
1996; Srnka and Koeszegi, 2007; Weingart et al.,
2004). During several stages of qualitative content
analysis nominal data for further analysis is created:
In the Unitization stage, researchers decide on the
unit of analysis and divide the material into coding
units which could be words, sentences, text chunks,
turns, or interacts. In the Categorization stage a
scheme of categories relevant to the research problem
is developed by grouping the qualitative material in
theoretically insightful ways (Mayring, 2002). Here,
researchers have to decide whether extant categories
are used or new ones are developed. The criterion of
reliability would induce analysts to promote “standard
categories” (derived from theory) that can be used
repeatedly, whereas the criterion of validity rather
suggests the (inductive) development of ‘“original
systems” that capture the essence of the phenomenon
under study (Druckman and Hopmann, 2002). In the
final Coding stage, category codes are assigned to
the text units. Category definitions and key anchors
established throughout the process of categorization
serve as rules that ensure consistent and thus reliable
coding. In order to guarantee reliability of results,
several quality checks and the involvement of multiple
coders are necessary (see e.g. Brennan and Prediger,
1981; Folger et al., 1984; Holsti, 1969).

This chapter introduces analysis methods and some
interesting findings obtained with them. Since all
methods we present analyze the communication pro-
cess between negotiators, we classify them according
to their perspective of the information exchanged. We
use two dimensions for this classification:

1. The first dimension classifies methods according
to their granularity, i.e. the elements of the com-
munication process which form the elementary
units of analysis. We distinguish between three

different degrees of granularity: micro-, meso-, and
macro-level of analysis. A micro-level analysis con-
centrates on single utterances or interacts or uses
single utterances for further analysis. This is the
smallest information object considered here, we
do not consider the internal composition of utter-
ances (e.g. pauses or single sounds), which might
be important e.g. for the analysis of emotions
(Martinovski, “Emotion in Negotiation”, in this vol-
ume). A meso-level analysis is based on interaction
patterns including several utterances or interacts
(e.g. episodes or phases), and a macro-level anal-
ysis considers the whole negotiation process. While
several authors (e.g. Druckman, 2003) consider the
context of the negotiation as a still higher level, and
consequently use the term “Macro” to cover this
broader context, we limit our survey to approaches
that stay within a given negotiation, and define our
terminology accordingly. The level of granularity
has implications for other features of the meth-
ods. In particular, it affects the number of cases
which can be analyzed, since a detailed analysis
can only be performed on a small number of nego-
tiations. The number of cases in turn affects the
interpretation and possible generalization of results.

. The second dimension distinguishes between meth-

ods which analyze the entire communication
between negotiators and methods which focus
only on parts of the information exchange.
Communication in negotiation covers a wide spec-
trum of different types of information, ranging
from non-verbal cues to numerical values contained
in offers. We classify methods that aim at ana-
lyzing this entire spectrum of communication as
“inclusive methods” and methods which deal only
with specific parts of the communication process
as “selective methods”. Although in general, the
focus of such a method could be on any part of
the communication process, the selective methods
we consider here typically concentrate on substan-
tive aspects of negotiations (e.g. the specific val-
ues offered or demanded in each issue) (Weingart
and Olekalns, 2004). While these two categories
can roughly be related to the analysis of qualita-
tive vs. quantitative data, these two distinctions do
not necessarily overlap. Several methods which we
label as inclusive start from qualitative information,
but transform it in a way which makes quantita-
tive, statistical analysis possible. This dimension
also influences the number of cases which can be
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analyzed, since inclusive methods require a consid-
erable effort in coding and preparing data for further
analysis.

Figure 1 gives an overview of the methods we
discuss in this chapter according to our two dimen-
sions. In the subsequent sections, we will present seven
distinct methods in detail. While we describe these
methods individually as different approaches, there
will obviously be large overlaps in their practical appli-
cation. In many cases, it will not even be possible to
state whether a particular study applies one method
or the other. We consider the integration of meth-
ods as a necessity when dealing with such a complex
phenomenon like negotiation. Nevertheless, by high-
lighting characteristic features of each of those seven
methods, we hope to guide researchers to additional
perspectives and approaches that might be useful for
getting a more thorough understanding of their topic.
The seven methods covered in this chapter are:

1. Discourse analysis and ethnographic approaches
are focusing on macro-analytic aspects of negotia-
tions in order to explain sequences and episodes of
interaction. Discourse analysis provides an in-depth
analysis of meaning and interpretation of commu-
nication arising in a negotiation process. It usually
looks at the whole negotiation in its context and is
therefore mainly applied to single cases.

2. Frequency analysis considers the frequency of
occurrence of different types of communication
acts during a negotiation. It is a comprehensive
approach, which takes into account all types of

inclusive

INFORMATION

selective

communication acts. Since it is based on individual
communication acts, we consider it as a micro-
level analysis. It has been applied widely for both
face-to-face negotiations and e-negotiations and has
already delivered a substantial body of knowledge
about occurrence and impact of strategies in nego-
tiation. However, this method does not consider the
precise time structure at which communication acts
occur during a negotiation and thus is not able to
provide insights into action-reaction patterns.

3. To identify such patterns, interaction analysis
(sequence analysis) has been applied in negotiation
research. It measures temporal dependency in nego-
tiation data. With its help, researchers can identify
the influence of one negotiator’s behavior on the
opponent’s behavior and predict negotiation out-
comes depending on strategy use. While interaction
analysis captures patterns of action and reaction
within a negotiating dyad, it ignores the larger struc-
ture of the process, i.e. at which point in time during
a negotiation these patterns occur.

4. Phase analysis is concerned with the temporal
structure of the entire negotiation process and
changes in the communication flow as the nego-
tiation proceeds toward its outcome. Researchers
applying this method identify sequences of events
and explain how and why negotiation behavior
changes over time as parties interact. Phase anal-
ysis has been applied widely and researchers came
up with several descriptive as well as prescriptive
phase models.

5. Similar to interaction analysis, offer process
analysis is also interested in the dynamic and
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interactive nature of the negotiation process. It
focuses, however, on the exchange of offers and
counter-offers during a negotiation and thus consid-
ers only part of the entire information flow. Because
it is mostly based on quantitative data, which can
be obtained more easily during a negotiation, it is
possible to consider a larger number of negotiations
than in interaction analysis.

6. Time series analysis is appropriate for discovering
longitudinal patterns like trends or cycles in con-
tinuous variables, and also the temporal structure
of relationships between quantitative variables. It
requires quantitative data, which can be related to
the substantive level of negotiation processes, or
can be obtained from the transformation of quali-
tative information.

7. Finally, information theory and grammar complex-
ity are quantitative methods which examine nego-
tiation interaction using tools from information
theory and the theory of dynamic systems. They
deliver meta-characteristics providing a quantifica-
tion of negotiation processes. These tools have only
recently been applied to negotiations (Griessmair
et al., 2008).

Discourse Analysis and Ethnographic
Studies

Discourse analysis' is a qualitative research method
aimed at the in-depth analysis of meaning and inter-
pretation of communication arising in a negotiation
process: ““... this mucking in the thick of things is

the key to discovering subtle nuances of not only

'n the post-modernist and (post-) structuralist research
paradigm, discourse is understood as an ideological practice.
“If language does more than reflect meaning, if it actually con-
structs this meaning, then discourse becomes a central aspect of
investigation in understanding the reproduction and reconstruc-
tion of ideology” MacDonald (2003, p. 154). In this context,
discourse analysis is a tool through which the construction,
contestation and negotiation of social value, authority, power,
dominance, and knowledge can be revealed. In this chapter we
focus on research that uses discourse analysis in the traditional
way, i.e. as a means of linguistic analysis of communication.
Nevertheless, we also briefly touch post-modern ideas when dis-
cussing narrative analysis, a form of rhetoric analysis, in this
section.

what negotiators say but also what they do not say”
(Putnam, 2005, p. 17). In contrast to other types of
linguistic analyses, such as semantics (the study of
meaning and lexical nature of words), phonology (the
study of sounds), morphology (the study of the struc-
ture and content of word forms), and syntax (the
study of the order of words in sentences), discourse
analysis considers larger chunks of language beyond
single sentences. It investigates the whole negotiation
in its context and is more inductive than theory-driven.
In many instances coding and analysis strategies are
applied simultaneously.

Putnam (2004, 2005) distinguishes between three
different types of discourse analysis: (1) conversation
analysis, (2) pragmatics, and (3) rhetorical analysis.

Conversation analysis uses both verbal and para-
verbal language cues to gain detailed insights into
micro-processes of interaction, i.e. patterns, sequences,
and structures of communication. The language struc-
ture — as opposed to the language content defined
by speech acts — consists of conversational manage-
ment devices such as overlaps, interruptions, pauses,
prosodics (intonation, stress, pitch, volume), or repairs
(how communicators deal with problems in encoding
and decoding messages), which are also referred to
as the “turn system” (Neu, 1988). Neu (1988) argues
that conversational analysis reveals how messages are
conveyed (i.e. the particular way of speaking) and
therefore provides essential information in the study
of bargaining behavior which is inaccessible with con-
tent analysis alone. By conducting a factor analysis
using both, content and conversation management cat-
egories, she shows how conversation structure analysis
can help to interpret communication in negotiations.
In particular, conversation analysis demonstrates the
importance of conversational management devices in
revealing e.g. status, dominance, and roles of speak-
ers (Condon and Cech, 2001; Neu 1988). For example,
relative turn size reflects success or dominance of
speakers, interruptions and overlaps mark status in
interactions, pauses carry messages about the per-
sonality of the speaker (e.g. speakers with frequent
pauses are judged as less extroverted), or frequent self-
repairs in a negotiation reveal the speaker as indefinite
and uncertain. Furthermore, Condon and colleagues
(Condon and Cech, 1996, 2001; Condon et al., 1999)
apply turn profile analysis to decision making pro-
cesses in different communication environments, e.g.
face-to-face, e-mail, or chat systems. They show that
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individuals apply different strategies for organizing
their decision-making depending on turn sizes, which
are contingent on the communication environment.
This identification of effective strategies of conversa-
tion management in different media supports designers
of negotiation and communication systems to develop
effective systems.

The second type of discourse analysis, pragmatics,
analyzes the language content, i.e. the meanings of
words in the interaction context. It therefore examines
the way how language is used. The study of speech acts
in negotiations such as threats, promises, and commit-
ment statements uncovers how language accomplishes
communication goals, e.g. how to build up a relation-
ship in negotiation or how to use tactics that serve the
end of individual gains, etc. (Putnam, 2004). Simons
(1993) relates, for instance, the micro patterns of the
use of noun phrases (i.e. words or groups of words
used as nouns, which could either be person-focused,
like you, I, we, etc., or thing-focused, like money,
price, etc.) to identify integrative strategies and to
predict outcome. Similarly, Sokolova and Szpakowicz
(2007) performed an analysis of electronic negotia-
tions using statistical natural language processing and
machine learning techniques to identify characteristic
phrases as predictors for success or failure of negoti-
ations with an accuracy of 70%. Lincke (2003) uses
pronoun and speech act analysis to identify cultural
differences of negotiators in different communication
environments.

Finally, rhetorical discourse analysis focuses the
analysis of negotiations on broad-based language
patterns and draws on ethno-methodology (Putnam,
2004). It is aimed at the study of persuasion, argu-
mentation, and symbolic meaning (Putnam, 2005).
Here, negotiations are understood as narratives or dra-
maturgical texts and researchers try to untangle how
meaning evolves and is co-developed during negotia-
tion processes. According to Putnam (2005), rhetoric
analysis is performed through studies of argumenta-
tion (the analysis of ways how bargainers legitimate
claims and support individual positions), as literary
analysis (studying the ways how words and phrases
become shorthand expressions for past discussions
and shared experiences), or as narrative analysis (the
analysis of how talk constructs complete stories with
plot lines, motives, values etc.). Especially in this
form of discourse analysis ethnographic knowledge
of the broader context of the negotiation is essential.

Researchers usually interpret patterns of language use
within the context of a full negotiation and its partic-
ipants. Keough (1992) discusses the theoretical back-
ground of argumentation analysis and Martinovski and
colleagues (Martinovski and Mao, 2009; Martinovski
et al., 2007) deliver an example. They study the lin-
guistic realization of empathy and show how empathy
and rejection of empathy contribute to the changes of
goals and strategies during negotiation. An example for
literary analysis is provided, for instance by Putnam
(2004), who analyzes the role of metonymy (the figure
of speech in which a term denoting one thing is used to
refer to a related thing, e.g. “crown” for “king”, “white
house” for “president of the United States”) and synec-
doche (the figure of speech in which the whole stands
for its constituent parts or vice versa, e.g. “culture”
for values, rituals, and myths) used in discourse. This
analysis allows uncovering how negotiators enact tacit
norms, how they use bargaining formulas, and how
they relate to each other. By comparing negotiation
processes between teachers and administration in two
public school districts, Putnam (2004) shows different
ways how meanings and interpretation are produced
through social interaction.

Finally, an example for a narrative analysis of nego-
tiations is provided by Johnston (2005). Narrative anal-
ysis is intended to understand individual interpreta-
tions of negotiation processes and underlying conflicts.
In contrast to other methods described here, the inter-
pretation of a narrative, i.e. a story, is only valid within
this specific narrative and reliability usually lies only
within the specialized knowledge of the one person
telling the story (Johnston, 2005).

The ethnographic approach as suggested for
instance by Friedman (2006) and Seligmann (2005),
is closely related to the rhetoric approach of discourse
analysis. Ethnographic research also looks at behavior
in the entire negotiation context, but as a form of
field research it usually targets real negotiations last-
ing over natural periods of time. Friedman (2006), for
instance, was studying labor negotiations for 5 years
by observing negotiation sessions, attending caucuses
of both sides, and debriefing and interviewing bargain-
ers and participants. This form of research generates
unique insights into negotiations that cannot be gained
through any other method but, at the same time,
it is an extremely labor-intensive research method
requiring extensive experience and rigor from the
researcher.
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In general, the advantages of discourse analy-
sis (and ethnographic research) are summarized by
Putnam (2005) in four arguments: (1) Discourse analy-
sis allows to identify patterns, rules, and practices that
evolve over time during negotiations within the spe-
cific context. (2) Because it refers back to the larger
context, in which the negotiation takes place, discourse
analysis makes it possible to link political, legal, and
organizational macro processes to micro behaviors in
the negotiation. (3) Discourse analysis requires the
employment of reflexivity. This helps to reveal rela-
tionship and identity aspects beyond the instrumental
level of negotiations. (4) As an inductive research
method, discourse analysis leads to the discovery of
new concepts enriching negotiation theory.

One of the major drawbacks of discourse analysis,
as well as ethnographic research, lies in its imple-
mentation. It requires texts (transcripts of negotiations,
documents, interviews, field notes, etc.) which need
to be selected and linked to each other as well as to
the larger context. As Putnam (2005, p. 27) states:
“Researchers have to be willing to muck around in the
data”. This is not only extremely labor intensive but
also prone to a sprawling and unsystematic following
of traces. As with all other qualitative research meth-
ods, it is therefore necessary to guarantee scientific
rigor through defining a research problem of impor-
tance — from within the setting or from negotiation
literature — and by applying instruments helping to
track analysis such as charts and spreadsheets (Putnam,
2005). What is more, to keep the research focused on
language analysis it is necessary to concentrate “on the
way that patterns of discourse construct, alter, and pro-
duce a negotiation. . .” so that one does not get lost in a
“... ‘play by play’ description of the event” (Putnam,
2005, p. 28) like in case studies.

Frequency Analysis

Much of the research in negotiation processes reflects a
frequency perspective measuring distributional depen-
dency in the data (Weingart and Olekalns, 2004).
Methods of frequency analysis allow answering ques-
tions relating to the frequency of occurrence of com-
munication acts during a negotiation. Studies using
frequency analysis examine the effect of exogenous

variables (e.g. media, support systems, gender, etc.) on
the occurrence and frequency of specific behavior of
negotiators (e.g. their strategy and tactics), the effect
of strategies and tactics on outcomes, or the interactive
relationships between these variables. We therefore
categorize this method as a micro-level analysis.

Frequency analysis requires coded and categorized
data, most often derived from qualitative content anal-
ysis processes. It is useful to start categorization pro-
cesses with extant coding schemes. The negotiation
literature offers a variety of different schemes. In par-
ticular, Donohue et al. (1984), and Putnam and Jones
(1982a, b) provide an excellent review and critique
of two important schemes, the Conference Process
Analysis (CPA) scheme and the Bargaining Process
Analysis IT (BPA II) scheme. By applying exploratory
factor analysis, Putnam and Jones (1982a) have orga-
nized the communication categories of the BPA
IT scheme into three strategies, termed “offensive”,
“defensive” and “integrative” strategy. These strategies
represent a series of bargaining tactics (communica-
tive acts) aimed at accomplishing long-term objectives.
For electronic negotiations, the BPA II scheme was
adapted by Koeszegi et al. (2006). They also apply
factor analysis to the adapted scheme and identify sim-
ilar strategies (distributive, integrative, and relationship
building strategies). A conceptually different scheme
was developed by Weingart and colleagues (Olekalns
et al., 2003; Weingart et al., 2004). Instead of using
factor analysis to identify strategies, they used mul-
tidimensional scaling (MDS) and suggest a category
scheme classifying negotiation behavior along two
dimensions: strategic function (behavior vs. action)
and strategic orientation (individualistic vs. collectivis-
tic). The resulting four clusters comprise the following
“strategies”: distributive information vs. integrative
information and claim value vs. create value.

In further statistical analyses (MANOVA models,
etc.), these strategies are related to exogenous vari-
ables or to outcomes. Frequency analysis has already
delivered a substantial body of knowledge about strate-
gies in negotiation. For instance, integrative tactics
and strategies are associated with reaching high joint
gains, while a more frequent use of distributive tactics
and strategies may increase the likelihood for impasses
and stalemates. A detailed report of findings is beyond
the scope of this chapter, for an overview consult e.g.
Womack (1990) or Weingart and Olekalns (2004).
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Interaction Analysis

Extending frequency analysis, interaction analysis
enables researches to capture patterns of action and
reaction within a negotiating dyad. With its help,
researchers can answer questions on how tactics and
strategies used by negotiators during the course of
a negotiation depend on one another and questions
like: “Given the specific history of a negotiation pro-
cess until a particular point of time: what is the
probability that a particular tactic is used by a
negotiation party?” can be answered with interaction
analysis.

While frequency analysis assesses distributional
dependencies in the data, interaction analysis deals
with temporal dependency (Folger et al., 1984). If,
for instance, A, B, and C represent categories for
communication acts coded along a time-line, then
the sequence A-B-C-A-B-C-A-B-C manifests a strong
temporal dependency. Here we see, that B always
follows A, C always follows B, and A always fol-
lows C (except for the beginning and the end of the
sequence). Thus, a temporal dependency allows the
prediction of some subsequent event beyond chance,
given that the occurrence of some antecedent event
is known. Because this method considers interacts
(adjacent communication acts, i.e. Af= 1), pairs with
greater time lags (A¢>1) or even more than two con-
secutive communicative acts (like in second or higher
order Markov chain models), we categorize its gran-
ularity as micro- to meso-level analysis. Therefore,
the method is applicable to a medium or larger num-
ber of cases. There are several sequence analysis
methods? to analyze the temporal ordering of coded
acts. However, negotiation scholars have applied espe-
cially (1) Markov chain analysis and (2) lag sequential
analysis, particularly for analyzing the strategic use
and the effect of individual tactics. For a systematic
comparison of the two methods please refer to Olson
et al. (1994).

2 Sequence analysis methods are applied to any type of
sequences, e.g. repeated decision making events of on individ-
ual. If however the unit of analysis is a sequence of interaction
(e.g., communication between two or more individuals), we also
use the term interaction analysis.

Markov chain models use a log-linear modeling
technique to analyze multi-way contingency-tables
assessing conditional probabilities that a specific event
has certain characteristics depending on the character-
istics of a fixed number of preceding events. In sev-
eral studies, Weingart, Olekalns, Smith and colleagues
have applied Markov chain models to coded negoti-
ation data, (e.g. Olekalns and Smith, 2000; Weingart
et al., 1999, 2007). A detailed description of Markov
chain analysis is provided by Smith et al. (2006,
p. 258) and Olson et al. (1994). It includes, in principle,
the following four steps:

(1) Determination of the strategies or tactics covered
by the analysis: Similar to frequency analysis,
communicative acts need to be coded into a cate-
gory scheme. For instance, a very simple category
scheme is the classification of communicative acts
either as distributive or as integrative behavior.
More detailed category schemes comprise a higher
number of strategies or tactics, which increase the
complexity of Markov chain models.

(2) Construction of contingency tables (the transi-
tion matrix) representing the dependencies among
strategies in sequences of a particular length: As
mentioned before, Markov chain models assess
conditional probabilities that a specific event takes
a given value given a fixed number of preced-
ing event values. The number of previous values
being considered determines the order of the chain.
For instance, in a first-order Markov chain it is
assumed that the communicative act of a negotia-
tion party at a given point of time is only dependent
on the one preceding communicative act of the
other party. A second-order Markov chain model
would assume that the behavior of one party is
dependent on the two preceding acts, one coming
from the other party and, as a second preceding
act, the negotiator’s own previous tactic, and so
forth. Weingart et al. (1999) and Smith et al. (2006)
note that in their studies of empirically observed
negotiation processes second-order chains were
sufficient.

(3) Log-linear analysis of Markov chain models deter-
mining the length of strategy sequences that best
captures the communication: By applying log-
linear modeling techniques, the order of the chain
is assessed by determining the highest order
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interaction needed to describe the dependencies
in the sequence of the coded communicative acts.
For instance, to conclude that a given negotiation
data set is at most second-order, all interactions
of a third-order chain are tested for significance
and must be insignificant. In this step, it is also
possible to compare Markov chain models derived
from different subpopulations, i.e. to test the effect
of independent variables (like experimental treat-
ments) on sequences of communicative acts during
the course of negotiations. Log-linear modeling
techniques also allow to define subpopulations
retrospectively, e.g. according to the outcomes
reached.

(4) Analysis of residuals assessing strategy sequences
contributing to the overall model fit. Finally,
through the comparison of (nested) models and
the interpretation of their standardized residuals,
it is possible to characterize the identified effects
qualitatively.

With the help of Markov chain models, Weingart
et al. (1999) for instance show that negotiators respond
in-kind to both distributive and integrative tactical
behavior. However, negotiators with tactical knowl-
edge are more likely to reciprocate integrative behavior
and to engage in longer integrative sequences than
negotiators without tactical knowledge. In another
study, Weingart et al. (2007) analyze the influence
of social motives of negotiators (cooperative vs. indi-
vidualistic) on the choice of strategy and strategy
sequences. They show that cooperators do not only
respond more systematically to the other parties’
behavior than individualists but they also adjust their
use of integrative and distributive strategies depending
on the social motives of their counterparts.

The second method frequently applied in interaction
analysis is lag sequential analysis, a technique deter-
mining whether particular events follow other events
at frequencies beyond chance (Olson et al., 1994). Lag
sequential analysis not only permits the investigation
of immediately adjacent communication acts, but can
also be applied to communication acts at arbitrary lags.
For negotiation process analysis this means that using
lag sequential analysis one can calculate whether a
specific tactic is more likely than chance to follow
another tactic after some number of intervening com-
municative acts. Furthermore, it is also possible to look
at patterns of relations among more than two states

(Olson et al., 1994): An indirect way of confirming the
hypothesis that A B C is a frequently occurring pattern,
is to find a significantly high frequency for AB and BC
(lag 1) and AC (lag 2).

For performing lag sequential analysis one has to
define a criterion category. Then, for a lag 1 analy-
sis, for each occurrence of that criterion, the number
of times a particular behavior immediately follows this
criterion is counted, for lag 2, the second communi-
cation act following the criterion, at lag 3, the third
communication act after the criterion is analyzed until
max lag, the largest sequential step. Statistical signifi-
cance can be tested by the z score statistic proposed by
Allison and Liker (1982).

Several negotiation studies have applied lag sequen-
tial analysis. Putnam and Jones (1982a), for instance,
show with experimental research that dyads who did
not reach an agreement exhibit a tightly structured,
reciprocal attack-attack or defend-defend pattern. This
pattern was not found in successful dyads. Donohue
has developed a negotiation interact system classifying
communicative acts into cuing and responding tac-
tics (Donohue, 1981a, b; Donohue et al., 1984). By
applying lag sequential analysis he also shows, that the
outcome of a negotiation can be predicted by studying
the proportions of use of different tactics (Donohue,
1981a).

Phase Analysis

Phase analysis is another method to analyze time
dependent structures in negotiation processes by
describing the communication flow toward the out-
come. While interaction analysis captures patterns of
action and reaction within a negotiating dyad but
ignores when these patterns occur, phase analysis
enables researchers to identify sequences of events
across the entire process and explain how and why
negotiation behavior changes over time as parties inter-
act (Holmes, 1992).

Like frequency and interaction analysis, phase anal-
ysis is based on categorized communication acts, but
it divides interaction processes into coherent peri-
ods. We therefore categorize the granularity of this
method as meso-level analysis. It provides researchers
with a “map” of social interaction explaining types
and sequences of developmental paths, their struc-
tural properties such as cycles, repetitions or transition
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points, and factors influencing or causing the develop-
ment of interaction (Holmes and Poole, 1991).

According to Holmes (1992) two theoretical and
methodological issues have to be resolved in phase
analysis research. The first theoretical issue is: “What
constitutes a phase?” and the related methodologi-
cal question “How can we identify a phase?” The
second theoretical issue is “What generates changes
between phases?” and the associated methodological
question “How can we identify phase transitions?”
Phase research has come up with alternative answers
to these questions which resulted in two types of phase
models: stage models and episodic models. Stage
models assume coherent periods of interaction domi-
nated by particular communicative acts. These models
assume that negotiations pass through certain distinct
stages on the way to an outcome. Usually, one can-
not clearly determine where stages end and subsequent
stages begin but they rather overlap to some degree.
Therefore, researchers often use fixed intervals with
arbitrarily defined boundaries between phases. In con-
trast, episodic models are based on explicit boundaries
between clearly identifiable interaction structures (i.e.
episodes). In episodic models, transition points help
to distinguish between periods with consistent sets of
behaviors. As a consequence, stage models treat phases
and their sequence as fixed whereas episodic models
allow for flexible phases including variation, cycles,
and return to previous behavior (Weingart et al., 2004).

Because the stage model approach is less com-
plex and therefore needs less data, it is used more
often (see e.g. Adair and Brett, 2005; Weingart and
Olekalns, 2004). Such an approach is, however, prob-
lematic for two reasons (Holmes and Poole, 1991;
Poole and Roth, 1989): it is impossible (1) to deter-
mine alternative or multiple sequence paths and (2) to
discriminate between groups (dyads) which differ in
lengths and numbers of phases. Holmes (1992) there-
fore discusses three tools to overcome these problems:
flexible phase mapping, gamma analysis, and optimal
matching analysis.?

All three tools are applied to coded interaction data.
Flexible phase mapping is a procedure to establish

3 A detailed application of these tools can be found in Poole and
Roth (1989) as well as in Holmes and Poole (1991). Holmes
(1997) and Olekalns et al. (2003) have already used these tools
to analyze negotiation processes.

boundaries between phases based on shifts in functions
of interaction through researcher-determined parsing
rules. The result of this procedure is a phase map, i.e.
a time line of negotiations indicating clear boundaries
between phases. In order to generate sequence typolo-
gies (e.g. types of sequence paths), gamma analysis
is an appropriate tool. This method uses Goodman-
Kruskal Gamma to identify a phase structure and sub-
sequently tests whether there are unitary or multiple
sequence paths. Furthermore, it identifies between-
group (dyad) differences in types and sequences of
phases by calculating precedence and separation scores
(see e.g. Olekalns et al., 2003). Finally, optimal match-
ing analysis allows comparing detailed phase maps
produced by flexible phase mapping. It is a method
which rank-orders cases by their distance from a model
sequence and was applied to negotiation processes by
Holmes (1997). These tools have been developed origi-
nally for the analysis of small group decision processes
and have been applied later to face-to-face negotia-
tions. As an alternative tool specifically designed for
phase analysis of negotiation data, Koeszegi et al.
(2009) have developed a data-driven method for the
endogenous identification of transition points in phase
analysis. With their method, larger datasets can be ana-
lyzed and advantages of both, episodic and stage phase
analyses, can be combined.

Negotiation literature offers a substantial variety of
descriptive as well as prescriptive phase models for
negotiation (for an overview see e.g. Holmes, 1992).
The majority of these models includes two to four
phases and is based on the idea of unitary sequence, i.e.
one stage following the other determined by the inher-
ent logic of conflict resolution through negotiation.
A well-known phase model was developed by Adair
and Brett (2005) in their analysis of the “negotiation
dance” of negotiators coming from different cultural
backgrounds. Their stage model divides the whole
interaction process into four equally long phases. At
the outset, negotiators have little information about
preferences and needs of their negotiation partners.
Since most negotiators have a fixed-pie bias, negotia-
tors in this phase assume that the other party wants the
opposite of what they want. Thus, at this early stage,
negotiators try to position themselves and to establish
power. Adair and Brett (2005) have labeled this stage
“Relational Positioning”. As negotiators move on, they
try to clarify the issues of the negotiation problem. This
second stage, “Identify the Problem”, is characterized
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by exchange of information about issues, options and
underlying interests and priorities of the parties. Once
negotiators have built an understanding of these topics,
they move on to the next stage and start to claim their
share of the disputed value. Adair and Brett (2005)
have labeled stage three “Generate Solutions”, which
is characterized by a shifting focus between competi-
tive and distributive behavior to influence the outcome
on one hand, and integrative information exchange to
move toward an agreement on the other hand. Finally,
at the end of the process, parties try to reduce the
complexity of the problem by eliminating alternatives.
Since most of the information and persuasive argu-
ments are already on the table, they do so by exchang-
ing offers and counter-offers. Adair and Brett (2005)
labeled this final stage “Reach Agreement”. They find
empirical evidence that their normative phase model is
helpful for managing the evolution and strategic focus
during negotiations.

Offer Process Analysis

In contrast to the other methods discussed in this chap-
ter, offer process analysis is exclusively focused on
the substantive level of negotiations, which is usu-
ally presented in the form of quantitative informa-
tion. Following Tutzauer (1992), offer process analyses
argues that offers are the most important part of com-
munication during a negotiation, because they shape
the outcome of negotiations in terms of the actual
issues being negotiated. Offer process analysis there-
fore views a negotiation as a (more or less structured)
exchange of offers.

The focus on offers formulated in terms of issue
values adds another dimension to the analysis of com-
munication processes: With respect to offers, the dis-
tinction between single- and multi-issue negotiations
becomes important, since the latter type provides a
far greater range of possibilities to construct offers.
However, many approaches to offer process analy-
sis suppress the additional complexity of multi-issue
negotiations by representing offers only in terms of the
(aggregate) utility value which an offer has to a nego-
tiator. Aggregating multi-dimensional offers into one
single utility value creates an important advantage for
analysis. The differences between utility values of (not
necessarily subsequent) offers can be interpreted as a

cardinal measure of concessions made by a negotia-
tor. Concessions are perhaps one of the most widely
studied quantitative characteristics of negotiation pro-
cesses.

Given the importance of offers for negotiations,
it is not surprising that offer process analysis cov-
ers the entire range of granularity levels, from the
micro level of single offers to the macro level of entire
negotiations. We will discuss these levels in turn, start-
ing (mainly for historical reasons) from the macro
level.

At the macro level, the total concession made by
a party (i.e. the difference in utility between the first
and the last offer made by that party, or the first
offer and the final compromise which the party has
accepted) is a straightforward indicator of the party’s
behavior during the negotiation. Carnevale and Pruitt
(1992) and Druckman (1994) give an overview of
the empirical research on concession behavior. This
research has identified several factors influencing con-
cessions. Apart from individual characteristics of the
negotiators, like their hostility (Carnevale and Pruitt,
1992), and problem characteristics, like the framing of
the problem in terms of gains or losses (Carnevale,
2008), time pressure has been identified as one of
the most important external factors influencing total
concessions (Stuhlmacher and Champagne, 2000).

In addition to the total magnitude of concessions,
researchers also considered the frequency of conces-
sions, measured by the fraction of offers that actu-
ally are concessions in contrast to offers in which a
negotiator demands a constant or even higher utility
for herself, and the average size of individual con-
cessions as process characteristics (Stuhlmacher and
Champagne, 2000). While all these measures were
used for single-issue negotiations or applied to util-
ity values in multi-issue negotiations, Vetschera (2006,
2007) considered concessions in individual issues and
related them to the importance of issues as represented
by their weights in the negotiators’ utility functions.

In contrast to concessions, which are a widely used
process characteristic, the actual values involved in
individual offers were rarely analyzed. One exception
is Carnevale (2008), who used average utility values
of offers, both to the focal negotiator and to the oppo-
nent as well as the sum of both, as an additional
process characteristic and found that these values are
related to the framing of the problem as gains or losses.
In multi-issue negotiations, the structure of package
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offers involving several issues also allows to infer the
priorities of issues to each party. This relationship has
been used by Vetschera (2009) to measure the infor-
mation about preferences of negotiators that can be
inferred from observing their offers.

The total amount of concessions (as well as the
other aggregate measures discussed so far) provides
a rather coarse-grained representation of the negotia-
tion process. A finer level of granularity is provided by
measures which take into account the time structure of
offers (or concessions). In particular, the relationship
between initial first offer and subsequent concessions,
as well as the development of concessions over time,
have been studied empirically. Both areas of research
are surveyed by Carnevale and Pruitt (1992). They
provide empirical evidence about different types of
negotiation strategies and, based on these empirical
results, recommend an “inverted-U” strategy, which is
characterized by a tough initial offer and a relatively
high rate of concessions in the middle of negotiations,
with lower concession rates at the beginning and the
end of the negotiation.

While the research reported by Carnevale and
Pruitt (1992) is mainly based on the actual conces-
sion patterns observed during (experimental) negotia-
tions, other researchers have used different approaches.
Henderson et al. (2006) used predefined patterns for a
given concession (like a constant rate of concession,
conceding the entire amount right at the beginning or
only at the end of the negotiation) and presented those
patterns to experienced negotiators asking them about
their preferences for each of them. In an empirical sur-
vey of over 10,000 negotiators across the world, they
found distinctively different preferences for conces-
sion patterns among different cultures.

A more general approach to characterize observed
concession and offer patterns was developed by
Nastase (2006), who interpreted the utility values of
offers as a function of time. Several characteristics
of these “concession curves” were used as input to
a machine learning classification mechanism to test
whether these characteristics jointly determined the
success or failure of negotiations. Accuracy rates of
over 70% were obtained with this approach.

An alternative method to characterize entire negoti-
ations in terms of concession processes was developed
by Tutzauer (1993). All offers from one negotiator are
described as a curve in utility space, representing the
utility values of the offers to both parties. Toughness of

a negotiator is then measured by a line integral along
this concession curve.

At the meso-level the dyadic interaction, i.e. the
sequence of one offer from a negotiator and the coun-
teroffer from her opponent, becomes the focal unit
of analysis. Although interaction dyads seem to be a
quite natural building block for studying negotiations,
very little research has been performed at this level up
to date. A theoretical framework for analysis at this
level was developed by Tutzauer (1986), who intro-
duced the concept of an “offer-response function”. An
offer-response function represents the counter-offer of
a negotiator’s opponent as a function of the preceding
offer of the negotiator (and vice versa for the other
side). This concept allows for the formalization and
analysis of many concepts in negotiations. For exam-
ple, a compromise can be interpreted as a fixed point of
an offer-response function, and reciprocity can be rep-
resented by the condition that offers which are closer
to such a fixed point be matched by counter-offers
which are also closer to the compromise. For empir-
ical tests of the model, parameterized specifications
of the offer-response function must be used. Tutzauer
(1986) used elliptic functions and was able to show
that the estimated parameters of the offer-response
functions differed significantly between successful and
failed negotiations. Despite these encouraging results,
this approach has not been applied since in empirical
studies.

Taking a less formal perspective, one can study the
relationship between offers and counteroffers from an
empirical point of view, using models of descriptive
decision theory. Kristensen and Girling (2000) ana-
lyzed whether previous offers from the opponent form
an anchor point, which influences subsequent offers
by a negotiator through insufficient adjustment from
the anchor. In their empirical study, this anchoring
effect was confirmed. In the context of multi-issue
negotiations, Moran and Ritov (2002) also found a
strong anchoring effect of the first offer made during
a negotiation on the counteroffers by the opponent.

At the micro level, offer process analysis deals
either with single offers from a negotiator, or the rela-
tionship between two subsequent offers from the same
negotiator, which represents a single “bargaining step”
made by that negotiator.

The initial offer plays a particular role in nego-
tiations. Although the importance of initial offers
and their impact on negotiation outcomes is clearly
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recognized both in the academic (Cellich, 2000; Half,
1993) and the practical (Buelens and Poucke, 2004) lit-
erature, factors which determine the initial offer have
been studied only rarely. One exception is Buelens and
Poucke (2004), who found that knowledge of the oppo-
nents BATNA is an important factor in determining
initial offers.

In the negotiation process following the initial offer,
the relationship between two subsequent offers is often
considered to be more important than the actual issue
values contained in them. In single issue negotia-
tions, such bargaining steps can only be classified into
concessions and “inconsistent” offers (Stuhlmacher
and Champagne, 2000), which represent increasing
demands by a negotiator. In the context of multi-
issue negotiations, more complex patterns can be dis-
tinguished because of the possibility of log-rolling.
Filzmoser and Vetschera (2008) and Gimpel (2007)
developed similar classification schemes for bargain-
ing steps in multi-issue negotiations which distinguish
four types:

e [Insistence (similarity): offers which do not differ
from previous offers.

® Concession: offers in which the negotiator con-
cedes in at least one issue without strengthening her
position in any other issue.

® Demand (Step back): Offers in which the negotiator
increases her demand in at least one issue, without
decreasing it in any issue.

® Trade-off: Offers in which the negotiator increases
her demand in some issues and reduces it in others.

In their empirical study, Filzmoser and Vetschera
(2008) confirmed that insistence has a negative effect
on both the likelihood of reaching an agreement and
the Pareto efficiency of agreements, thus establishing
a link between process characteristics and outcomes.
Existing classification schemes for bargaining steps
treat all issues equally, future extensions could involve
classification schemes which take into account the
different importance of issues to negotiators.

Summarizing the current state of offer process anal-
ysis, we notice that this approach is particularly well
developed at the macro level, where several aggregate
measures characterizing the entire negotiation pro-
cess have been developed and employed in numerous
empirical studies. Research at the micro level, consid-
ering individual offers and bargaining steps is, with the

exception of research on initial offers, still at a rather
early stage, and at the meso-level there have been even
fewer contributions.

Time Series Analysis

Time series analysis is a set of statistical methods to
analyze quantitative variables that are measured at dif-
ferent (typically discrete) points in time. The most
common use of time series analysis is to forecast future
values of the variables, but time series analysis mod-
els can also be used to explain relationships between
variables and the development of variables over time.
Time series models can broadly be classified into uni-
variate models, which are mostly used to predict future
values of one variable using past data of the same vari-
able; and multivariate models, which take into account
relationships between (past and present) values of sev-
eral variables. Time series analysis methods usually
require data to be measured on a metric scale. Thus
they could be applied to data on offer values, but also to
qualitative data about communication content, which
is transformed to quantitative data by considering e.g.
frequencies of certain communication acts in given
time periods. Since time series models need to be fitted
to an entire time series, which usually corresponds to
data on an entire negotiation or a large part thereof, we
classify them as meso- to macro-level methods.

A technical introduction to the methods of time
series analysis with a particular emphasis on their
application to communication processes and social
interactions is given by Gottman (1979). We there-
fore do not describe specific methods here, but focus
on applications of time series analysis in negotiation
research.

As a prediction method, time series analysis could
be used in the context of negotiation support to help
one negotiator to predict future moves of the oppo-
nent. While to our knowledge, no such applications of
time series analysis exist (yet), a similar approach was
considered by Carbonneau et al. (2008), who used an
artificial neural network to predict the opponent’s offer
based on information about past offers and the focal
negotiator’s current offer. This model then was used to
optimize the focal negotiator’s offer strategy.

While the use of univariate models is mostly
restricted to prediction, multivariate models can also be
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used for explanation. An important advantage of time
series models is that they explicitly model the lag struc-
ture involved in the interaction of variables, which can
also help to explore complex patterns of relationships
and causal structures between the variables involved.
Important tools in time series analysis are autocor-
relation and cross-correlation functions, which plot
correlation between lagged values of the same (auto-
correlation) or different (cross-correlation) variables as
a function of the time lag between observations.

An exemplary application of these methods to
the analysis of negotiations is the work of Gerner
and Schrodt (Gerner and Schrodt, 2001; Schrodt and
Gerner, 2004), who used cross-correlation functions to
study the causes and impact of different types of medi-
ation in political conflicts like the Middle East conflict
or the wars in the Balkans in the 1990s. By calculating
the cross-correlation function between the intensity of
mediation efforts and conflict characteristics, like the
level of tension, they were able to show that medi-
ation was often triggered by a preceding high level
of conflict and that different types of mediation (and
mediation by different parties) differed significantly in
their impact on the cooperation levels between parties
involved.

An important concept of time series analysis, which
to our knowledge has not yet been applied to study
negotiations, is the separation of the dynamics of a
time series into a trend, a seasonal (or more general,
cyclical), and a random component. While researchers
in negotiations have used techniques such as regres-
sion analysis or simple pairwise tests between different
phases of negotiations to identify trends and changes
in variables over time, the potential of time series anal-
ysis to identify cyclical patterns in temporal data has
not yet been exploited. In time series analysis, data
is not only analyzed in the time domain (where each
observation is identified by its time index), but also in
the frequency domain. For analysis in the frequency
domain, a time series is transformed into its spectrum
showing the relative strength of oscillations of different
frequencies. Spectral analysis could help negotiation
researchers to identify recurring patterns in negotia-
tions. One potential problem in the spectral analysis
of negotiations is the data requirement. Typically data
involving several cycles is needed before a cyclical pat-
tern can be established. Thus spectral analysis is not
able to replace conventional phase analysis (in which
phases are assumed to occur just once in a negotiation),

but could identify more frequent patterns at the micro
level. Because of the necessity to use long data series,
time series methods can be applied to negotiation data
only at the macro level of entire negotiations.

Information Theory and Grammar
Complexity

The core of each negotiation process is the exchange
of information between parties. Therefore, information
theory can provide useful tools for studying negotia-
tions. The fundamental concepts of information theory
were already established over 60 years ago by Shannon
(1948). However, researchers in negotiation have only
recently begun to exploit this possibility. One possible
explanation for this long delay is the need to estab-
lish a linkage between the formal structure provided by
information theory and actual negotiation processes.

Information theory, as it was formulated by
Shannon, is concerned with the transmission of mes-
sages (like texts) over a (technical) medium. Messages
consist of a string of symbols which are taken from a
given alphabet. When analyzing negotiations it would
not make much sense to study communication pro-
cesses at the level of single letters contained in mes-
sages sent via an e-negotiation system. Modern meth-
ods of content analysis, however, allow to represent a
negotiation as a stream of categorized communication
units. In this interpretation, categories used to code the
communication units form the alphabet in the termi-
nology of information theory, and each communication
unit (thought unit) is considered as one symbol being
transmitted between negotiators.

A central concept in Shannon’s information theory
is entropy. The composition of a transmitted message is
supposed to be a random process in which each symbol
of the alphabet appears with a certain probability. The
alphabet contains n symbols, and symbol i occurs with
probability p;. An optimal encoding for the alphabet
would need —log; p; bits for symbol i, so this quantity
represents the amount of information transmitted by
that symbol. Frequent symbols thus convey less infor-
mation than rare symbols. By taking the expected value
across all symbols, we obtain the entropy H as (Conant,
1990; Shannon, 1948):

H=-> pilogpi ey
i
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While H is defined in terms of a given alphabet, and
thus considered as a property of the alphabet, the same
measure can also be applied to a single message by
replacing the theoretical probability p; by the relative
frequency of a symbol in a given message or a set of
several messages.

The entropy takes its maximum value when all sym-
bols occur with equal probability. A low value of
entropy indicates that certain symbols are rather rare
and others are quite frequent. Entropy thus is a measure
indicating how uniform a communication process is.

Interpreting a negotiation as a sequence of coded
communication units, in which each communication
unit is one symbol, the entropy of the negotiation can
be computed. A low entropy would indicate that the
negotiation contained some ‘“‘surprises” in the form
of a certain type of communication occurring perhaps
only once or twice during the negotiation, while a high
entropy would indicate that all types of communication
units were used to a similar extent.

While entropy thus provides a compact overview of
the distribution of communication categories in a nego-
tiation, it does not take into account the structure in
which symbols are arranged in a message. For exam-
ple, in a simple alphabet containing only the letters A
and B, the following three messages, which are com-
posed of the same number of A’s and B’s, would all
have the same entropy:

ABBAABAB
AAAABBBB

ABABABAB

However, the second and third sequence clearly fol-
low a more regular pattern than the first one. This
“structuredness” of the entire process could be an
important factor in a negotiation, which is not captured
by entropy.

This aspect is taken into account by measures of
complexity based on context-free grammars. In gen-
eral terms, a grammar is a set of rules specifying
how syntactically correct words or sentences are cre-
ated from symbols in a language. To describe those
rules, two classes of symbols are distinguished: ter-
minal symbols, which correspond to the symbols in
the alphabet and are the elementary non-decomposable
elements of the language, and non-terminal symbols,

which represent higher order constructs. The rules in
the grammar specify how non-terminal symbols can be
expanded into strings which at the end of the process
contain only terminal symbols.

In a context free grammar, rules have the form

o —(q

where o is one nonterminal symbol and ¢ is an arbi-
trary string composed of terminal and/or nonterminal
symbols. Thus a rule in a context free grammar speci-
fies a string by which exactly one nonterminal symbol
is to be replaced. This rule can be applied to any occur-
rence of the nonterminal symbol anywhere in a string.
This distinguishes context free grammars from context
sensitive grammars, where replacement of a nontermi-
nal symbol is only allowed if the symbol occurs in a
certain context. Context free grammars form the mid-
dle level in Chomsky’s (1956) hierarchy of grammars.
At the lowest level, regular grammars are restricted
to a certain structure of the right hand side of the
replacement rule.

Highly structured sequences can be produced by
relatively short grammars. For example, the sequence
A B A B A B A B can be produced by the very short
rules:

01 —> 02020207
op — AB

which could be written even shorter as

(71—)051

o) — AB

where superscripts indicate the number of replications
of identical symbols. On the other hand, a completely
random sequence can only be represented by a gram-
mar which contains exactly that sequence as the right
hand side of a production rule. Thus, the total length of
the right hand sides of the production rules required to
create a string is an indicator of the “structuredness” of
the string.

More formally, the grammar complexity of a
given string is defined as follows (Jiménez-Montafio,
1984):

Denote by K(o — ¢) the complexity of the produc-
tion rule 0 — ¢, which is defined as the length of the
string ¢ on the right hand side of the rule. A gram-
mar N is a set of production rules which are uniquely



Analysis of Negotiation Processes

135

identified by their nonterminal symbols o. Then the
complexity of a grammar N defining string r is defined
as

Kn(r) =Y Ko — q) )

oeN

i.e. the sum of the lengths of all right hand sides of the
production rules needed to generate string r:

Since a string can be generated by many differ-
ent sets of production rules, Chaitin (1966) proposed
to use the shortest length of any grammar describing
string r:

Kg(r) = min Kn(r) 3)

Thiele (1974) provided an axiomatic foundation for
this measure. While it can be shown that it is not pos-
sible to prove that a given grammar is actually the
shortest description for a given string (Chaitin, 1974),
this is not a severe restriction for the concept. As
long as a reasonably good algorithm for constructing
a set of rules is consistently applied to all data under
study, the length of the resulting rules can be used as
a consistent measure of complexity. One such algo-
rithm is presented in Schneidereiter (1974), who uses a
“redundancy value” based on the length and frequency
of patterns found in a string to determine which pat-
tern to replace by a nonterminal symbol. The resulting
measures of complexity have been applied to several
different fields including biology (Jiménez-Montaiio,
1984) and interactions between patient and therapist in
psychotherapy (Rapp et al., 1991).

In negotiation analysis the structure of communica-
tion processes is also of importance. So far, however,
structure has mainly been analyzed in terms of pat-
terns of words or phrases (see our section on discourse
analysis). While these methods concentrate on single
words or phrases exchanged during negotiation, mea-
sures like grammar complexity can be used to consider
different types of communication units as symbols
and study their relationships. Grammar complexity
was applied to coded transcripts of e-negotiations
by Griessmair et al. (2008), who found significant
differences in grammar complexity between negotia-
tions supported by analytical tools and negotiations in
which only communication tools were used, as well as
between successful and failed negotiations.

Grammar complexity and related measures treat the
entire negotiation as the basic unit of analysis and thus
were placed at the macro level of analysis in Fig. 1.

Discussion

In this chapter, we have attempted to provide a com-
prehensive overview of different methods which can
be used to analyze negotiation processes. The methods
we have presented originated in a wide variety of scien-
tific fields and encompass a broad spectrum of different
viewpoints on negotiations.

As we have already argued, we view this diversity
as a strength rather than as a weakness of the field
and we expect that even for rather specific and focused
research questions, a combination of several methods
will be required. Using such a multi-method approach
can be supported both by theoretical and pragmatic
arguments:

From a theoretical perspective, the diversity of
methods is required to cope with the complexity of
the research object. Negotiation processes are com-
plex, multidimensional phenomena, which can and
must be studied from a variety of perspectives. Each
of the methods we have presented highlights a partic-
ular aspect of the negotiation process. Methods which
focus on communication about the substantive aspects
of the negotiation like offer values emphasize the quan-
titative part of the communication. Inclusive methods
also consider qualitative aspects of communication,
but consequently can represent communication only
at a rather general level (e.g. in frequency analysis,
one only models the fact that a particular statement
from a negotiator contains an offer, without reference
to the actual values involved). Thus, a combination of
methods is needed to obtain a comprehensive view. In
particular, the linkage between the substantive level
of negotiations and the qualitative and relationship-
oriented aspects of communication is still largely unex-
plored and can only be understood if methods from
both domains are combined in innovative ways.

Even when methods cover the same or similar
aspects of the negotiation problem, a combination
of methods could be useful. Several of the meth-
ods we have discussed involve subjective components
in the classification and evaluation of data. Methods
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involving analytical components typically also require
simplifications and the choice of parameters, which
might introduce noise and biases into the results.
Triangulation by using different methods is therefore
an important strategy to improve the reliability and
validity of results.

Apart from these theoretical arguments, there are
also pragmatic reasons for a multi-method approach.
Several of the methods we have discussed operate on
coded interaction data. Coding of negotiation tran-
scripts is a complex and labor-intensive process. By
applying different methods to data obtained from qual-
itative content analysis, the resources spent for coding
are used more efficiently.

As our survey has indicated, the application of
several of the methods which we have discussed to
negotiation data and negotiation processes is still in its
infancy. The huge effort required for coding and prepa-
ration of data is perhaps one of the limiting factors
which inhibit a more wide-spread use of these tech-
niques. Therefore, approaches to overcome these data
limitations are an important topic in the future devel-
opment of methods to analyze negotiation processes.
While several attempts were already made to apply
methods of computational linguistics, text mining and
machine learning to the classification of negotiation
transcripts, success so far has been limited. Many
methods for process analysis require a deeper under-
standing of human interactions, which so far can not be
provided by automated systems. However, interactions
in negotiations also contain many routine elements, to
which such methods could be applied. This could lead
to a division of labor between humans and computers
in the analysis of negotiations enabling the handling
of larger amounts of negotiation data than previously
possible, without sacrificing rigor or quality of insight.

Innovative methods could also complement existing
research on negotiation processes in entirely different
ways. Rather than uncovering the structure of observed
negotiation processes, simulation methods could be
used to analyze whether assumed mechanisms can
indeed generate patterns which are similar to those
observed in actual negotiations.

Although the need for more process oriented
research on negotiations has been articulated in the lit-
erature for several decades, we still can conclude with
the remark that this is a very dynamic field, offering
plenty of opportunities for both the development of
new methods, and innovative applications of existing
methods.
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Non-Cooperative Bargaining Theory

Kalyan Chatterjee

Introduction: Game Theory
and Negotiation

Game Theory was first systematised by John von
Neumann and Oskar Morgenstern in the book Theory
of games and economic behavior (1944). The the-
ory addresses the choices that individuals “rationally”
make in situations where their interests are different
but not entirely in conflict. It is therefore a natural con-
text for the study of bargaining, where the players may
have a common interest — when there is an outcome
that all parties prefer to no agreement — but where there
are also real conflicts of interest. (Different kinds of
bounded rationality have also figured in the recent lit-
erature on game theory, but we shall not discuss them
in this chapter.)

Von Neumann and Morgenstern divided game the-
ory into non-cooperative and cooperative branches;
in the latter, agreements can be enforced without
cost, whereas in the former enforcement occurs only
within the context of the original problem. The first
game-theoretic treatments of negotiation fell within
cooperative game theory, and cooperative game theory
approaches remain an active area of research. But it
was later realized that non-cooperative models were
essential, as only they could capture the “give and
take” that must characterize genuine bargaining. These
non-cooperative approaches are the main subject of
this chapter.

K. Chatterjee (D<)

Department of Economics, The Pennsylvania State University,
University Park, PA 16802, USA

e-mail: kchatterjee @psu.edu

D.M. Kilgour, C. Eden (eds.), Handbook of Group Decision and Negotiation, Advances in Group Decision

Approaches to Modelling Negotiation

There are two major game-theoretic frameworks for
modelling bargaining and negotiation. The first, due to
Nash (1950, 1953) and later expanded by Roth (1979),
proceeds by first proposing some principles or axioms
that are supposed to characterise the negotiations they
wish to model. The axioms are usually strong enough
to give rise to a “solution” or a prediction of the result
of the bargaining.

Nash’s first paper, probably the most famous one in
bargaining, lays out the following axioms that describe
the solution to a two-player negotiation. The first is
a requirement that utilities be cardinal (as in von
Neumann and Morgenstern), so if the same agree-
ment is described by two different utility functions,
the description is equivalent if the utility functions dif-
fer only (if at all) in the choice of origin and scale. In
effect, the origin is chosen to be a specific utility pair,
known as the status quo point. This is supposed to be
the utility outcome in the event of disagreement or con-
flict. (Nash’s second paper determines this in a game,
whilst the first assumes this is given exogenously). The
set of feasible agreements (in utility terms) is assumed
by Nash to be convex (this might call for joint ran-
domisation between feasible agreements), closed and
non-empty.

Nash’s work depends on a couple of apparently
innocuous axioms, first, that if the set of feasible util-
ity pairs is symmetric, given the status quo point as
origin, then the solution should give equal utilities to
the two players, and second, that the solution should
be efficient. (This latter condition means it is not pos-
sible to make a player strictly better off without making
the other player strictly worse off. It follows that, with
a symmetric utility possibility frontier, the solution has
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to be the intersection of the Pareto frontier with the 45°
line from the status quo point.)

The last axiom is not innocuous. It can be interpreted
as saying that the players are behaving in negotiation as
if they are jointly maximising some welfare function,
though the actual statement, called the Independence
of Irrelevant Alternatives by Nash, is weaker. The con-
dition is that if the solution for a utility-possibility set
Aisin B and BC A, then it must also be the solution for
a utility possibility set B. There is an important addi-
tional requirement, namely that the status quo points
of A and B must be the same, so the solution is not
independent of this particular alternative.

Given these axioms, Nash proved in an elegant the-
orem that the solution had to be the pair of utilities that
maximised the product of utilities measured with the
status quo point as origin. A programme of research
started thereafter, relaxing and changing the axioms,
and a superb description of this work is in Roth’s 1979
book.

The beautiful Nash result, however, raised many
questions. First, the properties of the negotiation pro-
cess appeared to impute some collective rationality to
the players — they would never reach something ineffi-
cient and wasteful and they would, in fact, be behaving
as if jointly maximising a particular social welfare
function. This idea seems somewhat optimistic, given
that real-world bargaining clearly suffers from many
inefficiencies, giving rise to impasses, strikes, wars and
so on. A second, less fundamental, question was the
assumption of symmetry, which seemed to imply all
bargainers were equally skilful and had equal “bargain-
ing power”, whatever that was supposed to be. (See
Roth’s book for an account of what happens if one
relaxes either the efficiency or the symmetry assump-
tions made by Nash.) A third question, which occurred
to Nash himself, was that the axioms were not partic-
ularly informative in terms of identifying which kinds
of bargaining fell under their rubric and which were
excluded. The reason, of course, was that the axiomatic
description was free of any description of the actual
bargaining procedure. (In an odd twist of fate, this
feature is now regarded by some as a virtue of the
axiomatic approach.)

Nash went on to propose a “demand game”, one of
whose Nash equilibrium outcomes coincided with his
bargaining solution. The demand game is a one-stage
game in which the two players write down their utility
demands, simultaneously and independently. If the

demands are compatible, that is if the demand pair is
feasible, each player gets his or her utility demand (or,
to put it in terms of the physical agreement, an agree-
ment is reached in the bargaining that gives each player
this utility demand). If the pair is infeasible, the play-
ers get their status quo utilities. There is a multiplicity
of Nash equilibrium outcomes in this game, including
the Nash bargaining solution and the status quo point.
Nash proposes a selection criterion, which presages
some of the later work in refinements of equilibrium,
in order to choose his bargaining solution as the most
plausible equilibrium.

The important feature of the Nash demand game
was that it pioneered the second major approach to
theoretical work in bargaining, the non-cooperative
approach. It proposes an explicit description of the bar-
gaining procedure, rather than the mysterious implicit
description obtained through the axioms, and uses
the standard game-theoretic notion of equilibrium as
the solution concept. It is interesting that even this
early attempt at an explicit description generated inef-
ficient disagreement as an equilibrium outcome, thus
establishing a more direct link to real world outcomes.

Since then, there was a gap of about 25 years
before a number of non-cooperative bargaining mod-
els appeared in the economics and operations research
literature.! Some of these earlier models will be
described in the next section and their relevance to
important economic issues examined.

Non-cooperative Models of Bargaining

We will discuss two popular models that were formu-
lated and analysed in the late 1970s and early 1980s.
The two models both turned out to be related to Nash’s
work.

1 Unfortunately, there now seems to be an ideological predilec-
tion against publishing game-theoretic papers in some of the
leading operations research journals; some editors believe that
only experiments are worthwhile in game theory. Thus the
injunction to young researchers is “Go forth and experiment”,
never mind on what, since it needn’t be on evaluating theo-
ries against each other — given that theories don’t deserve to be
published.
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One, by Chatterjee and William Samuelson (1979,
1983), considered a form of the Nash demand game,
but introduced incomplete information. In the context
of a buyer and a seller, the buyer had a reservation
price or maximum willingness to pay v, for a single
indivisible item owned by the seller, who had simi-
larly a minimum price she was willing to accept v;.
Each player’s reservation price was his or her private
information; the reservation prices were independent
random variables and the probability distributions were
common knowledge. Given this private information,
the players simultaneously and independently wrote
down price demands — a bid price for the buyer,
az, and an ask price for the seller, aj. If ay > ay,
there was trade at a price somewhere in between the
two (for concreteness, let us suppose at %— this
choice has certain properties to be mentioned later). If
ap < aj, there was no trade and players got their no
trade payoffs, assumed to be 0.

If the distributions of v; and v, are overlapping, so
it is not commonly known that gains from trade are
possible, one would suspect that strategic behaviour in
this game would always lead to too little trade, so that
sometimes players would not agree even when agree-
ment would be mutually beneficial. For the distri-
butions being both uniform on [0,1], Chatterjee and
Samuelson derived an equilibrium in linear strategies,
such that a player’s demand was a positive affine func-
tion of his or her reservation price (with slope % for
the case where the price was set at ‘%ﬂ). Chatterjee
(1982), with some simple mechanisms but including
axioms for discrete distributions, and Myerson and
Satterthwaite (1983) in a seminal paper in a much
more general setup overall (but not considering dis-
crete distributions), showed that it was not possible
to design any bargaining procedure that would always
have an equilibrium with the efficient amount of trade
when gains from trade were not common knowl-
edge. Myerson and Satterthwaite also showed that
in the uniform distribution case with the price set
at 22490 the Chatterjee-Samuelson linear equilibrium
of the incomplete information demand game would
maximise expected gains from trade among all equi-
libria of all games in that environment. These results
effectively settled the argument on the question of
whether rational bargainers would always find a mutu-
ally beneficial solution when one was available. It also
gave a possible explanation of why there was inef-
ficiency in bargaining — namely private information

and the absence of common knowledge of gains from
trade.

Rubinstein (1982) adopted a completely different
approach. In the simplest setting in his paper, he con-
sidered two players bargaining to divide a prize (“pie”)
of a fixed size of 1. The bargaining would take place
as follow: First Player 1 would propose a division,
x, 1 — x. Player 2 would then accept or reject. If Player
2 accepted, the game would end. Otherwise, it would
proceed to the following period, when Player 2, the
rejector of the previous period’s offer, would make
a counter-offer of a division y,1 —y, which Player
1 would accept or reject (with the first quantity, x,y
denoting the share of Player 1). If Player 1 were to
eccept, the game would end. Otherwise, in period 3,
Player 1 would again make an offer and so on. Waiting
was costly-an agreement a time A after the game began
would lead to payoffs discounted by e "2 = §, where r
was the discount rate. A player could not withdraw his
offer, once it had been made, before the other player
responded with an accept or reject. Players alternated
between accepting and rejecting.

An agreement v, | — v at time 7 would therefore give
period 1 payoffs of §~! (v,1 —v) to the two play-
ers. Using the stronger equilibrium notion of Selten
(1965), subgame perfectness, Rubinstein showed there
was a unique subgame perfect equilibrium in which
a player always offered his opponent 1%, keeping
ﬁ for himself, whenever it was his turn to make an
offer and always accepted any offer that gave him at
least 1% when it was his turn to respond to an offer.
The equilibrium is history independent-players don’t
make concessions if the game continues beyond the
first period, which it is not supposed to in the equilib-
rium; no matter how long the bargaining goes on, the
offers will always be the same and the expectation will
be that the game ends in the immediate aftermath.

Binmore, Rubinstein and Wolinsky (1986) also con-
sidered the role of outside options or “best alternatives
to a negotiated agreement” (Raiffa, 1982) in the set-
ting of this model. If a player could choose to leave
the game and take his non-deteriorating outside option
rather than make a counter-offer, an outside option
less than or equal to 1% would be strategically irrel-
evant, in that it wouldn’t affect offers or responses.
A higher outside option of z would increase the amount
offered in equilibrium to z but no more, provided the
sum of the outside options was less than the size
of the pie (failing which there would be no point
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bargaining). Alternatively, one could consider an
exogenous probability of 1 — § that the game ended
after a rejection (rather than discounting future pay-
offs), in which case the players would be forced to
take their outide options. In such a case, the outside
option values played the role of conflict payoffs in
Nash’s bargaining solution; as § — 1, the equilibrium
payoffs in the Rubinstein model approached as a limit
of the payoffs in the Nash bargaining solution. Thus
the set of bargaining procedures that would give the
Nash bargaining solution as the equilibrium outcome
garnered an additional member; one that is nowa-
days used interchangeably with the Nash bargaining
solution in many application papers. (Many applica-
tions typically say something like “Assume bargaining
takes place such that the Nash bargaining solution is
the outcome; the Rubinstein model gives a strategic
bargaining equivalent.”)

The Rubinstein model, as modified in Binmore,
Rubinstein and Wolinsky, certainly was the most out-
standing success of the so-called Nash programme,
more so because the bargaining procedure of offer and
counter-offer and time elapsing in bargaining was so
close to the natural real-world bargaining processes
that we have all experienced. Of course, in some
applications, say in billion dollar mergers, one could
question whether the offers made were determined by
the relative discount factors of the parties, but given the
description of the environment, the result was striking
and neat.

There have been many attempts to combine the
two aspects featured in these two papers — incom-
plete information in one and the sequential offer and
counter-offer process in the other. This, as expected,
has led to more complex models and made it difficult
to obtain clean solutions of the type in Rubinstein’s
model and related work. The basic picture, abstracting
from issues of choosing among sequential equilib-
ria by specifying plausible beliefs, seems to me to
be best addressed in a model that is a first-cousin
of a concession game, such as the one in Chatterjee
and Larry Samuelson (1987). Such a first-cousin is
Chatterjee and L. Samuelson (1988) and perhaps a
recent third cousin is the striking paper of Abreu
and Gul (2000), though that is based more on a
similar idea in Myerson’s textbook (1991) than on
the Chatterjee-Samuelson papers. The basic idea in
the two Chatterjee-Samuelson papers is: that there is
a period of impasse, when the two parties seek to

convince each other of their relative strength. The one
who folds first reveals her “type” through an appro-
priate (depending on the state of the game) offer, that
starts a game in which there is only one player who
has private information. When that player too, after
stonewalling for a bit more, reveals his type, there is
complete information and the Rubinstein game starts.
Beliefs off the equilibrium path determine what offer is
chosen to reveal and how unexpected choices of offers
are interpreted.

Other areas that have been covered in the non-
cooperative approach include more descriptive models
of the outside option a player has; this presumably
arises from search or the threat to go search for an alter-
native offer and of “inside options”, where a player
can stay in the bargaining but take actions that affect
the payoffs. Muthoo’s book (2000) is an excellent
introduction to many of these models derived from
Rubinstein’s paper. A somewhat different take on bar-
gaining and search is in the papers by Lee (1994) and
Chatterjee and Lee (1998). Osborne and Rubinstein’s
(1990) “Bargaining and Markets” provides a rigorous
exposition of both two-person sequential bargaining
and models where bilateral bargaining takes place in
a stylised market setting.

We now briefly describe non-cooperative multilat-
eral bargaining.

Non-cooperative Multilateral Bargaining

There are several possible interpretations of the word
“multilateral” in the title of this section. Any bargain-
ing problem that explicitly includes the choices of at
least three of independent players could be considered
“multilateral” in some sense. This includes markets of
many players in which all transactions are bilateral, as
in the bargaining and search literature mentioned in the
previous section. Unanimity games, in which there are
three or more players, all of whom must agree before
an agreement is reached, are more properly included
in the category of multilateral bargaining, as are coali-
tional games in which proposals could include more
than two parties and the final outcome could have
several coalitions forming.

The standard starting point for the unanimity
game is the multiplicity result mentioned in Binmore
(1985), Herrero (1985) and Shaked (1986). This result
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considers three or more players with a common dis-
count factor who make proposals sequentially on the
division of a pie of size 1, as in Rubinstein’s bilat-
eral bargaining model. For concreteness, suppose there
are three players and the fixed order of proposals and
responses is 1,2,3. Player 1 moves first and makes a
proposal (x1,x2, | —x1 — x2) to the other players who
then sequentially accept or reject. If there is a rejection,
the game goes to the next stage and Player 2 makes the
proposal. It is possible to show that any allocation of
the pie, including the extreme ones, can be sustained
as a subgame perfect equilibrium for sufficeintly high
values of §. This result has started showing up as a
problem in graduate textbooks, but a summary of the
reason this is true is given here.

The basic idea is that the extreme solutions (1,0,0),
(0,1,0), (0,0,1) sustain one another as equilibria. For
example, suppose the equilibrium played is (0,1,0) and
the equilibrium path is that Player 1 proposes this and
Players 2 and 3 accept it. If either 2 or 3 reject the offer
they are given, the play proceeds to the next period and
Player 2 makes the same offer. In general, a rejection
of the equilibrium offer keeps each player in the same
“state” where the same proposal is made and accepted
(though by different proposers and responders). Thus
rejection of an offer cannot be a profitable unilateral
deviation. What about making a different proposal?
Why doesn’t player 1 offer player 2 § instead of 1, the
usual starting point in the argument that leads to the
Rubinstein solution for two-player games? It is true
that Player 2 will always accept such an offer but as
soon as it is made, the state for each player switches
to state 3, where the next period equilibrium offer is
(0,0,1) and Player 3 now rejects any offer less than §.
Therefore, for any § > %, the deviation by the proposer
is not profitable.

This construction relies on each player’s strat-
egy having three “states” corresponding to the three
extreme points, essentially to reward players for reject-
ing offers and to punish deviators, as well as a state
in which the equilibrium offer is made and accepted,
if different from one of these three. The language
of “states” suggests that one could explicitly model
strategies in this game as finite automata and check
if, in fact, some notion of reducing the complexity of
these automata would give us back something akin to
the Rubinstein equal division in the limit. In fact, the
unique stationary equilibrium in this case does lead to
equal division as § — 1.

Chatterjee and Sabourian (2000) investigate whe-
ther this intuition is, in fact, correct. The fact that a
single extensive-form game is being played and one
that could end in any finite period, necessitates a new
framework to be developed to apply the “Nash equilib-
rium with complexity” notion of Abreu and Rubinstein
(1988). It turns out that the main difficulty is finding an
appropriate notion of complexity. With this appropriate
notion, it is possible to prove that a “subgame per-
fect equilibrium with complexity” exists and is unique.
Moreover, as 6 — 1, this goes to the equal division
solution. We do not discuss this in detail, since this
paper and its follow-up papers in the area of markets
are extensively discussed in (Chatterjee and Sabourian,
2009).

With this justification for assuming some form of
stationarity in strategies as a way of reducing complex-
ity for the same payoffs, it is possible to make some
progress in the general study of coalition formation
(though chronologically some of the papers we discuss
came earlier).

The analysis of coalition formation in fact goes back
further than Nash, to the founding fathers of game
theory, von Neumann and Morgenstern (1944), who
invented the notion of “characteristic function™ for
coalition formation games and also proposed a solu-
tion for such games. In the context of zero-sum games,
von Neumann and Morgenstern defined the character-
istic function for a coalition S, which is a subset of
the set of all players N, to be the maximum players
in S could guarantee themselves by writing a binding
agreement on actions, given that players in N\S also
acted as a single player to minimise S's payoffs. This
set function was called v(S). For non-zero sum games,
there is a distinction between maximin and minimax
and therefore two versions of the characteristic func-
tion. One could also think of an equilibrium being
played between S and N\S, in which case the v(S)
would depend on equilibrium selection in the presence
of multiplicity. It is also not clear that the coalition N\S
will always form; the coalition structure, m, usually
affects the payoffs in equilibrium. In general, there-
fore, given a particular selection of an equilibrium in
the strategic form game, we have a set function v(S | 7)
where S € . We will assume that v(S | 7r) is indepen-
dent of 7 and just write v(S). This eliminates the large
and important area of games with externalities, which
are generally hard to analyse. A very good discussion
of these games and multiperson bargaining in general
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is in Ray (2007). Another survey (Bandyopodhyay and
Chatterjee, 2006) is focused on games without exter-
nalities and serves as the foundation for this section.

The basic questions that a model of coalition for-
mation has to answer are: (i) What coalitions form in
equilibrium and (ii) how is the surplus from a coalition
divided among its members? We shall focus primarily
on a sequential offers model, though several alterna-
tive approaches exist (see the aforementioned surveys
for more details).

Most of the sequential offers models we shall con-
sider are natural extensions of Rubinstein’s bilateral
bargaining model, and, like Rubinstein, focus on the
limiting equilibrium allocation as the discount factor
8 — 1. (This contrasts with the work of the pioneers
(Harsanyi, 1974; Selten, 1981) who both consider
models without discounting.

Selten (1981) proposed a sequential offers model of
coalitional bargaining in which there is a fixed order
of players and the first person in this order makes a
proposal, naming a coalition S (of which the proposer
is a member) and a payoff division among the play-
ers in S. Each named player responds (in sequence)
either accepting or rejecting. All the members of S
have to accept before the coalition forms. As soon as
one coalition forms, the game ends. Since no discount-
ing is used, the characteristic function satisfies a rule
called zero normalisation,* which is not satisfied in the
models with discounting that we shall consider but is
commonly used in co-operative games. (This is a con-
sequence of the fact that, with discounting, O has the
specific meaning of the utility of bargaining forever.)
If someone in S rejects, that person makes the offer in
the next period. Not surprisingly, Selten was not able to
get determinate results without imposing an additional
axiomatic structure on the stationary subgame perfect
equilibria of this model.

A sequential offers model with discounting was pro-
posed by Chatterjee et al. (1993). This model, like
Selten’s, has a fixed order of players, the first one of

2 This condition basically says that if we subtract v({i}) from
the worth of each coalition of which i is a member, the result-
ing characteristic function is strategically equivalent. This is not
true in the Rubinstein game with outside options, for example. A
game with a pie of 1 and two players with outside options of 0.6
and 0 is not strategically equivalent to one where a surplus of 0.4
is split among two players. (In the first, the Rubinstein limiting
solution gives (0.6,0.4); in the second (0.8,0.2).

whom makes an offer naming a coalition and an allo-
cation of the coalitional worth among the members of
S. Other members of S accept or reject. If everyone
accepts, S leaves the game and the initiative passes to
the specified first player in N\S, without discounting.
(Note that this model does not assume that only one
coalition forms.) If some member of S rejects, that per-
son makes the next offer in the next period. All players
discount the future with the discount factor being &.
(That is, a payoff of x in period ¢ + 1 is equivalent to
a payoff of éx in period ¢.) If a coalition S forms and
obtains a coalitional worth v(S) in period #, player i in
S obtains a payoff 8"~ x;, where 3" x; = v(S).

Two other variants of this modleelshave received some
attention and are often more convenient to use than
the rejector-proposes protocol. In the first, if an offer
is rejected, the rejector does not make the next offer
but the next player in the pre-specified order does (as
in the Shaked analysis of the unanimity game where
all members of N have to agree to a proposal for it to
take effect-see Osborne and Rubinstein (1990)). In the
second, the next proposer after a rejection is chosen
randomly (as in Okada (1996)). Though most of the
results are quite similar to the Chatterjee et al paper,
these differ in one important respect-in strictly super-
additive games (those with v(SU T) > v(S) + w(T) for
S, T disjoint) the stationary equilibria in the rejector-
proposes protocol could have equilibrium delay.

The sequential offers extensive forms do not take
into account competition among different coalitions
for some members who are common to both. However,
the experiment in Bolton et al. (2003) is suggestive in
that the model appears to reflect, partially if not fully,
the interplay between competition and equity that one
sees in real-life bargaining.

The solution concept used in all these papers
is that of stationary, subgame perfect equilibrium.
“Stationary” in this context means that offers made and
response strategies (that is, whether or not to accept an
offer (S,x) currently on the table) depend only on the
set of players in the game and not on the history of
past offers and counter-offers.>

3 This is not always a natural assumption and has been criticised
(see Osborne and Rubinstein (1990)). As mentioned earlier, a
formal justification of stationarity as economising on complexity
costs was formulated for the unanimity game by Chatterjee and
Sabourian (2000).
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Turning back to the Chatterjee et al. model, there are
two negative findings given by illuminating examples
and one positive characterisation result. These exam-
ples are briefly discussed here, reproduced from the
original 1993 paper. The first is that the grand coalition
need not form for a given order of proposers, even with
a non-empty core, and therefore that the equilibrium of
the game need not be in the core.

Example 1. The characteristic function is given by
v({1,2,3}) = 1,v({1,2}) = 0.7,v({1,3}) = v({2,3}) =
0.2,v(S) =0 otherwise. As & — 1, the limiting
stationary subgame perfect equilibrium allocation
depends on who proposes. If Player 1 or 2 proposes,
each will propose the coalition {1,2} and the other
will accept. Player 3 will get O and Players 1 and 2
will each get 0.35 (in the limit). If Player 3 proposes,
he proposes the grand coalition and the limiting
equilibrium allocation is (0.35,0.35,0.3). Thus, if
Player 3 proposes, the equilibrium outcome is in
the core; otherwise, it is not even efficient. The
same point can be made even more forcefully in the
following example, where the equilibrium allocation
is inefficient for every order of proposers. Again, we
only need a three-player game for this example.

Example 2. Suppose v({1,2,3}) = 1.2,v({1,2}) =
1,v({1,3}) = 0.99,v({2,3}) = 0.4, v(S) = 0 otherwise.
Here the limiting equilibrium allocation will be
(0.5,0.5,0) if either Player 1 or Player 2 is the first
proposer and (0.5,0,0.49) if Player 3 is the first pro-
poser. Note that the core is non-empty-for example
(0.8,0.2,0.2) is in the core of the game.

The key feature in both these examples is that the
per capita payoff is greater in the two-player coalition
than in the efficient, three-player one. In the una-
nimity game, on the other hand, in which v(N) =1,
v(S) = 0 otherwise, the per capita payoff is trivially
greater in the grand coalition and one would expect
equal division to be the limiting (stationary) equilib-
rium payoff. (It is.) A condition called domination
by the grand coalition in Chatterjee et al. guarantees
efficient grand coalition formation for all orders of pro-
posers; this condition states that the per capita payoff
of the grand coalition must be greater than that of any
other coalition. This essentially reduces the relevance
of the alternative sub-coalitions and makes the grand
coalition attractive to propose and accept.

Another interesting example of inefficiency in the
sequential offers model arises because of equilibrium

delay, even in stationary equilibrium. We do not dis-
cuss the example, due to Elaine Bennett and Eric
van Damme, but it is extensively examined in the
Chatterjee et al. paper. Here we need at least four
players.

The possibility of equilibrium delay and unaccept-
able offers creates some difficulties with any character-
isation results, and this is not unique to the particular
Chatterjee et al. paper. However, they also show that
a sufficient condition for no delay is for the game to
exhibit a high degree of increasing returns to coalition
size, namely that it be strictly convex.*

We now mention the main positive result for the
model; namely that for strictly convex games, for all
sufficiently high values of §, there exists an efficient
equilibrium for some order of proposers and the limit
of the efficient equilibrium allocation, which depends
on 8, as § — 1, is the allocation that maximises the
product of utilities of players among all allocations in
the core. Thus, for games showing sufficiently strong
increasing returns, we get a unique limiting alloca-
tion in the core, and moreover the “most equal” point
in the core. (We can also think of this as a modified
Nash bargaining solution, where the Nash product is
maximised over all allocations in the core. Binmore
(1985) comes to a similar conclusion in a different
three-player game.) The Nash bargaining solution and
the core, derived on very different grounds make their
reappearance here.

The paper of Okada (1996) makes the following
important point. If the rejector of an offer is not nec-
essarily the next proposer, there is no (stationary, sub-
game perfect) equilibrium delay. Okada’s proves his
result for strictly superadditive games but this is a suf-
ficient condition. Examples of his major contention can
be constructed for games that are not superadditive.

Whilst the models with discounting have sought
to determine a unique (stationary) equilibrium, which
turns out to be in the core under some conditions and
to coincide with a specific point in the core, other
models have sought to obtain all the points in the core
as stationary equilibria rather than one. Examples of
this genre are Perry and Reny (1994) and Moldovanu
and Winter (1995) have models without discounting.

4 This means that if S C T, then v({S U i}) — v(S) < v({T U i}) —
w(T), foralli,S,T.
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Evans (1997) has a different approach, which appears
to get to the heart of the motivating assumptions behind
the core (competition among weaker players to make
offers) by considering a game where players compete
first for the right to become a proposer. Gul (1989) (see
also the correction by Hart and Levy (1999)) has a dif-
ferent model that yields the cooperative game solution
concept, the Shapley value, as its limiting stationary
equilibrium allocation for strictly convex games.

Finally, it is interesting to consider under what cir-
cumstances coalitions could form gradually in a model
with discounting (Seidmann and Winter, 1998). One
possibility is to assume that the characteristic function
v(S) actually gives a per period payoff to coalition S.
In this case, it might be optimal for players to form
smaller sub-coalitions as “inside options” to increase
disagreement payoffs during bargaining on forming
the grand coalition. In such a case, it is possible for
coalitins to build up gradually over time, which we
certainly observe in the real world.

Conclusions

Bargaining still remains an active area of research
with papers in economics coming out in bilateral
and multilateral bargaining. There is also some inter-
est in combining the models discussed here with the
emerging work on networks of communication (for
which Bolton et al., 2003 provide some experimental
findings). Computer scientists modelling negotiation
are particularly interested in protocols that “simulate”
actual bargaining and this has generated some interest
among them in models of the kind discussed in this
chapter. It might be noted that there seems to be a big
gap in the topics covered here — there is no section
on multilateral bargaining with incomplete informa-
tion. This is an area on which there is no work that I
know of, but one where much development is yet to be
accomplished.

There are many insightful papers on extending the
definition of core with incomplete information, an
example being Forges et al. (2002) but they do not
seem to translate directly into the kinds of models
discussed in the last section. Okada (2009) has made
some progress in a new paper on a model without dis-
counting. We also have not discussed bargaining with

boundedly rational players on which some work has
been done recently (see, for example, Yildiz, 2003 for
an account of overoptimistic bargainers). Overall, non-
cooperative bargaining remains an exciting area for
future research.
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Cooperative Game Theory Approaches to Negotiation

Ozgiir Kibris

Introduction

Negotiation is an important aspect of social, economic,
and political life. People negotiate at home, at work,
at the marketplace; they observe their team, political
party, country negotiating with others; and sometimes,
they are asked to arbitrate negotiations among oth-
ers. Thus, it is no surprise that researchers from a
wide range of disciplines have studied negotiation
processes.

In this chapter, we present an overview of how
negotiation and group decision processes are mod-
eled and analyzed in cooperative game theory.! This
area of research, typically referred to as cooperative
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! Cooperative game theory, pioneered by von Neumann and
Morgenstern (1944), analyzes interactions where agents can
make binding agreements and it inquires how cooperative oppor-
tunities faced by alternative coalitions of agents shape the final
agreement reached. Cooperative games do not specify how the
agents interact or the mechanism through which their interac-
tion leads to alternative outcomes of the game (and in this sense,
they are different than noncooperative games). Instead, as will
be exemplified in this chapter, they present a reduced form repre-
sentation of all possible agreements that can be reached by some
coalition.

bargaining theory, originated in a seminal paper by
J. F. Nash (1950). There, Nash provided a way of mod-
eling negotiation processes and applied an axiomatic
methodology to analyze such models. In what follows,
we will discuss Nash’s work in detail, particularly in
application to the following example.

Example 1 (An Accession Negotiation) The European
Union, E, and a candidate country, C, are negotiating
on the tariff rate that C will impose on its imports from
E during C’s accession process to the European Union.
In case of disagreement, C will continue to impose the
status-quo tariff rate on import goods from E and the
accession process will be terminated, that is, C will not
be joining the European Union.

Nash’s (1950) approach to modeling negotiation
processes such as Example 1 is as follows. First, the
researcher identifies the set of all alternative agree-
ments.> (Among them, the negotiators must choose
by unanimous agreement, that is, each negotiator has
the right to reject a proposed agreement.) Second, the
researcher determines the implications of disagree-
ment. In our example, disagreement leads to the preva-
lence of the status-quo tariff rate coupled with the
fact that C will not be joining the European Union.
Third, the researcher determines how each negotiator
values alternative agreements, as well as the disagree-
ment outcome. Formally, for each negotiator, a payoff
function that represents its preferences are constructed.
In the above example, this amounts to an empiri-
cal analysis that evaluates the value of each potential

2 This set contains all agreements that are physically avail-
able to the negotiators, including those that are “unreasonable”
according to the negotiators’ preferences.
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Fig. 1 The horizontal (respectively, vertical) axis represents
the payoffs of Agent 1 (Agent 2). On the left: a strictly d-
comprehensive bargaining problem. On the right: a weakly
d-comprehensive bargaining problem, the individually rational

agreement for the European Union and the candidate
country. Finally, using the obtained payoff functions,
the negotiation is reconstructed in the payoff space.
That is, each possible outcome is represented with a
payoff profile that the negotiating parties receive from
it. The feasible payoff set is the set of all payoff pro-
files resulting from an agreement (i.e. it is the image
of the set of agreements under the players’ payoff
functions) and the disagreement point is the pay-
off profile obtained in case of disagreement. Via this
transformation, the researcher reduces the negotiation
process into a set of payoff profiles and a payoff vec-
tor representing disagreement. It is this object in the
payoff space that is called a (cooperative) bargain-
ing problem in cooperative game theory. For a typical
bargaining problem, please see Fig. 1.

The object of study in cooperative bargaining the-
ory is a (bargaining) rule. It maps each bargaining
problem to a payoff profile in the feasible payoff set.
For example, the Nash bargaining rule (Nash, 1950)
chooses, for each bargaining problem, the payoff pro-
file that maximizes the product of the bargainers’ gains
with respect to their disagreement payofts.

There are two alternative interpretations of a bar-
gaining rule. According to the first interpretation,
which is proposed by Nash (1950), a bargaining rule
describes, for each bargaining problem, the outcome
that will be obtained as result of the interaction
between the bargainers. According to Nash (1950),
a rule is thus a positive construct and should be
evaluated on the basis of how well a description of
real-life negotiations it provides. The second interpre-
tation of a bargaining rule is alternatively normative.
According to this interpretation, a bargaining rule

set, the Pareto set (part of the north-east boundary between pa
and p3) and the weak Pareto set (part of the north-east boundary
between p; and p3)

produces, for each bargaining problem, a prescription
to the bargainers (very much like an arbitrator). It
should thus be evaluated on the basis of how useful it
is to the negotiators in obtaining desirable agreements.

Studies on cooperative bargaining theory employ
the axiomatic method to evaluate bargaining rules.
(A similar methodology is used for social choice and
fair division problems, as discussed in the chapters by
Klamler and Nurmi, this volume.) An axiom is sim-
ply a property of a bargaining rule. For example, one
of the best-known axioms, Pareto optimality, requires
that the bargaining rule choose a Pareto optimal agree-
ment.> Researchers analyze implications of axioms
that they believe to be “desirable”. According to the
positive interpretation of bargaining rules, a “desir-
able” axiom describes a common property of a relevant
class of real-life negotiation processes. For example,
Nash (1950) promotes the Pareto optimality axiom on
the basis that the negotiators, being rational agents,
will try to maximize their payoffs from the negotiation
outcome and thus, will not terminate the negotiations at
an agreement that is not optimal. According to the nor-
mative interpretation of a bargaining rule, an axiom is a
normatively appealing property which we as a society
would like arbitrations to a relevant class of negotia-
tions to satisfy. Note that the Pareto optimality axiom
can also be promoted on this basis.

3 As will be formally introduced later, an agreement is Pareto
optimal if there is no alternative agreement that makes an agent
better-off without hurting any other agent.



Cooperative Game Theory Approaches to Negotiation

153

It is important to note that an axiom need not be
desirable in every application of the theory to real-
life negotiations. Different applications might call for
different axioms.

A typical study on cooperative bargaining theory
considers a set of axioms, motivated by a particular
application, and identifies the class of bargaining rules
that satisfy them. An example is Nash (1950) which
shows that the Nash bargaining rule uniquely satis-
fies a list of axioms including Pareto optimality. In the
“Bargaining Rules and Axioms” section, we discuss
several such studies in detail.

As will be detailed in “The Bargaining Model” sec-
tion, Nash’s (1950) model analyzes situations where
the bargainers have access to lotteries on a fixed and
publicly known set of alternatives. It is also assumed
that the bargainers’ von Neumann-Morgenstern prefer-
ences are publicly known. While most of the following
literature works on Nash’s standard model, there also
are many studies that analyze the implications of drop-
ping some of these assumptions. For example, in the
“Ordinal Bargaining” section, we discuss the recent
literature on ordinal bargaining which analyzes cases
where the agents do not necessarily have access to
lotteries or do not have von Neumann-Morgenstern
preferences.

It is important to mention that, two negotiation
processes that happen to have the same feasible pay-
off set and disagreement point are considered to be
the same bargaining problem in Nash’s (1950) model
and thus, they have the same solution, independent of
which bargaining rule is being used and how distinct
the two negotiations are physically. This is sometimes
referred to as the welfarism axiom and it has been a
point of criticism of cooperative game theory (e.g., see
Roemer, 1998). It should be noted that all the bargain-
ing rules that we review in this chapter satisfy this
property.

The chapter is organized as follows. In the next sec-
tion, we present the bargaining model of Nash (1950).
Then in the following section, we present the main
bargaining rules and axioms in the literature. In the
“Strategic Considerations” section, we discuss strate-
gic issues related to cooperative bargaining, such as the
Nash program, implementation, and games of manip-
ulating bargaining rules (for more on strategic issues,
see the chapter by Chatterjee, this volume). Finally, we
present the recent literature on ordinal bargaining in
the last section.

For earlier surveys of cooperative bargaining the-
ory, please see Roth (1979), Thomson and Lensberg
(1989), Peters (1992), and Thomson (1994, 1996).
They contain more detailed accounts of the earlier
literature which we summarize in the “Bargaining
Rules and Axioms” section. In sections ‘“Strategic
Considerations” and “Ordinal Bargaining”, however,
we present a selection of the more recent contribu-
tions to cooperative bargaining theory, not covered by
earlier surveys. Due to space limitations, we left out
some important branches of the recent literature. For
nonconvex bargaining problems, see Herrero (1989)
or Zhou (1997) and the related literature. For bar-
gaining problems with incomplete information, see
Myerson (1984) or De Clippel and Minelli (2004)
and the related literature. For rationalizability of bar-
gaining rules, see Peters and Wakker (1991) and the
following literature. For extensions of the Nash model
that focus on the implications of disagreement, see
Kibris and Tapki (2007, 2010) and the literature cited
therein.

Bargaining problems are cooperative games (called
nontransferable utility games) where it is assumed that
only the grand coalition or individual agents can affect
the final agreement. This is without loss of generality
for two-agent negotiations which are the most com-
mon type. However, for negotiations among three or
more agents, the effect of coalitions on the final out-
come might also be important. Binmore (1985) and
the following literature analyze bargaining models that
take coalitions into account. For more on this litera-
ture, please see Bennett (1997), Kibris (2004b), and
the literature cited therein.

The Bargaining Model

Consider a group of negotiators N = {1, ..., n}. (While
most real-life negotiations are bilateral, that is
N = {1,2}, we do not restrict ourselves to this case.)
A cooperative bargaining problem for the group N con-
sists of a set, S, of payoff profiles (i.e. payoff vectors)
resulting from every possible agreement and a payoff
profile, d, resulting from the disagreement outcome.
It is therefore defined on the space of all payoff pro-
files, namely the n-dimensional Euclidian space RY.
Formally, the feasible payoff set S is a subset of
RY and the disagreement point d is a vector in RV.
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In what follows, we will refer to each x € S as an
alternative (agreement).

There is an important asymmetry between an alter-
native x € S and the disagreement point d. For the
negotiations to end at x, unanimous agreement of the
bargainers is required. On the other hand, each agent
can unilaterally induce d by simply disagreeing with
the others.

The pair (S, d) is called a (cooperative bargain-
ing) problem (Fig. 1, left) and is typically assumed
to satisfy the following properties*:

(1) S is convex, closed, bounded,
(i) d € S and there is x € S such that x > d,
(iii) S is d-comprehensive (i.e. d <y <xand x € S
imply y € S).

Let B be the set of all cooperative bargaining problems.

Convexity of S means that (i) the agents are able to
reach agreements that are lotteries on other agreements
and (ii) each agent’s preferences on lotteries satisfy the
von Neumann-Morgenstern axioms and thus, can be
represented by an expected utility function. For exam-
ple, consider a couple negotiating on whether to go to
the park or to the movies on Sunday. The convexity
assumption means that they could choose to agree to
take a coin toss on the issue (or agree to condition their
action on the Sunday weather) and that each agent’s
payoff from the coin toss is the average of his pay-
offs from the park and the movies. Boundedness of S
means that the agents’ payoff functions are bounded
(i.e. no agreement can give them an infinite payoff).
Closedness of S means that the set of physical agree-
ments is closed and the agents’ payoff functions are
continuous.

In the “Ordinal Bargaining” section, we will extend
the basic model to allow situations where the bar-
gainers do not have access to lotteries and they do
not necessarily have von Neumann-Morgenstern pref-
erences.

The assumption d € S means that the agents are able
to agree to disagree and induce the disagreement out-
come. Existence of an x € S such that x > d rules out
degenerate problems where no agreement can make
all agents better-off than the disagreement outcome.

4 We use the following vector inequalities: x >y if for each
i€N,x; Zyi;x>yif x Zyand x # y; and x > y if for each
ieN,xi >y

Finally, d-comprehensiveness of S means that utility is
freely disposable above d.’

Two concepts play an important role in the analysis
of a bargaining problem (S, d). The first is the Pareto
optimality of an agreement: it means that the bargain-
ers can not all benefit from switching to an alternative
agreement. Formally, the Pareto set of (S, d) is defined
as P(S,d)y={xeS|y>x=y ¢S} and the Weak
Pareto set of (S,d) is defined as WP (S,d) =
{xeS|y>x=y¢S}. The second concept, indi-
vidual rationality, is based on the fact that each
agent can unilaterally induce disagreement. Thus, it
requires that each bargainer prefer an agreement to
disagreement. Formally, the individually rational set
is 1(S,d) = {x €S |x=d}. Like Pareto optimality,
individual rationality is desirable as both a positive
and a normative property. On Fig. 1, right, we present
the sets of Pareto optimal and individually rational
alternatives.

We will occasionally consider a subclass By, of
bargaining problems B that satisfy a stronger prop-
erty than d-comprehensiveness: the problem (S,d) is
strictly d-comprehensive if d < y < x and x € § imply
ye S and y & WP(S,d) (please see Fig. 1; the left
problem is strictly d-comprehensive while the right one
is not).

We will next present examples of modeling the
accession negotiation of Example 1.

Example 2 (Modeling the Accession Negotiation) The
set of bargainers is N = { E,C }. Let T =[0,1] be the set
of all tariff rates. As noted in the introduction, the bar-
gainers’ payoffs from alternative agreements (as well
as disagreement) need to be determined by an empir-
ical study which (not surprisingly) we will not carry
out here. However, we will next present four alter-
native scenarios for these payoff functions, Uc and
Ug. In each scenario, we assume for simplicity that
each bargainer (i) receives a zero payoff in case of
disagreement and (ii) prefers accession with any tar-
iff rate to disagreement