Brenda J. Moscove
California State University, Bakersfield

|. BACKGROUND AND PURPOSE
[I. INFORMATION SYSTEMS FOR THE SALESPERSONS
1. INFORMATION TO HELP THE SALES FORCE

GLOSSARY

personal selling The face-to-face communication be-
tween buyer and seller necessary to persuade the
prospective buyer to purchase goods and/or services
that satisfy the buyer’s needs. The modern concept
of personal selling is broader including group sales,
presentations, telemarketing, and e-commerce.

relationship selling The continuation of selling activ-
ities after the sale in order to build good customer
relationships.

sales management The planning, implementing, con-
trolling, and evaluation of the sales activities. In-
cluded in these activities are sales force recruiting,
training, incentives, retention, and evaluation.

selling The communication, often persuasive, be-
tween the seller and buyer necessary to effect a
transaction where the buyer purchases goods and
services to satisfy his/her individual needs/wants
or an organization’s needs and wants.

|. BACKGROUND AND PURPOSE

The article on information systems for selling focuses on
two areas: personal sales and sales management. The
traditional definition of personal selling is the face-to-
face communication between buyer and seller necessary
to persuade the prospective buyer to purchase goods
and/or services that satisfy the buyer’s needs. However,
changes in communication techniques and technology
indicate the need to broaden the concept of personal
sales to include group sales presentations, telemarketing
sales, and e-commerce sales. Progressive companies are
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building relationships with their customers. This means
that the selling activities continue after the sale is made
and information systems may include tracking the fol-
low-up activities of salespersons. The main emphasis of
the first half of the article is on face-to-face communi-
cations for personal selling, although many of the con-
cepts can be adapted to group selling, telemarketing, e-
commerce, and other sales situations.

Sales management is the planning, implementing,
controlling, and evaluation of the sales activities. In-
cluded in sales management are activities such as sales
force recruiting, training, incentives, retention, and
evaluation. Also, territory and time management are es-
sential topics. Sales forecasting and actual sales perfor-
mance are also parts of the sales management process.
The second half of the article discusses information sys-
tems focusing on selected sales management functions.

This article is intended to help readers think
through the information process for sales rather than
to be an all-inclusive listing of topics. It approaches
the topic of information systems in sales from the per-
spective of what processes and decisions points should
be considered when establishing such systems. It is in-
tended to stimulate further discussion and thinking
on the reader’s part about how her system should be
designed to be most helpful to the salespersons and
sales managers for her organization.

Il. INFORMATION SYSTEMS
FOR THE SALESPERSONS

Salespersons use a sales information system to make
their jobs easier and to make them more effective



salespersons. Systems developed for individual orga-
nizations may differ in content. Before considering
helpful information about customers, the sales call,
and follow-up, the salesperson should consider what
type of background information he needs in order to
become a more effective salesperson. For example,
the salesperson needs to study the industry and mar-
ket conditions prevailing in the industry. He must be
knowledgeable about the company. Information about
the product/service offerings must be studied such as
the product/service mix including features, advan-
tages, and buyer benefits for each product and ser-
vice. The salesperson also should note any prod-
uct/service support offered by the company: point of
purchase displays, calendar for special promotions/
events, co-op advertising offers, inventory tracking,
and automated customer reorder processes, for in-
stance. Production and distribution information is es-
sential: production capacity and limitations for the
various product offerings, distribution systems and
conditions affecting delivery, and special problems or
opportunities presented by other departments in the
company. The competition and their products/ser-
vices and strengths and weaknesses must be analyzed
in a similar manner. Some of the information may be
available in the company’s overall information system.
Any other information needed specifically for selling
should be built into the sales information system. The
salesperson and sales manager should work together
to outline and set the parameters for establishing an
information system helpful to the sales force.

lll. INFORMATION TO HELP THE SALES FORCE

There are several steps in personal selling and pre-
sentation where a formal information system can
greatly enhance the salesperson’s effectiveness. A ma-
jor part of the sales information system is designed to
facilitate the actual sales activities for the salesperson
such as locating leads, giving the sales presentation,
and building good customer relations.

A. Prospecting, Leads,
and Customer Profiles

For outside salespersons, prospecting is an important
activity. Also, prospecting can help salespersons in re-
tail and other situations dealing with the final con-
sumer. Prospecting involves looking for new customers
and qualifying them. The result would be to eliminate
the prospect from the potential pool of future cus-

tomers or to qualify them as a lead. The salesperson
gathers information about potential individuals and
organizations that might be potential buyers. Prospect-
ing information includes the name of the individual,
organization, title, address, phone, and any other data
needed for making a contact. For business and orga-
nizational potential customers, in contrast to con-
sumers, the industry, size of the organization, revenue
per year, number of employees, etc., aids in prioritiz-
ing the contacts. Other information, like the reputa-
tion of the organization, special needs of the organi-
zation related to the seller’s products/services, and
other interesting data should be placed in the system
to form a quick profile of the prospect. For individu-
als, demographic information related to the sale of
the company’s products and services and other per-
sonal facts that can be quickly gathered are entered
into the system.

Information about prospects, whether they are or-
ganizational buyers or individual consumers, can be
gathered from published information sources, such as
directories, databases, and trade publications, from
people likely to know the individuals or companies
under consideration, and/or from participation in
trade shows. Often, present customers are good
sources of information about prospects. The prospect
should be contacted to establish interest and to gain
an appointment. The date, time, and persons involved
in the contact, including referrals where the salesper-
son has permission to disclose the source of the re-
ferral, should be recorded in the system. The result of
the contact should also be recorded. Even if the per-
son or company contacted is not interested, the in-
formation can be stored for future follow-up if the
salesperson thinks the contact may be developed fur-
ther some time in the future. Also, a brief record of
contacts made and prospects eliminated from the
pool should be kept to prevent wasting future time
and duplicating efforts. Other information gathered
during the prospecting stage for individuals and or-
ganizations that are eliminated from the prospect list
may be deleted from the system.

A positive contact is called a lead. Thus, the pur-
pose of prospecting is to produce a list of qualified
leads (potential customers) for the salesperson. A po-
tential customer is defined as a person or organiza-
tion with the ability to make the buying decision, will-
ingness to buy, and money to buy the product/service.
For qualified leads, the salesperson now has the pre-
liminary information in the system that was used for
prospecting. She adds to the information provided as
the time approaches for the initial appointment or
contact. Personal information about the lead may be



expanded: likes/dislikes, honors/awards, personality
type (if known), and anything that may be helpful in
establishing a relationship with the potential cus-
tomer. A profile describing the lead is developed. If
the lead turns into a customer, the profile can be ex-
panded each time the customer is contacted. The pro-
file becomes a tickler file to jog the salesperson’s mem-
ory about the personal and organizational
characteristics surrounding the sale. For example, the
profile could indicate that the purchasing agent of
company X likes to talk about football before talking
business or that buyer Y does not like to chat and
wants only to talk about the items being sold.

B. Planning and Delivering
the Sales Presentation

Next, the saleperson must plan the sales call or, in the
case of retail selling, the presentation. Usually, this ac-
tivity is called the preapproach. The preapproach in-
volves opening the sales presentation, the objectives
for the presentation, and planning the sales presen-
tation so that the potential customer’s time is not
wasted. The preapproach and subsequent activities
discussed also apply to existing customers. If the per-
son or company has not been contacted, make an ap-
pointment with the lead and record the details. De-
cide on the purpose(s) of the meeting. For example,
it could be to introduce the salesperson and the com-
pany, products/services, learn more about the
prospective customer and his needs and wants, and
obtain a follow-up appointment. These may be legiti-
mate purposes for the first sales contact with an or-
ganizational customer where it may take several calls
to close the sale. The salesperson may wish to learn
more about the buying process. What type of vendor
analysis does an organization use in determining sup-
pliers? Does the organization use a buying committee
or a purchasing agent for specialized products/ser-
vices? Or, the purpose could be to show a retail cus-
tomer merchandise that has just arrived in an attempt
to increase sales.

A list of topics to be covered in the meeting should
be developed. The sales information system can in-
clude a generic listing of topics for companies in var-
ious industries and/or specific situations that would
save the salesperson’s preparation time. It can pro-
vide special forms with topical areas or questions to
be completed as the salesperson plans individual pre-
sentations. If the meeting requires a formal sales pre-
sentation, the salesperson should plan the type of pre-
sentation to be included.

Formal sales presentations, generally, are catego-
rized as prepared, formula, need satisfaction, and
problem solving. The prepared presentation is mem-
orized. Generally, a script is provided for the sales-
people. Basically, the salesperson proceeds through
the script with little deviation. Different scripts are
used for individual products and services. The various
scripts can be entered into the information system
and accessed by each salesperson.

Formula and need satisfaction presentations call
for questioning and listening on the salesperson’s part
to determine the needs and wants of the potential or
actual customer. When the salesperson has discovered
the needs and wants the prospective buyer has, he
converts these to customer benefits and tailors the
presentation around the information most likely to
result in the sale. A generic list of topics and ques-
tions to be covered in order to discover the customer’s
wants/needs can become part of the information sys-
tem. As the salesperson gathers additional facts and
data from the potential buyer, he enters the informa-
tion into the system to be used in subsequent sales
contacts. For example, the salesperson may want to
note which organizational buyers are driven by price,
which are interested in buying into products and ser-
vices using new technology, and which expect two-day
delivery, etc. The information is converted into buyer
benefits for specific individuals or organizations. A so-
phisticated system would include the ability to ma-
nipulate textual material to provide instant benefits
for various comments that are likely to occur for spe-
cific products/services.

The problem-solving presentation involves multi-
ple visits as a rule. The first meetings discuss problems
that may occur in the buyer’s organization. The sales-
person spends time learning about the problems.
Then, she prepares a plan to solve the problems. Sub-
sequent visits are scheduled to present a proposal for
solving the problems. This proposal includes a price
for performing the job. Again, a generic listing of top-
ics and questions to be included in the discovery
process can be entered into the system. As the infor-
mation evolves, it is added to the system. Finally, the
proposal is developed. An experienced company or
salesperson can develop a generic outline of possible
points to include in a proposal to be used in similar
situations, such as selling a specific product to com-
panies in the same industry. Line items for preparing
the bid can be included with the specific dollar
amounts to be completed for each company’s set of
problems.

A section should be provided for recording buyer’s
questions and objections should be provided regardless



of the presentation type. These are used for follow-up
in subsequent meetings. The buyer’s questions and
objections must be answered in order to obtain the
sale. This is where a textual system that can be ma-
nipulated easily by the salesperson comes in handy.
Similar objections and comments may have been pre-
viously encountered; the same information may be
used to counter them in the present situation, thus,
saving the salesperson’s time. These scenarios may be
preserved in the information system.

Also, in the planning and follow-up stages, the in-
formation system is useful for preparing sales aids
that can be shared with the buyer during the presen-
tation. For example, the seller can develop a booklet
of anticipated benefits that will appeal to the buyer
and then use the booklet with the buyer during the
presentation.

C. The Sales Record

The salesperson also must record the details of any
sales made to various customers and follow through
with placing the order. Information such as date of
the order, quantity, item, price, delivery date, and spe-
cial terms or conditions is included in the sales record.
The sales record becomes a history of transactions
with each customer. This record is used for tracking
sales and providing information to each customer and
the salesperson about the order status. It is helpful if
the sales record contains various checkpoints that
need follow-up actions by the salesperson. For in-
stance, the date on which the goods should leave the
warehouse should be noted; the salesperson should
use that date for checking on the shipment of goods.

Aftersales records include a schedule for making
any follow-up calls to service the account and an action
summary. The after-sales records are essential for rela-
tionship selling, which leads to customer retention.
The system should be designed for manipulation of
the data. The salesperson should be able to sort the
data by date to obtain a daily, weekly, or monthly sched-
ule of activities, by account, by product/services,
prospect or customer location, and/or any other means
that will increase the salesperson’s effectiveness.

D. Time and Territory Management

The sales information system often is used to help the
salesperson use his time more efficiently. These
records can prioritize the sales activities by sorting
prospects and accounts into priority levels. The leads

and accounts with the greatest sales potential warrant
more frequent contacts by the sales force. Thus, they
may be classified as A accounts requiring weekly or
monthly contact or as C accounts requiring contact
every 6 months. Keeping track of the different cate-
gories of accounts and calling accordingly instead of
trying to equalize the number of calls to each account
produces better sales results.

The system helps in planning the most efficient
travel routes for making daily or weekly sales calls, es-
pecially if it includes geographic information systems
(GIS) software. In addition to travel distance and
time, the salesperson must factor in the actual length
of time needed to give a presentation or follow up
with the customer or prospective buyer. Thus, time
should be allocated to selling, nonselling, and travel
activities. These information needs should be built
into the sales information system.

E. Producing Sales Reports
Requested hy Management

Other facets of the salesperson’s job involve complet-
ing reports required by sales managers. Several of these
reports are discussed in detail under the Selected Sales
Management Information section. However, they are
highlighted to emphasize to the reader that the system
design needs to provide an easy way for the salesper-
son to provide information to sales management.

1. Travel and Expense Records

Travel and expenses must be reported in the format
required by management. These reports include a
schedule of travel for a given period so that manage-
ment can track the salesperson’s activities. The
amount of details required in these reports varies by
company and management. Company A may require
a weekly schedule showing where the salesperson will
be staying while Company B requires a detailed sched-
ule including daily appointments. Expenses reim-
bursed by organizations vary. The most common ones
are travel and lodging, phone (including car phones),
clerical, samples and promotional materials, enter-
tainment, home PC and laptop, other equipment and
supplies (fax, copy, postage, etc.), and auto expenses
such as mileage allowances and maintenance.

2. Sales Forecasts

Management may require sales forecasting informa-
tion from the sales force. The system should accom-



modate this information and subsequent manipula-
tion. Sales forecasting concepts are discussed under
sales management topics.

3. Sales Activity and Performance Reports

Sales reports and other measures of performance are
another management requirement. Total sales, sales
by customers, sales by product/service, average size of
sales, number of sales made, actual sales versus quota,
and number of calls made are examples of these re-
ports. Also, the salesperson may be asked to report
the number of new customers, total revenue gener-
ated by new customers, and/or total revenue gener-
ated by new customers, for example. The time inter-
val for these reports varies by company. A good
information system makes it possible for the sales
force to produce many of these reports without reen-
tering the data. This feature saves the salesperson’s
time.

4. Software Packages and
Applications for the Sales Force

GoldMine Software Corporation focuses information
entered into the sales information system around a
contact. The company’s contact records are the basis
for generating many of the above reports. The soft-
ware covers topics like creating records and establish-
ing contacts, scheduling and viewing contact-based
activities, reviewing the sales calendar, and complet-
ing the contact activity. GoldMine can be used to re-
place the Rolodex, manage the salesperson’s calen-
dar, and report results and transactions by contact.
Thus, information is consolidated into one source.

Salespersons and managers also mention ACT and
CALLPLAN software. Inputs include, but are not lim-
ited to, basic facts like sales visits usually performed in
a given sales period, sales levels, sales margins, and es-
timated sales response to different levels of sales ef-
forts. The salesperson generates response functions
for each account. Different scenarios can be created
based on variations in the sales efforts.

IV. SELECTED SALES
MANAGEMENT INFORMATION

The information system for sales provides tools to
manage the sales activity. The system should include
data needed by sales managers to plan, implement,
control, evaluate, and revise the sales plan and activi-
ties. Also, recruitment, training, and staffing are im-

portant sales management tasks. The information sys-
tem should provide information to help managers
make better decisions. Selected topics for sales man-
agers are discussed. The topics are not intended to be
an exclusive listing of all uses for a sales information
system. Each system should be designed and adapted
for the needs of individual organizations. Hence, a
caution is issued that, if ratios, formulas, and models
are incorporated into the system, they should be mon-
itored to ensure that they work in the individual com-
pany situation. In many cases, these applications must
be modified to fit the company’s specific needs for
sales information.

A. Recruiting and Training

Recruiting and training of the sales force aids can be
built into the information system. Sales managers may
find compiled lists of where to look for sales staff
helpful. These lists can be from subscriptions, direc-
tories from trade and/or universities, recruiting ser-
vices on the Web, or other sources. They are con-
sulted whenever the organization needs additional
salespersons or replacements. The most frequently
used sources can be incorporated into the sales in-
formation system. Pro forma application job descrip-
tions, job announcements, and interview forms may
be included in larger systems. Computer models for
combining test scores, interview results, ratings by ref-
erences, and other data helpful for hiring decisions
can be built into the information system particularly
for larger organizations requiring large sales forces.

For organizations wishing to outsource training,
data on existing training resources are available. Such
data include the name of the organization providing
the training and contact point, the type of training,
the length of the training session, place of training,
and the cost of the training session. Other details
might be the method of delivery, on-line versus “live
instruction,” for example, or on-the-job versus cen-
tralized, in-house training. Comments about the out-
come of any training offered may be included in the
record. Often this information is reduced to cost-ben-
efit analysis. Other types of training information may
be incorporated into the system, like scenarios pre-
senting various sales opportunities or problems. This
material can be accessed and manipulated to provide
in-house training materials to cover specific training
needs. Costs for offering training in various locations
are integral parts of some systems. A listing of loca-
tions, accommodations, and contacts for preferred
training sites could reduce search time.



B. Size of Sales Force

Sales managers are responsible for determining the size
of the sales force. If the company employs a large sales
force and the sales needs are dynamic, a method for de-
termining the number of salespersons can be consid-
ered for inclusion in the sales information system.

1. Breakdown Approach

One population-based method is the breakdown ap-
proach. This method incorporates data for the sales,
population, and/or number of customers in a given
area. The first step is to obtain an overall company
sales forecast for a stated time period. The next step
plugs in information about total average sales pro-
jected by salesperson (or territory—one salesperson
per territory). The computation is:

Number of sales people

Forecasted sales

Average sales per sales person

Other variations calculate the estimated population
needed to support one retail store, the estimated num-
ber of retail stores in an area, and the number of re-
tail stores that can be served by one salesperson in
computing the breakdown. Additional considerations
affecting sales include the type of organization speci-
fied for the sales force (geographic, product/service,
industry), desired market coverage ranging from in-
tensive to exclusive, and type of products/services sold.

2. Workload Method

Another method for determining sales force size is
the workload method, sometimes called the buildup
method. The workload method involves placing cus-
tomers into categories, like key accounts, moderate
accounts, and small accounts. Then the frequency of
calling on each of the three categories is listed along
with the length of each call. The workload to cover
the entire territory is calculated; for instance, 8000
hours per year. The amount of time each salesperson
has is listed (2000 hours per year). Then, the sales-
person’s time is allocated by task; for example: selling
is 800 hours per year, nonselling is 600 hours per year,
and travel is 600 hours per year. Using the selling time
only, the number of sales persons needed per year is
calculated:

8000 _

10
800

Number of salespeople =

C. Territory Management

The establishment of sales territories or reallocation
of districts is more complex. These calculations can
involve estimates of sales potential by total, individ-
ual customers, projected customers, industry, and/or
product/service line; number of customers by prod-
uct/service line, by industry, and/or size of organi-
zation; type of customer such as number of key ac-
counts versus minor accounts, wholesale versus retail
or final consumer compared to salesperson total
sales; etc. Other factors to be considered include the
objectives guiding the allocation of territories. For
example, is the goal to equalize total sales potential,
number of key accounts, physical size of the terri-
tory, or to minimize the travel time and expense?
The territory boundaries and time period must be
specified.

Established units for territory management may in-
clude state, trading area, county, or municipality des-
ignations. Metropolitan statistical areas, census track
information, or zip codes can be incorporated into
the territory management information, particularly
for territories that are population based. Potential Rat-
ings for Zip Code Markets, often referred to as PRIZM,
details the 25,000 neighborhood areas in the United
States and results in 40 clusters based on consumer
behavior and lifestyles.

Organizational markets are often defined by in-
dustries where the Standard Industrial Codes (SIC)
may be built into the information system. The use of
GIS may be helpful in defining both consumer and
organizational markets and sales territories. Needless
to say, the data should be appropriate for decision
making by the sales manager using information most
closely related to the company’s needs for territory
management.

D. Managing the Incentive Plan

The sales manager may or may not be directly respon-
sible for administering the sales compensation plan. In
any case, he should be able to compute the salesper-
son’s cost including salary, commission, draw accounts,
bonus, expenses, and other monetary incentives like
fringe benefits offered by the company. These compu-
tations are necessary for costing out the sales force and
computing performance measures. In companies us-
ing combination plans (mixing salaries, quotas and dif-
ferent commission rates, bonuses, stock options, etc.),
the information becomes more complicated.



E. Sales Forecasting

Accurate sales forecasting methods are difficult to de-
velop, especially at the company and product/service
levels. For industry sales, a fairly reliable figure can be
obtained from the government, trade/professional
publications, or other readily available source.

At the company level, managers must determine
the level of forecasting. Examples of the levels of fore-
casting that may be included in the sales information
system are (1) the estimate of market potential sales
or the expected sales of goods/services at the indus-
try level for a certain country or region, (2) the esti-
mate of sales potential or the share of the market the
company can expect, and (3) the sales potential or
share of the market the company can expect for a
product/service or line of products/services. Fore-
casting is usually a top management or market plan-
ning activity with some input from sales; therefore, a
detailed discussion is beyond the scope of this article.
The main methods of forecasting are presented con-
ceptually because forecasts are important for the sales
manager in decision making and in setting perfor-
mance standards to evaluate the sales force perfor-
mance. Thus, some of the forecasting techniques
should be included in the sales information system.

The first step in forecasting is for management to
determine the method of forecasting and source of
information for the various levels of forecasts. For in-
stance, a specific government publication may be used
as the source for an industry forecast. The source re-
mains constant from year to year. Consistency in ap-
plying forecasting techniques is important. A forecast
may be prepared for overall company sales. Finally, a
forecast for individual product/service lines or indi-
vidual products/services may be required. At the prod-
uct/service level, the company will need to compute
its own forecasts.

1. Buying Power Index

At the company level, the Buying Power Index (BPI)
may be useful especially for certain categories of re-
tail product/services. This method of forecasting in-
volves the use of the BPI published in Sales & Mar-
keting Management, “Survey of Buying Power.” The BPI
is computed for various categories of consumer pur-
chases. It links income, population, and retail sales in
specified categories. The BPI is used to indicate the
share of total market demand in a geographical area.
Weights are applied during the calculation: 5 for in-
come (I) expressed as the percent of disposable per-
sonal income in the geographical area, 2 for popula-

tion (P) expressed as a percent of total U.S. popula-
tion, and 3 for retail sales (R) expressed as the per-
cent of total retail sales. For further information about
the BPI, see the “Survey of Buying Power.” The for-
mula is:

_ 5I+2P+ 3R
10

BPI

To use the BPI, management must determine whether
or not the BPI actually correlates with industry sales
in the area. This figure is not very applicable to in-
frequently purchased, high-cost consumer goods or
industrial products. If the index does not apply, the
company may wish to develop its own index for esti-
mating demand.

2. Users’ Expectations Method

An alternative method of forecasting is the users’ ex-
pectations method, also frequently referred to as the
buyers’ intentions method. This method surveys cus-
tomers or potential customers about their intention
to purchase specific products/services over a given
time period. Responses are then used to determine
the sales forecast or market share for the time period
for a specific product category.

3. Sales Force Composites

Another forecasting technique is the sales force com-
posite method. Each member of the sales force esti-
mates the sales from his customers or territory for a
given time period. The figures are then adjusted by
management to reflect management’s judgment
about the accuracy of the figures. The figures are
then added to form estimates for various levels: com-
pany, branch, region, salesperson, etc.

4. Jury of Executive Opinion

A fourth method is the jury of executive opinion. Top
executives of the company are consulted for their es-
timates of sales for the stated time period. Their esti-
mates are refined and combined into projections for
the company, product/service lines, individual prod-
ucts/services, and level of operation desired like ter-
ritory or branch.

5. Time Series

A time series relies on historical information about
sales and demand in order to project future sales.
The pattern of sales from the past is used to predict



future sales. Time series analysis works best when con-
ditions are stable; it is not too reliable for businesses
operating in dynamic environments. It is, however,
easy to use and explain.

6. Statistical Demand Analysis

Statistical demand analysis involves looking at the re-
lationships between sales and other factors affecting
sales. If a relationship can be discovered, the results
can be used to predict future sales. The variables and
relationships are stored in the system.

7. Test Markets

The most accurate forecasting method is test market-
ing where actual sales results can be measured. Cer-
tain locations are selected, a controlled market test is
conducted, and results are projected into other loca-
tions in which the company does business. The test
market parameters and constraints should be incor-
porated into the system for future reference.

8. Comments about Forecasting Methods

All forecasting methods have flaws. The subjective
methods, especially the jury of executive opinion and
sales force composite methods, are used more than
the statistical methods like time series and statistical
demand analysis. Often the results of forecasts de-
rived from different methods are combined to achieve
a more accurate forecast. The forecasting process, un-
less otherwise noted, should be consistent for year to
year and territory to territory.

F. Sales Analysis

Sales analysis ranges from simple to complex. Sales
analysis can be as simple as listing total company sales
for a stated time period. The data are merely enu-
merated and not compared against any standard. It
can be complex like a comparative system requiring
looking at hundreds of sales-related figures and mak-
ing various comparisons—among data groupings, be-
tween data groupings, with external data, or over var-
ious time periods.

Several questions must be answered in order to
build a sales analysis component into the sales infor-
mation system. First, the type of evaluations system
must be determined—simple or comparative. If the
system will be comparative, what are the comparisons
to be examined? Frequent comparisons are based on

quotas, last year’s or forecasted sales, and by territo-
ries. Another question is what types of reports and
controls are needed? Reporting methods include all
data available on the topic or reporting deviations
from the norm. A further question concerns the
sources of information to be used. Information can
be obtained from sales invoices, salesperson reports
such as call reports, warranty cards, store audits or
scanner data, diary panel data, etc. A final concern is
what sales breakdowns are needed? Sales information
can be reported by geographic regions or sales terri-
tories, product/services, package size, customers or
customer size, channel of distribution, sales method,
size of order, and terms of sale. Again, this listing is
not intended to be comprehensive but only to give ex-
amples of ways to report sales information. The mar-
keting and sales managers must determine the type of
sales reports needed. For example, do they need re-
ports by type of sale such as cash or charge, prod-
uct/service category, and/or type of customer (retail,
wholesale, industry, use, etc.)? Does the sales manager
or organization need simple or comparative reports?

G. Sales Performance Measures

Measuring sales performance is a vital part of the sales
manager’s job. Often, minimum standards or norms
are established for the various criteria allowing the
manager to manage by exception. In other words, in
looking at performance, the reports generated will
flag problem areas where performance falls below the
norms and point out performance well above the re-
quired standard. Such information is used by man-
agement to treat problems before they become a cri-
sis and to look at exceptional performance in order
to determine whether any of the practices could be
incorporated into training that would enhance sales
for less successful salespeople. Data deviating from
the norms established are used to indicate more de-
tailed reports that are needed in order to further ex-
amine problem areas. The time period and other con-
straints on the data must be defined.

A way to determine information needed for ana-
lyzing sales force performance is by thinking in terms
of inputs and outputs. For instance, inputs could in-
clude data related to calls, time and time utilization,
expenses, and nonselling activities. Outputs could in-
clude data related to orders and accounts.

Another perspective is to consider the two types of
criteria used for evaluating sales performance. The
first type is quantitative and the second is qualitative.
Examples of quantitative criteria, which are easier to



build into the information system, include sales vol-
ume, which is normally reported in terms of total rev-
enue, market share, percentage increases, and actual
performance compared to quotas set. The average
number of calls per day, week, or month is another
example. The number of new customers obtained
and size of new orders may be tracked. Gross profit in
terms of product/service line or individual prod-
ucts/services, customer or customer type, and order
size can be specified. Other factors such as discounts,
allowances, and cost of returns are included.
Qualitative criteria, which are descriptive instead
of quantitative, are included especially if the descrip-
tive terms can be converted to weights, rankings,
scales, and other more quantitative measures. Quali-
tative criteria could include selling skills, such as lis-
tening, questioning, product knowledge, product
benefits, obtaining customer participation, handling
objections, using trial closes, and closing the sale.
Time and territory management skills may be defined
and included in the system. Personal traits such as
motivation, initiative, teamwork, appearance, self-im-
provement, and care of company equipment (like an
automobile) can be factored into the system. Selected
examples of ways to measure sales performance using
some of the criteria (mostly quantitative) follow.

1. Total Cost for Each Salesperson

The total costs can be computed by adding salary, com-
missions, bonuses, stock options, fringe benefits, and
expenses, for example. Overall costs and total revenue
comparisons are usual comparisons. Cost figures for
each salesperson can be related to sales generated per
salesperson. Management must decide what compar-
isons are helpful; for example, to customers served, to
orders placed, or to profitability indicators. Cost norms
can be established and used to flag areas and sales-
people where problems may be occurring.

2. Sales for Each Salesperson
and Selected Comparisons

In computing the total sales performance for the sales
force members, managers must first define how and
when a sale is recorded. For instance, a sale can be con-
sidered to have occurred when the order is placed, af-
ter the goods have been shipped, or when the invoice
is paid. Most organizations regard a sale as the place-
ment of an order minus any returns or cancellations.
A few companies credit half the amount of the sale at
the time of the order and the other half at the time of
payment. Sales can be defined in alternative terms; for

instance, will sales be measured as total revenue, total
units, or by some other unit of measure?

Given the definition of a sale, a simple sales report
would merely report total sales for a month, year, or
specified time period by salesperson or territory. A
comparative report might compare total sales to some
other figure like a quota resulting in a sales index. A
sales performance index is computed as follows:

Actual sales X 100
Quota

Performance index =

Index figures of less than 100 indicate the quota has
not been reached. Other factors can be added to the
index like the BPI to refine the computation by re-
lating the quota to population, income, and retail
sales dimensions.

Sales figures can be related to company total sales,
the sales territory, or analyzed by salesperson. Addi-
tional comparisons can be made such as sales revenue
and costs. Sales figures and the number of orders
placed or the number of calls are often useful. The
data for producing the most useful reports must be
defined and integrated into the system.

3. Call Records and Selected Comparisons

Another series of comparisons included in the informa-
tion system for sales focuses on the salesperson’s call
records. First the number of calls made in a given time
period is reported. Cost per call figures for the total sales
force may be reported compared to the total revenue
generated. Or cost per call figures for individual sales-
persons are compared to the revenue generated by each
salesperson. The number of calls related to the number
of orders may be helpful either overall or by salesperson.
The number of calls compared to average order size
could be helpful. These comparisons often are expressed
as ratios. Once the manager decides on the types of
comparisons he needs related to the call information,
the process can be built into the information system.

4. Selected Examples of Ratios Used
to Evaluate Sales Force Performance

Ratios commonly used for evaluating sales force per-
formance include the following:

Expense Ratios
. Expenses
Sales expense ratio = —g%
ales

Total costs

Cost 1l ratio =
ost per calt fatio Number of calls
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Account Development and Servicing
Account penetration ratio

Accounts sold

Total accounts available
New account conversion ratio

Number of new accounts

Total number of accounts
Lost account ratio

_ Number of prior accounts not sold

Total number of accounts

Total sales revenue

Sales per account ratio =
Total number of accounts

Total sales revenue

Average order size ratio =
Total number of orders

Order cancellation ratio

_ Number of cancelled orders

Total number of orders
Call or Productivity Ratios

Number of calls

Call d tio =
4TS PER Ay TAHO T Number of days worked

Number of calls

Calls per account ratio =
Number of accounts

Number of planned calls

Call pl tio =
a p an ratio Total number Of calls made

Number of orders

Ord 11 ratio =
raet per calt ratio Total number of calls

5. Tracking and Computing
the Cost of Lost Sales

The information system may be set up to track lost
sales by salesperson, customer, and cost to the com-
pany. For instance, the cost of lost sales to the com-
pany per year may be determined as follows:

Total yearly revenue lost
= Number of customers lost to the company per year
X Total annual revenue by customer
Total annual profits lost
= Total yearly lost revenue

X % profit margin on revenue

Total closing costs per year
= Average closing cost per account
X Number of customers lost to the company per year
Total yearly cost of lost customers
= Total closing cost per year

+ Total yearly profits lost

V. COST ANALYSIS FOR
SALES AND MARKETING

Cost analysis or profitability analysis is also part of
managing the sales function. Cost analysis for mar-
keting and sales requires data that are not readily re-
ported in the accounting records of the firm. Cost or
profitability analysis often is a function of the mar-
keting and other departments rather than solely a
sales function. Thus, the topic is only mentioned in
this section. The three approaches to cost allocation
are full costing, contribution analysis, and activity-
based costing (ABC). Contribution analysis seems to
be the most appropriate way to analyze the data; how-
ever, the full cost approach may be more popular be-
cause the figures are easier to obtain. The cost/prof-
itability analysis results differ according to the method
used. Unfortunately, many firms do not provide the
data needed for the types of marketing cost/prof-
itability analysis useful for sales managers. The re-
ports are customized to provide the details needed by
management. Many companies are reluctant to de-
sign and provide these reports.

Cost and sales analyses provide financial tools for
controlling the sales function. Sales analyses measure
the actual results achieved via sales data. Cost analy-
ses measure the cost of producing the results. A miss-
ing factor is the assets needed to achieve the results.
The return on assets managed (ROAM) formula can
supply the missing information. This formula involves
both the contribution margin associated with a stated
sales level and asset turnover. The formula is:

ROAM = Contribution as a percentage of sales

X Asset turnover rate

The formula assumes that the return to a business
unit or segment can be improved by increasing the
sales profit margin or by keeping the same profit mar-
gin and increasing asset turnover. Consequently,
ROAM is used to evaluate business segments or to
evaluate alternate strategies.



VI. IMPLICATIONS

While the purpose of this article is to discuss the con-
cepts involved in building information systems for
personal sales and sales management instead of the
specific hardware and software necessary for the in-
formation system, some basic equipment is rudimen-
tary for setting up the system. Types of equipment
and software basic to the system operations include,
but are not limited to:

e Access to PC’s, laptops, automated note pads, etc.,
for each salesperson and manager; computer
networks

e Pagers, cellular phones, and other electronic
communication devices

¢ Customized software to provide the information
needed and information networks

* Software packages

e Access to various databases (scanner data, for
example) and subscription services

® Access to the Internet

The technology for selling is advancing rapidly. For
instance, the gains in e-commerce sales are affecting
the way selling is performed. While the outcomes of
technological advancements cannot be easily pre-
dicted, the concept of selling and how to sell are
changing. Wireless Internet technologies also should
be monitored for implications and importance. Sales-
persons and sales managers must be technologically
current in order to adequately service customer needs
in cost-effective ways.

Information systems for selling must be user friendly.
They should quickly provide data, problem solutions,
and reports for the salesperson and manager through
the easy manipulation of text and data. They must pro-
vide currency and consistency. The parts of the infor-
mation system should interface to avoid duplication of
effort. For example, the call sheet becomes the sales re-
port log from which data can be extracted for man-
agement reports. Salespersons and managers should
set the parameters and specifications for establishing
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user-friendly systems. If the organization lacks the fi-
nancial resources to build a complete system, an in-
cremental approach is suggested. Company security
and privacy issues with the information system must be
addressed. Information, easily obtained, is a marketing
advantage and leading companies represent the cut-
ting edge in the use of sophisticated information sys-
tems to build competitive advantage.

SEE ALSO THE FOLLOWING ARTICLES

Advertising and Marketing in Electronic Commerce
Cost/Benefit Analysis ® Electronic Commerce ® Electronic
Payment Systems ® Marketing ® Procurement ® Research e
Transaction Processing Systems
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[. INTRODUCTION
[I. SAS SYSTEM FILES

GLOSSARY

applications software Programs that are written to
apply the computer to conduct a specific task.

data analysis tools Special types of programs that are
used to analyze and interpret data.

decision support applications An information and
planning approach that provides users with the
ability to analyze data and consider the impact of
decisions before they are actually made.

graphical analysis tools Special types of programs that
are used to analyze and display data for planning
and decision making.

statistical and mathematical analysis tools Special
types of programs that are used to collect, summa-
rize, analyze, and interpret data for planning and
decision making.

I. INTRODUCTION

The SAS system is a fully integrated, modular-based,
and hardware-independent system of software. It was
original developed at North Carolina State University
for use in statistical analysis research and is based on
the acronym for Statistical Analysis System (SAS). It
has evolved over the years into a widely used and ex-
tremely flexible software system for statistical applica-
tions, but also offers other procedures for data ware-
housing, data mining, data visualization, on-line
analytic processing (OLAP), and many other decision
support applications. For this reason, SAS is no longer

Encyclopedia of Information Systems, Volume 4
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[ll. OVERVIEW OF THE SAS SYSTEM COMPONENTS

considered an acronym for any particular application,
but rather a brand name for an entire system.

The SAS system can be thought of as a library of al-
gorithms and application software that can be ac-
cessed by submitting sets of program commands. The
syntax of a SAS program is relatively easy to learn. For
example, the SAS commands

PROC MEANS DATA=MEASURES;
RUN;

would generate an array of simple descriptive statistics
on all variables in the data set called MEASURES, which
are provided in Fig. 1. Being able to access such a wide
variety of applications with simple commands is what
makes the SAS system so powerful and easy to use.

Il. SAS SYSTEM FILES

Three types of system files are very important in any
SAS analysis: (1) the SAS program file, (2) the SAS
log file, and (3) the SAS output file.

A. SAS Program File

In general, the SAS program file contains the set of
commands that describe the data to be analyzed (the
so-called DATA statements) and the type of proce-
dures to be performed (the so-called PROC state-
ments). Consider the age, height, and weight mea-
surements obtained from five people presented in

13
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The MEANS Procedure

Variable N Mean Standard Minimum Maximum
Deviation Value Value
AGE 5 25.800 5.119 20.000 32.000
WEIGHT 5 161.000 26.552 130.000 190.000
HEIGHT 5 66.400 6.107 60.000 75.000

Figure 1 Results generated by the PROC MEANS command.

Table I. The following program lines could be used to
input these data into the SAS system:

DATA MEASURES;

INPUT AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;

CARDS;

30 130 60

25 185 70

20 90 65

32 140 75

22 160 62
The information does not have to begin in any partic-
ular column but each statement in SAS begins with a
one-word command name that tells SAS what to do,
and ends with a semicolon (;). The DATA command
statement provides the name for the data set that fol-
lows. The name chosen for this data set is MEASURES.
The INPUT command statement names the variables to
be studied and the columns in which the data are lo-
cated (free-format statements can also be used in which
no column location is specified). The variable names
used in the above example represent the variables in-
cluded in the data set. The CARDS command statement
indicates that the data lines come next. It is important
to note that a CARDS command is the simplest way to
tell the SAS system about the location of the data. This
approach requires that the data lines follow immedi-
ately after the CARDS command. Another way to inform

Table | Example Data Set
Age (years) Weight (pounds) Height (inches)
30 130 60
25 185 70
20 190 65
32 140 75
22 160 62

the SAS system about data is to use the INFILE com-
mand statement. For example, the following lines could
be used with the INFILE command statement:

DATA MEASURES;
INFILE ‘MEASURES.DAT';
INPUT AGE WEIGHT HEIGHT;

The INFILE command statement indicates the file
name from which the data are to be read, and the
INPUT statement directs the system to “retrieve the
data from file MEASURES . DAT” according to the spec-
ified free-formatted variables.

Once a SAS data set is created, all types of analyses
can be performed using any number of PROC com-
mand statements. PROC refers to the procedures to be
performed on data. PROC command statements are
just like computer programs that read a data set, per-
form various manipulations, and print the results of
the analyses. Although only a simple example was il-
lustrated above, it is important to note that the SAS
system contains hundreds of procedures that can be
used for data analysis. The various procedures, cate-
gorized according to components embedded within
the SAS system, are described in further detail later.

Once a program file is submitted to the SAS sys-
tem, two types of files reporting the results of the re-
quested analyses are created. The first is called the
SAS log file, and the other is called the SAS output
file. The SAS log file contains messages and other in-
formation related to the execution of the SAS pro-
gram file, whereas the SAS output file contains the re-
sults of the requested analyses.

B. SAS Loy File

The SAS log file is a complete listing of messages con-
cerning the submitted program file. If the program
file is executed successfully, the log file will provide a
reprinting of the program file and an indication of
the number of variables and observations included in
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the analyzed data set. If the program file does not ex-
ecute successfully, the log file provides a listing and lo-
cation of the errors made. For example, the above
PROC MEANS program file would provide the log file
presented in Fig. 2.

If the PROC MEANS statement were incorrectly
spelled as ‘“PROC MENS,’ the log file would contain the
error message displayed in Fig. 3. Whenever an error
message is encountered, the SAS program file must
be corrected and resubmitted for analysis before pro-
ceeding to the SAS output file.

C. SAS Output File

The SAS output file provides a complete listing of the
analyses generated by the SAS program file. For ex-
ample, the following program lines would generate
the simple statistics and Pearson correlation coeffi-
cients among variables provided in Fig. 4:

DATA MEASURES;

INPUT AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;
CARDS;

30 130 60

15

25 185 70
20 90 65
32 140 75
22 160 62
PROC CORR;
RUN;

Ill. OVERVIEW OF THE SAS
SYSTEM COMPONENTS

The SAS system is made up of numerous components
for handling four commonly encountered data-driven
tasks: (1) data access, (2) data management, (3) data
analysis, and (4) data presentation. Table II provides
a complete listing of all the currently available SAS
system components. Each of the SAS system compo-
nents is described next.

A. Base SAS

The Base SAS component is a key component of the to-
tal SAS system. It contains the essential procedures for

: Copyright (c) 1999-2000 by SAS Institute Inc., Cary, NC, USA.
NOTE: SAS (r) Proprietary Software Release 8.1 (TSIMO)
Licensed to CSU FULLERTON-CAMPUSWIDE-TEACHING & RESEARCH, Site 0039713013.

NOTE: This session is executing on the WIN _PRO platform.
NOTE: SAS initialization used:
real time 11.66 seconds
cpu time 0.78 seconds
1 DATA MEASURES;
2 INPUT 2AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;
3 CARDS;
NOTE: The data set WORK.MEASURES has 5 observations and 3 variables.
NOTE: DATA statement used:
real time 0.79 seconds
cpu time 0.01 seconds
9 ;
10 PROC MEANS DATA=MEASURES;
11 RUN;
NOTE: There were 5 observations read fram the data set WORK.MEASURES.
NOTE: PROCEDURE MEANS used:
real time 0.74 seconds
cpu time 0.02 seconds

Figure 2 Example SAS log file.
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12 DATA MEASURES;
13 INPUT AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;
14  CARDS;

NOTE: The data set WORK.MEASURES has 5 observations and 3 variables.
NOIE: DATA statement used:

real time 0.11 seconds

cpu time 0.02 seconds

20 H

21 PROC MENS DATA=MEASURES;
ERROR: Procedure MENS not found.
22 RUN;

NOTE: The SAS System stopped processing this step because of errors.
NOTE: PROCEDURE MENS used:

real time 0.01 seconds

cpu time 0.01 seconds

Figure 3 SAS log file displaying error message.

data processing, summarizing, and reporting results.  few simple commands. The Base SAS component also
For example, frequency counts, cross-tabulation tables,  provides extensive data access and interface capabilities
various descriptive statistics, including the mean, vari-  and supports Structured Query Language (SQL), the

ance, standard deviation, correlation, and many other =~ ANSIstandard language that allows one to create, re-
measures of association are easily generated through a  trieve, and update database information.

The CORR Procedure

3 Variables: 2GR WEIGHT  HEIGHT

Simple Statistics

Variable N Mean Std Dev Sum Minimum Maxinum

AGE 5 25.80000 5.11859 129.00000 20.00000 32.00000
WEIGHT 5 141.00000 35.42598 705.00000 90.00000 185.00000
HEIGHT 5 54.40000 28.27189 272.00000 5.00000 75.00000

Pearson Correlation Coefficients, N= 5
Prcb > |r| under HO: Rho=0

AGE WEIGHT HETIGHT

ACE 1.00000 0.18750 0.68481

0.7627 0.2021

WEIGHT 0.18750 1.00000 0.81573

0.7627 0.0923

HEIGHT 0.68481 0.81573 1.00000
0.2021 0.0923

Figure 4 Results generated by the PROC CORR command.
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Table Il List of SAS System Components
Base SAS SAS/ETS SAS/OR
Enterprise Miner SAS/FSP SAS/QC
Enterprise Reporter ~ SAS/GIS SAS/SHARE
SAS/ACCESS SAS/GRAPH SAS/SPECTRAVIEW
SAS/AF SAS/IML SAS/STAT
SAS/ASSIST SAS/INSIGHT  SAS/TOOLKIT
SAS/CALC SAS/IntrNet SAS/Tutor
SAS/CONNECT SAS/LAB SAS/Warehouse
Administrator
SAS/EIS SAS/MDDB WebHound
Server

B. Enterprise Miner

The Enterprise Miner component is an integrated data
mining software product which, combined with the SAS
Warehouse Administrator (see description below) and
OLAP technologies, provides users with automated pro-
cedures for selecting, exploring, modifying, and mod-
eling large amounts of data to uncover previously un-
known patterns. The Enterprise Miner component
provides a user-friendly point-and-click front-end graph-
ical user interface to create complicated data mining
process flow diagrams. Fairly sophisticated statistical
analysis tools like clustering, decision trees, linear and
nonlinear regression, logistic regression, and neural
networks can be easily invoked. Similarly, data prepara-
tion and visualization tools can be accessed in order to
examine large amounts of data. Although the Enter-
prise Miner component provides quantitative experts
with the opportunity to control entirely the data min-
ing process, it also provides less sophisticated users with
an opportunity to take advantage of the state of the art
in machine-driven data exploration.

C. Enterprise Reporter

The Enterprise Reporter component is an integrated
part of the entire SAS system which, when combined
with the SAS Warehousing Administrator (see de-
scription below), is designed to offer users the ability
to customize reports. It is specifically constructed to
look and feel like a Microsoft Office component with
all the familiar graphical user interface capabilities.
Besides providing traditional hardcopy output, vari-
ous expanded options for output, such as HTML for
web browser distribution and PDF files for e-mail dis-
tribution, are also available.
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D. SAS/ACCESS

The SAS/ACCESS component is comprised of various
data access engines that can translate read-and-write
requests to an assortment of DBMS or file structures.
For example, direct access to database and ERP sys-
tems like ADABAS, IMS-DL/I, Informix, R/3, the SYS-
TEM 2000 software (the user-oriented database and
logical storage SAS software component for produc-
tion applications) is possible, and a variety of rela-
tional databases are available. Regardless of the source
or platform on which the data reside, SAS/ACCESS
handles all external data as native to the SAS system
and provides users with the full functionality of every
SAS component available.

E. SAS/AF

The SAS/AF component is an object-oriented devel-
opment tool for generating customized userfriendly
interactive window applications. SAS/AF even includes
its own programmable Screen Control Language de-
signed to help users develop SAS system interactive ap-
plications and procedures. For example, customized
graphical user interfaces complete with icons, pull-
down and pop-up menus, and command buttons can
be created for users to point-and-click their way
through various applications and procedures.

F. SAS/ASSIST

The SAS/ASSIST component is a task-oriented visual
interface that enables users to easily access, manage,
and analyze data within the SAS system without re-
quiring knowledge of SAS programming syntax. By
using a point-and-click interface with the entire SAS
System, the SAS/ASSIST component provides users
of varying skill levels with the ability to activate almost
all of the available SAS components through pull-
down menus. The SAS/ASSIST component is also
available in eight different languages in addition to
English: Danish, Finnish, French, German, Italian,
Norwegian, Spanish, and Swedish.

G. SAS/CALC

The SAS/CALC component is a fully integrated com-
ponent that offers users complete spreadsheetlike
graphical and numerical modeling capabilities that en-
able users to access, manage, analyze, and present data
from all types of sources. SAS/CALC also offers
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programmers and applications developers a spreadsheet
programming language for building customized spread-
sheet applications that utilize the capabilities available in
the entire SAS system. Two-dimensional, three-dimen-
sional, and linked spreadsheet representations for han-
dling groups of related data in a single spreadsheet ap-
plication are also possible. In addition, graphical
representations of the linked spreadsheets showing the
established dependencies are easily produced.

H. SAS/CONNECT

The SAS/CONNECT component enables the sharing of
data and applications across multiple computing envi-
ronments. By supporting most communication proto-
cols (e.g., APPC, TCP/IP, DECnet, and NETBIOS) and
most terminal-oriented interfaces (e.g., ASYNC,
TELNET, and HLLAPI), users are provided with sim-
ple and efficient remote processing and data access
capabilities.

I. SAS/EIS

The SAS/EIS component is an integrated object-
oriented environment for building userfriendly
enterprise information systems. Using SAS/EIS, the
entire SAS system can be front-ended to handle most
common data processing tasks. By providing point-
and-click menus with pull-down windows, the SAS/EIS
component provides users access to unlimited appli-
cations such as report generating, data analysis and
screening, graphical displaying, and even e-mail. The
SAS/EIS component also includes numerous prewrit-
ten objects for doing data processing tasks.

J. SAS/ETS

The SAS/ETS component is an integrated part of the
SAS system, specifically designed for modeling all types
of dynamic systems and performing various time series
analyses. The SAS/ETS component includes such fore-
casting methods as linear/nonlinear and dynamic re-
gression, trend extrapolation, exponential smoothing,
autoregressive integrated moving average modeling
(ARIMA or Box Jenkins), and multivariate time series.
Users can also call on an automatic model selection
facility to select best-fitting models for each time series
considered. Various estimation methods are available
in the SAS/ETS component such as least squares and
full- and limited-information maximum likelihood. In
addition, results obtained from the various forecasting

SAS (Statistical Analysis System)

methods can be combined to create new models that
produce improved time series forecasts.

K. SAS/FSP

The SAS/FSP component is an interactive full-screen
information-processing component of the SAS sys-
tem. Users can customize the appearance of data en-
try and data display windows. The SAS/FSP compo-
nent also works hand-in-hand with the SAS/AF
component to provide users with predefined objects
for designing customized full-screen applications.

L. SAS/GIS

The SAS/GIS component offers an interactive geo-
graphic information system (GIS) within the SAS sys-
tem. SAS/GIS offers users a simple interactive way to or-
ganize and analyze data that can be spatially or attribute
referenced. Three types of features (points, lines, and
areas) can be used to represent data in their spatial con-
text. Spatial data can also be linked to different attribute
data. In addition, various physical aspects such as roads,
railways, waterways, and even political boundaries can
be used to spatially organize data into layers according
to their common features or attributes.

M. SAS/GRAPH

The SAS/GRAPH is a high-resolution graphics com-
ponent of the SAS system. The SAS/GRAPH compo-
nent offers a wide variety of color graphics capabilities
that include charts, plots, maps, and pattern designs.
An interactive graphics editor is also provided for im-
porting and modifying all types of graphics-oriented
information and presentation material. In addition,
SAS/GRAPH provides capabilities for building differ-
ent multimedia applications like video editing, image
capture, processing, and playback. Many popular in-
dustry video and image file formats such as AVI, TIFF,
GIF, PCX, GEN, and WAV sound files are supported.

N. SAS/IML

The SAS/IML component provides a flexible and ex-
tremely powerful interactive matrix programming lan-
guage. Customized data manipulation and statistical
analyses can be programmed using an extensive set of
built-in mathematical functions and matrix operators.
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For example, obtaining roots of polynomials, solving
systems of equations, or computing eigenvalues, eigen-
vectors, and determinants can be easily handled with
just a few simple commands.

0. SAS/INSIGHT

The SAS/INSIGHT component is a dynamic tool for
examining, exploring, and analyzing data sets. By pro-
viding point-and-click menus with pull-down windows,
the SAS/INSIGHT component provides users access
to unlimited ways with which to explore data. The
SAS/INSIGHT component also provides various mod-
eling options to enable users to quickly build models
and analyze observed relationships or patterns in se-
lected data. In addition, simple descriptive statistics
and univariate and multivariate correlational and prin-
cipal component analyses can be generated to nu-
merically confirm visually determined results.

P. SAS/IntrNet

The SAS/IntrNet component is a dynamic applica-
tion tool for integrating the SAS system into the World
Wide Web. By providing users with a so-called com-
mon gateway interface (CGI) and Java technologies,
the SAS/IntrNet component enables the development
and building of web-based applications and data ser-
vices for easy access and execution of remote SAS-
based analyses and programs.

Q. SAS/LAB

The SAS/LAB is a fully integrated, guided data analy-
sis component of the SAS system. SAS/LAB operates
like an expert system product designed to help a wide
variety of users select and apply the appropriate sta-
tistical methods for analysis. The SAS/LAB compo-
nent is especially designed for engineers and scien-
tists and offers commonly used techniques for
analyzing data from experimental design situations.
For example, techniques such as analysis of variance,
analysis of covariance, and regression analysis are avail-
able to users with minimal statistical expertise.

R. SAS/MDDB Server

The SAS/MDDB Server is an OLAP multidimensional
database component that enables users to obtain un-
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limited views of patterns of relationships in large data
sets. By using innovative OLAP capabilities within a data-
base/warehouse environment, the SAS/MDDB Server
component offers high-performance access to an in-
credible array of methods for the analysis and writing of
reports on large amounts of data. Once a database is cre-
ated, it can be accessed by multiple users across various
platforms, including the World Wide Web.

S. SAS/OR

The SAS/OR component is a fully integrated compo-
nent that offers users complete decision support ca-
pabilities within the SAS system. SAS/OR includes a
number of extremely powerful management science
tools for solving complex business problems. For ex-
ample, procedures for conducting mathematical pro-
gramming, project management and scheduling,
transportation, resource management, decision tree
analysis, and networks are available to users through
a complete point-and-click interface.

T. SAS/QC

The SAS/QC is a fully integrated component of the
SAS system comprised of various specialized proce-
dures for conducting total quality management im-
provement and quality control activities. For example,
control charting, probability plots and life distribu-
tions, product reliability estimates, and analysis of
data from various types of experimental designs are
easily generated through a few simple commands.
The SAS/QC component also provides a point-and-
click graphical user interface to guide users through
the various specialized quality management and qual-
ity control applications, and an interface for creating
process flow diagrams through the SAS/AF.

U. SAS/SHARE

The SAS/SHARE component operates as a data server
within the SAS system to allow multiple users simul-
taneous access to SAS files while working interactively
with other system components. By permitting multi-
ple accessing capabilities across different format and
hardware platforms, SAS/SHARE provides users with
endless data sharing opportunities. Of course, despite
all the data sharing activities, the SAS/SHARE com-
ponent maintains native host data integrity through
security and password verification safeguards.
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V. SAS/SPECTRAVIEW

The SAS/SPECTRAVIEW component is a data visual-
ization and analysis tool that offers users interactive
capabilities for handling multidimensional data. Users
can choose to view data through two- and three-
dimensional charts, cutting planes, isometric surfaces,
three-dimensional volumes, or stacked contours. Sev-
eral model images can be handled concurrently using
four display windows. In addition, the model images
can, independently or collectively, be enlarged, ro-
tated, or modified in terms of image attributes like
axis, color, and text. By using a point-and-click menu-
driven interface, the SAS/SPECTRAVIEW component
provides users with simple but extremely powerful
data visualization and analysis capabilities.

W. SAS/STAT

The SAS/STAT component is another key compo-
nent of the total SAS system. It contains all essential
procedures for conducting extensive statistical analy-
sis of data. For example, procedures for conducting
analysis of variance, categorical data analysis, cluster
analysis, psychometric analysis, regression analysis,
survival analysis, and various other types of multivari-
ate and nonparametric analyses are easily handled
through a few simple commands. And because the
SAS/STAT component is fully integrated with the en-
tire SAS system, users can easily access data from any
source, perform data management, conduct data
analyses, and present findings through any available
reporting or graphical option.

X. SAS/TOOLKIT

The SAS/TOOLKIT is an integrated component
specifically designed for users to write customized SAS
procedures, formats, functions, call routines, and data-
base engines in one of several programming languages
including C, FORTRAN, PL/I, and IBM assembler. A
number of programming language debuggers like the
SAS/C compiler, the VMS compiler, and the dbx de-
bugger can all be used to assist users with the debug-
ging of code. The SAS/TOOLKIT component also
provides an extensive library of routines needed to
perform commonly encountered data access, man-
agement, and analysis activities. By enabling the de-
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velopment and writing of customized routines and
procedures, the SAS system can be tailored to the spe-
cific needs of almost any user.

Y. SAS/Tutor

The SAS/Tutor component is an interactive computer-
based training course comprised of six different
lessons. The SAS/Tutor lessons were written for both
beginners and intermediate SAS users. The lessons
cover topics beginning with simple DATA command
and INPUT command statements, and continue
through illustrations of the various PROC statements
and SAS System components. Each lesson also offers
questions, quizzes, and case studies, as well as guided
hands-on practice sessions.

Z. SAS/Warehouse Administrator

The SAS/Warehouse Administrator component is an
integrated database software product that, when com-
bined with SAS components like Enterprise Miner
and Enterprise Reporter, provides users with an op-
portunity to effectively maintain and navigate large
amounts of data. The SAS/Warehouse Administrator
component provides a user-friendly point-and-click
graphical user interface that simplifies the visualiza-
tion, navigation, and maintenance of almost any cre-
ated data warehouse or data mart.

AA. WebHound

The WebHound component is a new SAS system
e-commerce-related software product for monitoring
web site visitors. The WebHound component also
comes with a clickstream analysis capability, which is
the process of measuring and analyzing navigation
paths through a web site. Because every visitor to a web
site leaves a sort of trail about how the site was used,
the WebHound component acts as a tracking system
that follows the trail of visitors. In this way, questions
such as “Who is visiting the web site?” “How long did
they stay in the web site?” or “Which parts of the web
site are the most interesting?” can be easily answered.

SEE ALSO THE FOLLOWING ARTICLES

Data Mining ¢ Data Warehousing and Data Marts ® Decision
Support Systems ® On-Line Analytical Processing (OLAP) e
SPSS (Statistical Package for Social Sciences)
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[. INTRODUCTION

II. CRAWLING

1. INDEXING

IV. QUERY PROCESSING

GLOSSARY

crawler See spider.

lexicon A list of words. A search engine may build a
lexicon of words extracted from all the documents
in its database.

polysemy The property of having multiple meanings.
A word is polysemous when it can have different
meanings in different contexts.

robot See spider.

spamming The practice of designing Web pages to
exploit the ranking methods of search engines.

spider A computer program that visits Web pages by
following hypertext links.

stemming The process of removing prefixes and suf-
fixes to obtain the base form of a word.

stop words Frequently occurring words that convey
little information.

synonomy The property of having the same meaning.
Words are synonymous when they have the same
meaning.

truncation The process of removing letters from the
end of a word

SEARCH ENGINES send out spiders to crawl across the
Web, following links from one Web page to the next.
The documents discovered by the spider are indexed
in a huge database. The ever-changing nature of the
Web makes keeping this database up-to-date a con-
stant challenge. Queries entered at search engine sites
trigger searches through this database. Thousands or
millions of Web pages may match a query. Search
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V. RANKING
VI. LIMITATIONS OF SEARCH ENGINES
VIl. CONCLUSION

engines must rank the results so that the most rele-
vant are displayed first. If there are many irrelevant
results, users must refine their queries to find the in-
formation they need.

I. INTRODUCTION

In the 1940s, Vannevar Bush envisioned hypertext as
a means to record and organize “trails” through the
overwhelming and growing body of scientific litera-
ture. The natural links between documents, which
Bush referred to as associative indexing, would be su-
perior to artificial indexing schemes that organize
documents numerically or alphabetically. The inter-
linked documents of today’s World Wide Web em-
body many of the concepts of Bush’s vision. However,
even with all the links that form trails for us to follow,
it is still difficult to find information.

Searching the Web involves more than looking for
matching keywords in the text of Web pages. The Web
is not a collection of unrelated documents. There are
links between these documents that imply relation-
ships. Search engines that exploit these relationships
to provide more relevant results have emerged in re-
cent years.

Computer programs known variously as spiders,
crawlers, or robots retrieve and examine Web pages,
extracting the links that they find. The spiders follow
these links to retrieve other Web pages with links to
yet more Web pages. The Web includes not only hy-
pertext documents formatted using the Hypertext
Markup Language (HTML), but also text documents
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in other formats and nontext objects such as images
and music. Text documents on the Web can be found
in the form of word processing documents, presenta-
tion slide shows, and even spreadsheets. Search en-
gines are expanding the file formats that they under-
stand so that they can index text documents in formats
other than HTML. Each document visited by a spider
is indexed in the search engine’s database.

When a user types in a query, the search engine’s
database is searched. Matching results are ranked and
presented to the user as a list on a Web page. Search
engines attempt to rank the results so that the most
relevant are displayed first. However, characteristics of
language can cause relevant pages to be missed and
irrelevant pages to be found.

In 1997, there were an estimated 320 million pub-
licly accessible Web pages. This grew to 800 million in
1999 and to over 2 billion in 2000. The Web grows by
more than a million pages each day. Because the Web
is large, growing, and in a constant state of change,
search engines face a difficult task when trying to
keep their databases complete and up to date.

Il. CRAWLING

A spider is a computer program that crawls across the
Web, retrieving Web pages by following hyperlinks. A
spider can begin by visiting a single Web page. It ex-
tracts all the hyperlinks that it can find in that page,
follows each of those links, and repeats the process
for each of the new Web pages it visits. The ultimate
goal is to discover every Web page in existence, but
the structure of the Web itself can make crawling a
difficult and time consuming process. This task would
be difficult enough if the Web were a static, un-
changing collection of documents. Unfortunately,
Web pages and links are frequently added, updated,
and deleted, so that the spider will have to revisit Web
pages from time to time.

A spider that simply adds all the links it discovers
to a list of pages to be visited runs the risk of getting
trapped in the Web. A spider must remember all the
links it discovers. As a spider extracts links from the
pages that it visits, it should ignore those links that re-
fer to already-visited pages. Otherwise, a spider risks
crawling around in circles if it should stumble across
a cluster of Web pages linked together in a cycle. Sim-
ilarly, links that are already on the list of as yet unvis-
ited pages should not be added to that list again. Oth-
erwise, a spider will waste time on repeated visits to
the same Web page. Instead, a spider should either ig-
nore such links or keep a tally of how many times it
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comes across each link. If the same link appears re-
peatedly in many different Web pages, then perhaps
it refers to an important page that should be visited
sooner than other pages. Several search engine spi-
ders use priorities based on link count and other fac-
tors to determine which links should be followed next.

The average number of links on a Web page is be-
tween 4 and 5, and some Web pages have many more
links, so that for each Web page visited, several new
links are added to the list of Web pages to be visited.
Clearly, this list of unvisited Web pages can grow
quickly. A spider may have to prioritize to decide
which of the pages in the list should next be visited.
How a spider selects the next page to visit can influ-
ence the inclusiveness of the crawling process.

Spiders may give higher priority to links that are
encountered more frequently. It is assumed that a
Web page with many links leading to it must somehow
be more important than a Web page with only a few
links. One consequence of such prioritization is that
spiders will gravitate toward popular Web sites while
neglecting Web sites devoted to more esoteric sub-
jects. Unfortunately, popularity does not always equate
to importance.

Spiders may give higher priority to shorter links.
Links with fewer subdomains in the host name (fewer
dots), or with fewer segments within the path (fewer
slashes) may be considered more important and could
be selected before longer links. For example,
<http://berkeley.edu/> is shorter than <http://
ptolemy.eecs.berkeley.edu/> and <http://cs.colgate.
edu/> is shorter than <http://cs.colgate.edu/
courses/465/syllabus.html>. Such prioritization has
several consequences. Web sites that choose to dis-
tribute their Web content across several different Web
servers, which may consequently have longer names,
may be penalized in comparison with those that pub-
lish all their content on one server (though there may
actually be several servers under the same name with
the same content in order to distribute the load of
serving Web pages). Similarly, those sites that orga-
nize their content into a deep hierarchy may be pe-
nalized in comparison with those that choose a flatter
hierarchy for naming their Web pages.

The penalty suffered by Web sites that use longer
links is that fewer of their Web pages may be visited
by a spider that prioritizes on the length of a link.
However, this may not be a significant handicap for
Web sites that are devoted to a single topic. If many
important keywords appear in the pages with shorter
links, such as the home page for the Web site, and if
the Web site is well-organized and easy to navigate,
then search engines will still index the site under rel-
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evant keywords, and users who are brought to the site
by a search engine will be able to browse to the in-
formation that they are seeking. On the other hand,
limited crawling of a Web site may be a serious penalty
for some Web sites, such as <http://www.aol.com> and
<http://www.geocities.com>, that host Web pages for
many different individuals and organizations. At such
sites, an extra layer of hierarchy results in longer links.

Some Web pages are difficult to find through crawl-
ing, and others are completely inaccessible to spiders.
Some Web pages are inaccessible because a password
is required to access them. Some links are difficult to
interpret because they are embedded within scripts
on the Web page. The link structure of the Web itself
can make it difficult to reach some Web pages. If a
spider begins crawling from a randomly selected Web
page, there will be a significant portion of the Web
that cannot be reached by following links from that
starting page. In fact, about half the time a spider will
hit a dead end after visiting 100 pages. The spider will
be unable to find new links to Web pages that have
not already been visited.

lll. INDEXING

Think of the Web as a book. Each Web page is like a
page in the book, and a search engine is like the in-
dex at the back of the book. Interested in a particu-
lar topic? Look up a word in the index to find a list
of the pages where that topic is discussed. The index
in the back of a book is a list of lists: a list of words
that appear in the book and, for each word, a list of
the pages on which the word appears. In essence, a
search engine is an index of the Web. Search engines
maintain a list of words that appear in documents on
the Web, and for each word there is a list of the doc-
uments in which the word appears.

To construct a complete index of the Web, it is nec-
essary to extract every word from every document dis-
covered by the search engine’s spider. The search en-
gine constructs a lexicon from the words encountered
as it processes the text documents retrieved by the spi-
der. Some search engines may maintain a complete
lexicon of every word encountered, while others may
omit some words in order to reduce the size of the
lexicon. Words such as “a” and “the,” which occur fre-
quently but do not convey much meaning, are known
as stop words and may be omitted from the lexicon.
Some search engines perform stemming, removing
prefixes and suffixes to include only the base form of
a word in the lexicon. Some search engines ignore
capitalization, recording only the uncapitalized form
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of a word in the lexicon.

For each word in the lexicon, the search engine
maintains a list of documents where that word appears.
These lists are constructed as each document is
processed: as words are extracted from a document, it
is added to each of the lists for each of those words.
Search engines also record the location within the doc-
ument at which a word appears. This makes it possible
to later search for words as part of a phrase, or words
that appear near each other. A weight or score indi-
cating the importance of the word relative to the other
words in the document is also recorded. This weight is
calculated from a combination of factors. Words that
occur frequently within a document, and presumably
are relevant to the main topic of the document, are
given more weight than words that seldom appear. Sim-
ilarly, words that appear closer to the beginning of the
document, or in prominent positions such as titles or
headings, are also given more weight. The precise math-
ematical formula used in determining this numerical
weight varies from one search engine to the other and
affects the ranking of search results.

Some search engines index documents that have
never been visited by their spiders. Text that appears
as part of a link can be associated with the document
that the link leads to. In this way, a spider can collect
fragments of text that describe a document that has
not yet been visited. This technique also makes it pos-
sible to index nontext items such as images and mu-
sic. Many search engines also store and organize in-
formation about the link structure of the Web. The
location of a Web page can become another “word”
in the lexicon. This “word” will appear in documents
that have links to that page.

Conceptually, a search engine’s index is a lexicon,
or list of words. For each word, there is a list of doc-
uments in which the word appears. Each entry in the
list records not only the a link to a document, but also
additional information including a numerical weight
indicating the importance of the word in that docu-
ment. In practice, the search engine’s database uses
more complex data structures in order to speed up
the process of searching. The database may even be
distributed across many computers to take advantage
of parallel processing.

Many of the techniques just described depend on
knowledge of the English language. The documents on
the Web are written in a variety of languages with a va-
riety of alphabets, and it can sometimes be difficult to
determine the language that a Web page is written in.
A search engine that is optimized for the English lan-
guage may do a poor job of indexing foreign-language
documents on the Web.
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IV. QUERY PROCESSING

After a spider has retrieved a vast number of Web
pages and other text documents, and after an index
has been constructed that, for every word in the lexi-
con, lists every known document that contains that
word, a search engine is finally ready to accept queries
from users. The user submits one or more keywords
and the search engine searches through its vast index
to produce a list of the documents that contain one
or more of these keywords.

Sometimes few relevant documents are included in
the responses to a query. Many relevant documents
may be missed because they do not contain the exact
keywords of the query, but instead contain related
words. Increasing the number of relevant responses
requires that words related to the keywords of a query
be included when searching through the index. This
can be done automatically, or by requiring the user to
refine the query.

As mentioned previously, some search engines use
stemming when constructing the lexicon. These search
engines must also perform stemming on the keywords
of a query in order to find matches in the lexicon.
Thus, the keywords “mathematics,” “mathematical,”
and “mathematician” would all be reduced to the stem
“math” and would all produce identical search results.
Thus, a search engine can automatically generalize an
overly specific query to increase the number of rele-
vant responses.

Related to stemming is truncation. With trunca-
tion, a search engine will seek keyword matches in the
lexicon where one or more letters have been removed
from the end of words. This can be done automati-
cally, or the user can enter a query in a special form.
For example, entering “math*” will cause the words
“math,” “mathematics,” “mathematical,” “mathemati-
cian,” and other words in the lexicon that begin with
“math” to be added to the list of query keywords. This
new, augmented query will then cause more (hope-
fully relevant) documents to be included in the re-
sponse. Stemming and truncation allow different
forms of a word, such as singular and plural nouns or
verbs in different tenses, to automatically be included
in a query. Care must be taken, however, otherwise
unrelated words may inadvertently be included in a
query. For example, “law*” could cause the words
“lawyer” and “lawn” to be included.

Another approach to increasing the number of rel-
evant responses is to automatically add synonyms to a
query. If a user enters the word “car,” the word “au-
tomobile” may be added to the query so that more
Web pages will be retrieved. However, not all of the
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additional responses will be relevant to the original
query.

Sometimes the responses to a query include many
irrelevant documents. The nature of human language
contributes to the problem of irrelevant responses.
For example, an American sports fan may search for
Web pages about “football” only to find a wealth of in-
formation about the sport she knows as “soccer.” A
British sports fan may search for Web pages about
“cricket” only to find pages about an insect. These are
examples of polysemy: words that can have multiple
meanings. Another example is the word “Java,” which
can be an island, a caffeinated beverage, or a popular
computer programming language. Approaches such
as stemming, truncation, and the automatic addition
of synonyms to queries can increase the number of
relevant responses, but these techniques can also in-
crease the number of irrelevant responses precisely
because of polysemy. The words added to the query
may have additional, unrelated meanings. Decreasing
the number of irrelevant responses generally requires
the user to refine the query.

The best cure for the problem of too many irrele-
vant responses to a query is to have the user enter a
more specific query. Unfortunately, the majority of
users submit simple queries with only one keyword,
ignoring the advanced search features described here.

Some search engines allow a user to limit responses
to documents that include or exclude particular key-
words. For example, responses to the query

Java +island

must include the word “island,” and may also include
the word “Java.” Similarly, responses to the query

Java -coffee

may contain the word “Java,” but must not include the
word “coffee.”

Another, similar approach is to allow Boolean ex-
pressions for more precise queries. The Boolean op-
erators AND, OR, and NOT are used to combine
query terms. When using OR, pages containing one
or more of the keywords are included in the response.
When using AND, only pages containing all of the
keywords are included. The NOT operator negates
the sense of a Boolean expression. For example, the

query

Java AND (NOT coffee)

would return results similar to the query above. In-
stead of explicitly using Boolean operators, some
search sites provide choices such as “any of the words”
for OR and “all of the words” for AND.
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Several other techniques are available for refining
queries. Users may specify that keywords must appear
in specific parts of a Web page, such as the title, a sec-
tion heading, or the location of the page itself. Exact
phrases may be entered as query terms by enclosing
them in quotation marks. For example, the query

title:”breast cancer” domain:gov

might be used to find Web pages at government Web
sites with the phrase “breast cancer” in the title.

V. RANKING

After a search engine has produced a list of thousands
of Web pages in response to a user’s query, it must rank
these results before displaying them to the user. Unless
the most relevant documents can be displayed at the
top of the list, a search engine is useless. Because rank-
ing algorithms often fail to place relevant documents
at the top of the list of responses, it is important for
users to refine their queries by taking advantage of ad-
vanced search features, such as those discussed previ-
ously, to eliminate as many irrelevant responses as pos-
sible without limiting the number of relevant responses.

Most search engines rank results by keywords. A
simple ranking algorithm would give a higher rank to
a document that contained all of the keywords in the
query and a lower rank to one that contained only
some of the keywords. This simple formula can be
modified to take into account the keyword weights
stored in the search engine’s database. A document
can be assigned a score that combines the weights for
the matching keywords. If a matching keyword is one
of the more important words for a document, then
that document would receive a higher score. The
score for a document is then determined by the sum
of the numerical weights for each query keyword that
appears in the document. The documents with the
highest scores would be ranked at the top of the list
of search results. The weights for each word in each
document can be calculated in advance and stored in
the search engine’s index. The final rank for a docu-
ment, however, can only be calculated after a query
has been submitted.

The exact formulas used to calculate keyword
weights and to rank documents are closely held se-
crets. If these details were made readily available, then
it would be easier for Web page authors to design
their pages so that they could easily be found in re-
sponse to a relevant query. Unfortunately, it would
also be easier for unscrupulous Web page authors to
design their pages so that they could easily be found
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in response to common (not necessarily relevant)
queries. Many Web designers engage in the practice
of spamming: they attempt to manipulate the ranking
algorithms of search engines so that their pages will
be ranked higher than other Web pages. Some tech-
niques including repeated keywords that are not visi-
ble when users view the Web page but are visible when
a search engine examines the HTML source of that
page. These repeated keywords can appear in the ti-
tle, in special META tags in the header, or even as
normal text that is the same color as the background.
It is because of the practice of spamming that details
of search engine ranking algorithms are kept secret.
Spammers (and other Web authors) are left to make
educated guesses about how to get their Web pages
noticed by search engines and ultimately by users.

More recently, some search engines have begun to
use the link structure of the Web to rank search re-
sults. Web pages that are linked to by many other Web
pages are ranked higher than Web pages with only a
few links to them. Some search engines go a step fur-
ther and take into account the importance of the
page that a link comes from. A Web page with only a
few links from important pages may be ranked higher
than a page with many links from unimportant pages.
These rankings for Web pages can be calculated in ad-
vance, before the user enters a query, and stored in
the search engine’s database.

Some search engines rank Web pages by how often
users visit the page when it appears in a list of search
results. Other search engines auction off the positions
at the top of the list of results, placing a page closer
to the top in exchange for a higher bid. The owner
of the Web page then pays a fee each time that a user
selects that page from the list of results.

VI. LIMITATIONS OF SEARCH ENGINES

Each individual search engine covers only a fraction
of the Web, but combining the databases of the ma-
jor search engines increases coverage significantly.
Measuring the coverage of a search engine can be
done by carefully studying the responses to numerous
queries. By submitting the same queries to different
search engines, it is possible to compare the coverage
of those search engines. Up-to-date comparisons of
search engines can be found at Web sites such
as Search Engine Showdown (http://www.search
engineshowdown.com) and Search Engine Watch
(http://www.searchenginewatch.com).

Because the databases of different search engines do
not overlap completely, better results can be obtained
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by submitting a given query to multiple search en-
gines. Meta-search engines can do this automatically.
Meta-search engines do not actually have their own
database. Rather, they automatically submit your query
to several conventional search engines and collect the
results. This approach produces more responses be-
cause the combined coverage of several search en-
gines can be significantly larger than any individual
search engine.

Unfortunately there are several drawbacks to using
meta-search engines. Because different search engines
expect queries in different formats, it generally is not
possible to have a meta-search engine successfully
translate a complex query so that it is understood by
each of the search engines that it forwards the query
to. Also, it is difficult to eliminate duplicate results
and to rank results combined from different search
engines. Despite these shortcomings, meta-search en-
gines can save you the work of having to manually en-
ter your query at several search engines. Meta-search
engines help most when you have a very specific query
that produces only a few results at any one Web site.
For searches on popular topics, meta-search engines
may overwhelm you with too many results.

The databases of search engines are not only in-
complete, they are also out of date. Crawling the Web
is a time consuming process. A spider can visit only so
many pages in a day. It can take weeks or months for
a spider to discover a new Web page. Many new Web
pages are created every day, and others are modified,
or removed. Keeping up with the churning of the
Web is a constant challenge. The database used by a
search engine will always be out of date to a certain
extent. With stale data, search engines can sometimes
return results that turn out to be irrelevant (the page
content has changed significantly since it was indexed)
or results that refer to nonexistent Web pages (the
page has been moved or removed since it was in-
dexed). Some search engines now store entire copies
of every Web page in their database and make these
cached copies available when they return results for a
query. Such cached copies can help users find the in-
formation they need, even when the search engine’s
database is out of date.

Vil. CONCLUSION

Has Bush’s vision been realized? Has hypertext made
it easier to find information, or has it made it more
difficult by accelerating the rate at which new infor-
mation becomes available? Finding information by
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browsing alone is often difficult. Bush himself real-
ized that even with hypertext, there would be a need
for automated search. Our situation has undoubtedly
improved since the time that Bush first published his
ideas more than half a century ago. Information is
much more accessible and search engines are ex-
tremely helpful in finding what we seek.

With the growing use of formats based on XML,
the Extensible Markup Language, documents will be-
come easier to search. HTML was invented to allow
scientists to easily share information. It is well suited
to this purpose, allowing the same headings, para-
graphs, lists, tables, and figures common in printed
scientific literature. However, HTML has often been
used for purposes to which it is less well suited. The
structural elements of HTML have been misused to
control the appearance of text. For example, head-
ings are often used to produce large, bold text. With
XML, it becomes possible to invent new document
formats with structural elements that are appropriate
to the application. For example, a document format
for bibliographic information could include struc-
tural elements for specifying authors, editors, titles,
publishers, volumes, pages, and dates. Because the
new formats will be based on XML, search engines
will be able to easily analyze documents in these for-
mats. Specialized search engines may emerge for dif-
ferent types of documents, such as medical or legal
documents, or general search engines may allow users
to submit advanced queries that specify XML elements
in which keywords must appear, just as it is now pos-
sible to limit keywords to titles or headings. Many
of these advantages may be lost, however, if users
continue to use simple queries with only one or two
keywords.

As the Web continues to grow, will search engines
be able to keep up? There are already signs that Web
growth is slowing. The computing and storage tech-
nology used by search engines will continue to im-
prove in speed and capacity. However, lack of eco-
nomic incentive may keep search engines from
improving to the extent that improved technology
would predict. Many search engines make money
through advertising, or by selling their search services
to other Web sites that make money through adver-
tising. A relatively small database may be sufficient to
handle the majority of queries on very popular topics.
The size of the database would have to be increased
significantly, at significant cost, in order to cover an
array of obscure topics. These obscure topics would
not draw many additional users, yielding little gain in
advertising dollars.
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[. INTRODUCTION

Il. PROBLEM SPACE MODEL
[1. BRUTE-FORCE SEARCH
IV. HEURISTIC SEARCH

GLOSSARY

admissible A heuristic is said to be admissible if it never
overestimates actual cost from a given state to a goal.
An algorithm is said to be admissible if it always finds
an optimal solution to a problem if one exists.

branching factor The average number of children of
a node in a problem-space graph.

constraint-satisfaction problem A problem where
the task is to identify a state that satisfies a set of
constraints.

depth The length of a shortest path from the initial
state to a goal state.

heuristic evaluation function A function from a state
to a number. In a single-agent problem, it estimates
the cost from the state to a goal. In a two-player
game, it estimates the merit of the position with re-
spect to one player.

node expansion Generating all the children of a given
state.

node generation Creating the data structure that cor-
responds to a problem state.

operator An action that maps one state into another
state, such as a twist of Rubik’s Cube.

problem instance A problem space together with an
initial state of the problem and a desired set of
goal states.

problem space A theoretical construct in which a
search takes place, consisting of a set of states and
a set of operators.

problem-space graph A graphical representation of a
problem space, where states are represented by
nodes, and operators are represented by edges.
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V. TWO-PLAYER GAMES
VI. CONSTRAINT-SATISFACTION PROBLEMS
VIl. SUMMARY

search A trial-and-error exploration of alternative so-
lutions to a problem, often systematic.

search tree A problem-space graph with only a single
path to each state.

single-agent path-finding problem A problem where
the task is to find a sequence of operators that
maps an initial state to a goal state.

state A configuration of a problem, such as the
arrangement of the parts of a Rubik’s Cube at a
given point in time.

I. INTRODUCTION

Search is a universal problem-solving mechanism in ar-
tificial intelligence (AI). In Al problems, the sequence
of steps required for solution of a problem are not
known a priori, but often must be determined by a sys-
tematic trial-and-error exploration of alternatives. The
problems that have been addressed by heuristic search
algorithms fall into three general classes: single-agent
path-finding problems, two-player games, and constraint-
satisfaction problems.

Classic examples in the Al literature of path-finding
problems are the sliding-tile puzzles, including the 3 X 3
Eight Puzzle (see Fig. 1) and its larger relatives the
4 X 4 Fifteen Puzzle, and 5 X 5 Twenty-Four Puzzle. The
Eight Puzzle consists of a 3 X 3 square frame containing
eight numbered square tiles, and an empty position
called the blank. The legal operators are to slide any tile
that is horizontally or vertically adjacent to the blank into
the blank position. The problem is to rearrange the tiles
from some random initial configuration into a particular
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Figure 1 Eight Puzzle search tree fragment.

desired goal configuration. The sliding-tile puzzles are
common testbeds for research in Al search algorithms
because they are very simple to represent and manipu-
late, yet finding optimal solutions to the N X N general-
ization of the sliding-tile puzzles is NP-complete. Other
well-known examples of single-agent path-finding prob-
lems include Rubik’s Cube and theorem proving. Real-
world examples include the traveling salesman problem,
vehicle navigation, and the wiring of VLSI circuits. In
each case, the task is to find a sequence of operations
that map an initial state to a goal state.

A second class of search problems includes games
such as chess, checkers, backgammon, bridge, or
poker. The third category is constraint-satisfaction
problems, such as the Eight Queens Problem. The
task is to place eight queens on an 8 X 8 chessboard,
such that no two queens are on the same row, col-
umn, or diagonal. Real-world examples of constraint-
satisfaction problems are ubiquitous, including plan-
ning and scheduling applications.

We begin by describing the problem-space model on
which search algorithms are based. Brute-force searches
are then considered including breadth-first, uniform-
cost, depth-first, depth-first iterative-deepening, and
bidirectional search. Next, various heuristic searches
are examined including pure heuristic search, the A*
algorithm, iterative-deepening-A*, depth-first branch-
and-bound, and the heuristic path algorithm. We then
consider two-player game searches, including minimax
and alpha-beta pruning. Finally, we examine constraint-
satisfaction algorithms, such as backtracking, constraint
recording, and local search algorithms. The efficiency

of these algorithms, in terms of the costs of the solu-
tions they generate, the amount of time the algorithms
take to execute, and the amount of computer memory
they require, are of central concern throughout. Since
search is a universal problem-solving method, what lim-
its its applicability is the efficiency with which it can be
performed.

Il. PROBLEM SPACE MODEL

A problem space is the environment in which a search
takes place. A problem space consists of a set of states
of the problem, and a set of operators that change the
state. For example, in the Eight Puzzle, the states are
the different possible permutations of the tiles, and
the operators slide a tile into the blank position. A
problem instance is a problem space together with an
initial state and a goal state. In the case of the Eight
Puzzle, the initial state would be whatever initial per-
mutation the puzzle starts out in, and the goal state is
a particular desired permutation. The problem-
solving task is to find a sequence of operators that
map the initial state to a goal state. In the Eight Puz-
zle the goal state is given explicitly. In other prob-
lems, such as the Eight Queens Problem, the goal
state is not given explicitly, but rather implicitly spec-
ified by certain properties that must be satisfied by
any goal state.

A problem-space graph is often used to represent a
problem space. The states of the space are repre-
sented by nodes of the graph, and the operators by
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edges between nodes. Edges may be undirected or di-
rected, depending on whether their corresponding
operators are reversible or not. The task in a single-
agent path-finding problem is to find a path in the
graph from the initial node to a goal node. Figure 1
shows a small part of the Eight Puzzle problem-space
graph.

Although most problem spaces correspond to
graphs with more than one path between a pair of
nodes, for simplicity they are often represented as
trees, where the initial state is the root of the tree.
The cost of this simplification is that any state that can
be reached by two different paths will be represented
by duplicate nodes in the tree, increasing the size of
the tree. The benefit of a tree is that the absence of
cycles greatly simplifies many search algorithms. In
this survey, we will restrict our attention to trees, but
there exist graph versions of all of the algorithms we
describe as well.

One feature that distinguishes Al search algorithms
from other graph-searching algorithms is the size of
the graphs involved. For example, the entire chess
graph is estimated to contain more than 10* nodes.
Even a small problem like the Twenty-Four Puzzle
contains almost 10%° nodes. As a result, the problem-
space graphs of Al problems are never represented
explicitly by listing each state, but rather are implic-
itly represented by specifying an initial state and a set
of operators to generate new states from existing
states. Furthermore, the size of an Al problem is rarely
expressed as the number of nodes in its problem-
space graph. Rather, the two parameters of a search
tree that determine the efficiency of various search al-
gorithms are its branching factor and its solution depth.
The branching factor is the average number of chil-
dren of a given node. For example, in the Eight Puz-
zle the average branching factor is V'3, or about 1.732.
The solution depth of a problem instance is the length
of a shortest path from the initial state to a goal state,
or the length of a shortest sequence of operators that
solves the problem. For example, if the goal were in
the bottom row of Fig. 1, the depth of the problem
instance represented by the initial state at the root
would be three moves.

lll. BRUTE-FORCE SEARCH

The most general search algorithms are brute-force
searches, because they do not require any domain-
specific knowledge. All that is required for a brute-
force search is a state description, a set of legal oper-
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ators, an initial state, and a description of the goal
state. The most important brute-force techniques are
breadth-first, uniform-cost, depth-first, depth-first
iterative-deepening, and bidirectional search. In the
descriptions of the algorithms below, to generatea node
means to create the data structure representing the
state, whereas to expand a node means to generate all
the children of that node.

A. Breadth-First Search

Breadth-first search expands nodes in order of their dis-
tance from the root node, generating one level of the
tree at a time until a solution is found (see Fig. 2). It
is most easily implemented by maintaining a queue of
nodes, initially containing just the root, and always re-
moving the node at the head of the queue, expand-
ing it, and adding its children to the tail of the queue.

Since it never generates a node in the tree until all
nodes at shallower levels have been generated,
breadth-first search always finds a shortest path to a
goal. Since each node can be generated in constant
time, the amount of time used by breadth-first search
is proportional to the number of nodes generated,
which is a function of the branching factor 4 and the
solution depth d. Since the number of nodes at level
d is b", the total number of nodes generated in the
worst case is b + b + b° + - + % which is 0%,
the asymptotic time complexity of breadth-first search.

The main drawback of breadth-first search is its
memory requirement. Since each level of the tree
must be stored in order to generate the next level,
and the amount of memory is proportional to the
number of nodes stored, the space complexity of
breadth-first search is also O(b%). As a result, breadth-
first search is severely space-bound in practice, and
will exhaust the memory available on typical comput-
ers in a matter of minutes.

Figure 2 Order of node generation for breadth-first search.
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B. Uniform-Cost Search

If all edges do not have the same cost, then breadth-
first search generalizes to uniform-cost search. Instead
of expanding nodes in order of their depth from the
root, uniform-cost search expands nodes in order of
their cost from the root. At each step, the next node
n to be expanded is one whose cost g(n) is lowest,
where g(n) is the sum of the edge costs from the root
to node n. The nodes are stored in a priority queue.
This algorithm is also known as Dijkstra’s single-source
shortest-path algorithm.

Whenever a node is chosen for expansion by
uniform-cost search, a lowest cost path to that node
has been found. The worst-case time complexity of
uniform-cost search is O(b”™), where ¢ is the cost of
an optimal solution, and m is the minimum edge cost.
Unfortunately, it also suffers the same memory limi-
tation as breadth-first search.

C. Depth-First Search

Depth-first search remedies the space limitation of
breadth-first and uniform-cost search by always gen-
erating next a child of the deepest unexpanded node
(see Fig. 3). Both algorithms can be implemented us-
ing a list of unexpanded nodes, with the difference
that breadth-first search manages the list as a first-in
first-out queue, whereas depth-first search treats the
list as a last-in first-out stack. More commonly, depth-
first search is implemented recursively, with the re-
cursion stack taking the place of an explicit node
stack.

The advantage of depth-first search is that its space
requirement is only linear in the search depth, O(d),
as opposed to exponential for breadth-first search.
The reason is that the algorithm only needs to store
a stack of nodes on the path from the root to the cur-

Figure 3 Order of node generation for depth-first search
iterative-deepening search.
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rent node. The time complexity of a depth-first search
to depth dis O(b%), since it generates the same set of
nodes as breadth-first search, but simply in a different
order. Thus, as a practical matter, depth-first search is
time limited rather than space limited.

The disadvantage of depth-first search is that it may
not terminate on an infinite tree, but simply go down
the leftmost path forever. For example, even though
there are a finite number of states of the Eight Puz-
zle, the tree fragment shown in Fig. 1 can be infinitely
extended down any path, generating an infinite num-
ber of duplicate nodes representing the same states.
The usual solution to this problem is to impose a cut-
off depth on the search. Although the ideal cutoff is
the solution depth d, this value is rarely known in ad-
vance of actually solving the problem. If the chosen
cutoff depth is less than d, the algorithm will fail to
find a solution, whereas if the cutoff depth is greater
than d, a large price is paid in execution time, and
the first solution found may not be an optimal one.

D. Depth-First Ilterative-Deepening

Depth-first iterative-deepening (DFID) combines the best
features of breadth-first and depth-first search. DFID
first performs a depth-first search to depth one, then
starts over, executing a complete depth-first search to
depth two, and continues to run depth-first searches
to successively greater depths, until a solution is found
(see Fig. 4).

Since it never generates a node until all shallower
nodes have been generated, the first solution found
by DFID is guaranteed to be on a shortest path. Fur-
thermore, since at any given point it is executing a
depth-first search, saving only a stack of nodes, and
the algorithm terminates when it finds a solution at
depth d, the space complexity of DFID is only O(d).

Although it appears that DFID wastes a great deal of
time in the iterations prior to the one that finds a so-
lution, this extra work is usually insignificant. To see
this, note that the number of nodes at depth dis " and
each of these nodes is generated once, during the final
iteration. The number of nodes at depth
d—1is bd_l, and each of these is generated twice, once
during the final iteration, and once during the penul-
timate iteration. In general, the number of nodes gen-
erated by DFID is * + 26" + 36" 2 + -+ + db. This
is asymptotically O(b%) if b is greater than one, since for
large values of d the lower order terms become in-
significant. In other words, most of the work goes into
the final iteration, and the cost of the previous itera-
tions is relatively small. The ratio of the number of
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Figure 4 Order of node generation for depth-first.

nodes generated by DFID to those generated by breadth-
first search on a tree is approximately b/ (6 — 1). In fact,
DFID is asymptotically optimal in terms of time and
space among all brute-force shortest-path algorithms on
a tree.

If the edge costs differ from one another, then one
can run an iterative deepening version of uniform-
cost search, where the depth cutoff is replaced by a
cutoff on the g(n) cost of a node. At the end of each
iteration, the threshold for the next iteration is set to
the minimum cost of all nodes generated but not ex-
panded on the previous iteration.

On a graph with cycles, however, breadth-first search
may be much more efficient than any depth-first
search. The reason is that a breadth-first search can
easily detect all duplicate nodes, whereas a depth-first
search can only check for duplicates along the current
search path. Thus, the complexity of breadth-first
search grows only as the number of states at a given
depth, while the complexity of depth-first search de-
pends on the number of paths of a given length. For
example, in a square grid, the number of nodes within
a radius 7 of the origin is O(r?), whereas the number
of paths of length ris O(3"), since there are three chil-
dren of every node, not counting its parent. Thus, in
a graph with a large number of very short cycles,
breadth-first search is preferable to depth-first search,
if sufficient memory is available to store all the nodes.

E. Bidirectional Search

Bidirectional search is a brute-force search algorithm
that requires an explicit goal state instead of simply a
test for a goal condition. The main idea is to simulta-
neously search forward from the initial state, and
backward from the goal state, until the two search
frontiers meet. The path from the initial state is then
concatenated with the inverse of the path from the
goal state to form the complete solution path.
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Bidirectional search still guarantees optimal solu-
tions. Assuming that the comparisons for identifying
a common state between the two frontiers can be
done in constant time per node, by hashing for ex-
ample, the time complexity of bidirectional search is
O(b"?) since each search need only proceed to ha