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Preface  

Decision support systems comprise a core subject area of the information systems 

(IS) discipline, being one of several major expansions that have occurred in the IS 

field. The decision support system (DSS) area, as a subject of research and 

practice, continues to grow along ever-widening horizons – often blending with 

other major IS expansions such as organizational computing, electronic com-

merce/business, and pervasive computing. Diverse exemplars of DSS advances 

are found in this Handbook on Decision Support Systems. They range from basic 

advances that have shaped the DSS realm over the years to emergent advances 

that are shaping tomorrow’s DSS conceptions and impacts.  

The two-volume Handbook on Decision Support Systems serves as an 

extensive and fundamental reference for anyone interested in the IS field in 

general, or its DSS arena in particular. Its peer-reviewed chapters are written by an 

international array of over 130 DSS researchers and practitioners spanning six 

continents. They share their thoughts and experiences about the historical mile-

stones, current developments, and future trends of technologies and techniques for 

helping people faced with the often difficult task of making decisions. The 

seventy-one chapters address an array of issues and approach decision support 

from a wide variety of perspectives. These range from classic foundations to 

cutting-edge thought. They approach DSS topics from both informative and 

provocative standpoints. They cover theoretical and practical angles, human and 

technological dimensions, operational and strategic viewpoints. The chapters 

include first-hand experiences, best practices, thoughtful recommendations, stimu-

lating insights, conceptual tools, and philosophical discussion. 

The Handbook on Decision Support Systems serves as a “must-read/first-read” 

reference point for any theoretical or practical project related to DSS investigation 

or study. It contains essential material of long-term benefit for the library of every 

DSS practitioner, researcher, and educator. The content is designed to be of 

interest to, and at a level appropriate for, those not yet exposed to the DSS realm 

of IS – while at the same time containing novel, insightful perspectives for DSS 

experts. The authors have taken special care to make sure readers are supplied 

with pointers to relevant reference materials in case they want to pursue their 

exploration of selected DSS topics of interest in more depth.  

Impetus and Roots 

The Handbook on Decision Support Systems has grown out of a long-time 

interest in the concept of decision support systems, in the creation of such 

systems, in the interplay between DSSs and their users, and in the ability of a DSS 

to add value to processes and outcomes of decisional episodes that occur in 

varying situations. Recognizing that decision support systems, at a fundamental 
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level, are concerned with representing and processing knowledge for the purpose 

of improving decision making, this book is a companion to the two-volume 

Handbook on Knowledge Management (Holsapple 2003a, 2003b) recently pub-

lished by Springer. The Handbook on Decision Support Systems has risen out of 

decades of efforts by a multitude of researchers and practitioners who have made 

the DSS realm what it is today – having created a substantial cumulative tradition 

(Eom 2007). We are deeply indebted to them for furnishing the strong roots that 

have brought this new Handbook to fruition.  

It is worthwhile to pause to briefly ponder the place that DSSs occupies in the 

information systems field. We contend that decision support systems stand in an 

essential, integral position within the IS discipline. Decision support systems do 

not occupy some narrow niche or specialty fringe of the IS field, but rather 

contribute mightily to its very substance. Documenting this rich and ongoing 

contribution is a major impetus for assembling the Handbook on Decision 

Support Systems.  

A recent study involving interviews of forty-five business school deans probed 

their thoughts about the role of IS (if any) within the core content for MBA 

programs (Dhar and Sundararajan 2006). Deans overseeing the ninety-four highest 

ranked US MBA programs were invited to participate. The study finds that 

a preponderance of participating deans (forty-three) agree that IS does deserve 

a place in the MBA. Each dean explained why he/she takes this stance. In 

analyzing their rationales, Dhar and Sundararajan discover three main reasons that 

IS is deemed to be significant in the training of managers. One of these three 

reasons is especially salient to our contention that the DSS realm is a central facet 

of the IS field: “Success as a business executive depends critically on innovation 

and creativity in the use and application of data for decision making” (Dhar and 

Sundararajan 2006). This critical IS theme is, of course, what decision support 

systems are all about. This theme and its variations define the substance of these 

two volumes. 

Expansions in the Information Systems Field 

Over the past fifty-plus years, the field of information systems has undergone 

a progression of expansions that have come to define its subject matter. Each 

expansion has built on its predecessors and enriched them in the process. Each 

expansion has involved ongoing advances in IS ideas, research, and practice. From 

its initial emphasis on transaction processing and record keeping (i. e., data 

processing systems), what we now call the IS discipline expanded to encompass 

management information systems (MIS) – which emphasize the retrieval of 

records to produce various kinds of pre-specified reports containing information 

believed to be useful for managers. In a major expansion beyond MIS, the 

information systems field embraced systems designed to support the needs of 

decision makers. These decision support systems are distinguished by such 

capabilities as satisfying ad hoc knowledge needs, performing knowledge 
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derivation or discovery, direct accessibility by their decision-making users, user-

specific customization of functionality and interfaces, and/or learning from prior 

decisional experiences.  

Another expansion of the IS world is organizational computing (OC) which is 

concerned with computer-based systems that enable or facilitate activity involving 

multiple participants. These multiparticipant organizations range from dyads to 

groups to communities to complex enterprises. Examples of participants’ joint 

activity include entertainment, education, commerce, design, research, and multi-

participant decision making. Within the OC expansion, we find such topics as 

computer-mediated communication, computer-supported cooperative work, coor-

dination systems, groupware, enterprise systems, and interorganizational systems. 

All of these contribute to and enrich the DSS subject by giving it a multi-

participant dimension (Holsapple and Whinston 1996). 

With the advent of the Internet and the Web, the IS discipline expanded to 

encompass what has come to be known as electronic commerce (and its electronic 

business counterpart). Not only has this expansion enriched transaction processing 

and organizational computing possibilities, it has added yet another dimension to 

the DSS realm. Electronic commerce is not simply about the consummation of 

transactions via the Internet, but also about supporting the decisions that underlie 

those transactions – plus online support for decisions leading to offline trans-

actions (Holsapple and Singh 2000). Moreover, Internet-based support of collab-

orative, multiparticipant decision making is increasingly important for imple-

menting electronic business strategies and operations, such as those dealing with 

supply chains and customer relationships (Holsapple and Jin 2007). Electronic 

commerce is itself undergoing expansions in such directions as mobile commerce 

and collaborative commerce, which even further intertwine with DSS theory and 

applications. 

The latest, and perhaps all-encompassing, major expansion of the IS field is in 

the direction of pervasive computing. Emerging from a confluence of several 

developments, the era of anytime-anywhere computing is upon us – a vast array of 

computing capabilities embedded and connected within our surroundings. This 

formative trend toward pervasive computing poses many opportunities and 

challenges for IS researchers and practitioners: specifically, how to harness the 

potentials of pervasive computing to achieve higher productivity, greater agility, 

more innovation, enhanced reputation, and manageable risk – at individual, 

organizational, interorganizational, and national levels. Part of this quest involves 

the incorporation of pervasive decision support abilities into our surroundings. 

After all, survival and success in this increasingly turbulent, complicated, 

interdependent world demands astute decision making which, in turn, benefits 

from the DSS ability to relax cognitive, temporal, and economic limits of decision 

makers – amplifying decision makers’ capacities for processing knowledge which 

is the lifeblood of decision making.  

Figure 1 illustrates the foregoing expansions to the field of information 

systems. Decision support systems lie at the core of IS – a major step beyond MIS. 

Moreover, as the shading suggests, the DSS expansion involves substantial 
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melding into OC, electronic commerce, and pervasive computing. Like each of  

the IS expansions, the study of DSSs can be approached from various angles 

including the technical, behavioral, economic, analytic, and conceptual. The major 

inter-related categories of IS issues apply just as much to decision support systems 

as to other expansions of the IS field: creation/development of DSS, management 

of DSS, and evaluation/impact of DSS. Moreover, all of the main reference 

disciplines for IS impact, and are impacted by, DSS advances. Six of these – from 

computer science to knowledge management – are shown in Figure 1. Modern 

decision support is inherently multi-disciplinary and involves innovation and 

creativity to integrate a range of skills and methods (Burstein and Widmeyer 

2007). 

Early detractors who did not appreciate the distinction between MIS and DSS 

have long since been answered – not only in the scholarly literature (e. g., Blanning 

1983; Watson and Hill 1983), but also in practice – where DSS deployment is so 

widespread that it is nowadays taken for granted or not even noticed (Hall 2002). 

The principal business of numerous companies, whose shares are publicly traded, 

is the provision of decision support software and services. Every year brings forth 

 

Figure 1. Decision support systems – indispensable elements at the core of the IS field 
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an international conference devoted to decision support systems – sponsored by 

either the International Federation for Information Processing (Decision Support 

Systems Working Group 8.3) or International Society for Decision Support 

Systems (AIS SIGDSS). Tracks devoted to various DSS topics routinely appear in 

major conferences of the IS field (e. g., International Conference on Information 

Systems, Americas Conference on Information Systems), as well as major 

multidiscipline conferences such as the Annual Meeting of the Decision Sciences 

Institute and the Hawaiian International Conference on Systems Sciences. 

Benchmarking the publishing behaviors of tenured IS scholars at leading research 

universities reveals that Decision Support Systems is one of the most important 

journals in the entire information systems field (Holsapple 2008). While this 

journal routinely publishes research dealing with all facets of the IS field illustrated 

in Figure 1 (except, perhaps, for data processing and MIS), it has published more 

DSS-oriented research over the years than any other journal in the IS field. 

Yet, even today, we sometimes see DSS referred to as a specialty topic in the IS 

field, while MIS is simultaneously treated as a dominant form of IS. The diversity 

of DSS research included in this Handbook is symptomatic of the vitality, 

significance, and scope of this major IS expansion. It is quite easy for someone 

who does/reads very little research in one of the IS expansions, in one of the IS 

issue categories, or along one of the IS approaches to overlook that IS facet – 

maybe even dismissing that facet as relatively unimportant for the IS discipline.  

The Growth of Decision Support Systems 

As Figure 2 suggests, decision support systems have experienced a marked and 

uninterrupted increase in scholarly attention and importance over a twenty-five 

year period. According to Google Scholar (as of October 2007), the rate increases 

from less than three publications per week in 1980 to over 20 new DSS 

publications per day twenty-five years later. Citation levels for the most frequently 

referenced (as of October 2007) DSS publications in each year are shown in 

Figure 3. Of course, more recent publications have had less opportunity to be cited 

than earlier publications. Since 1990, every one of these modal publications has 

either been a book, a book chapter, or an article in Decision Support Systems, 

Group Decision and Negotiation, or a medical journal (e. g., Journal of the 

American Medical Association, British Medical Journal, Archives of Internal 

Medicine). While Google Scholar is not exhaustive, its IS-related database is 

much more complete than those of the ISI Web of Knowledge or ABI/INFORM.  

An organization’s portfolio of decision support systems, plus its practices for 

developing and managing these systems, affects both the processes and outcomes of 

individual and joint decision making. The chapters contained in the pages that 

follow reveal diverse perspectives on the nature of DSSs, depict various instances of 

melding with other IS expansions (e. g., with organizational computing, electronic 

commerce, pervasive computing), and demonstrate a pattern of continuing growth  
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Figure 2. Trend of publications containing “decision support systems” (as tracked by 

Google Scholar) 

in DSS-related knowledge. They illustrate several of the approaches shown at the 

top of Figure 1, ranging from conceptual to technical to behavioral. They address all 

three of the major issues shown in Figure 1, from foundations for DSS development, 

 

Figure 3. Citation modes for “decision support systems” publications (as tracked by 

Google Scholar) 
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to managing DSS usage, to impacts of (and on) DSSs. The chapters not only describe 

and depict, they also stimulate and provoke.  

This Handbook calls attention to the wide frontier of DSS research that 

continues to expand – making the case that IS scholars and those who evaluate 

them need to take into account both DSS research and leading forums for 

publishing DSS research. Decision support systems are not some side show, 

ancillary specialty topic, or moribund phenomenon. Rather, they comprise an 

active, fundamental expansion within the IS discipline – welling up with fresh 

insights that can contribute greatly to individual, organizational, and even national 

performance. 

Organization and Content 

The Handbook on Decision Support Systems is organized into two volumes: 

Basic Themes and Variations. Although these two volumes are complementary 

and can be read straight through in a logical sequence, they can also be treated 

separately and their contents consulted as needed for specific DSS topics. The first 

volume presents basic themes that underlie and reveal the nature of decision 

support systems – ranging from the rationale of DSSs through the substance of 

DSSs to effects of DSSs. The second volume portrays many variations on these 

DSS themes – occurring in special contexts, across different scopes, in the course 

of development, for particular decisional applications, and along the horizons of 

emerging DSS directions.  

Volume 1: Basic Themes 

The chapters of Volume 1 are organized into five major parts. Part I examines 

foundations on which a broad and deep understanding of decision support systems 

can be built. The two primary dimensions of this foundation are decision making 

and knowledge. These dimensions are intricately related to each other (Bonczek 

et al. 1981; Holsapple 1995; Nicolas 2004; Zyngier et al. 2004). We begin with 

a chapter that discusses the nature and importance of decisional processes in 

today’s turbulent, complex environment. The essential role of knowledge in 

decision making and sensemaking is highlighted. Knowledge is an antecedent of 

the ability to make sense of situations and of sound decision making in the course 

of dealing with those situations. Knowledge is the “stuff” of which decisions are 

made. Moreover, knowledge is produced in the course of sensemaking and 

decision making. Thus, knowledge occupies a central place in decision making. 

Because of this, ensuring the quality of that knowledge is an essential foundation 

for decision making. Against this background, we then address the key question of 

why it is that a decision maker needs any computer-based support at all. The 

answer to this question establishes the rationale for decision support, and we 
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subsequently examine the role of knowledge management in providing such 

support. Part I closes by tracing the history of decision support systems as 

a stream of research and practice, plus the identification of important reference 

disciplines that impact and are influenced by DSS developments. 

The eight chapters of Part II present decision support system fundamentals. 

This commences with an overview provided by a general-purpose architecture for 

understanding of DSS possibilities. These possibilities lead us to distinguish 

among various types of DSSs, based on the knowledge management techniques 

that they adopt or emphasize. Several of the best known types of DSSs are 

described in the ensuing chapters. The first is comprised of DSSs that stress the 

use of document management, which involves the representation and processing 

of knowledge in the guise of text/hypertext. Next, database-oriented decision 

support systems are considered, including those implemented for data warehouses. 

Our focus then turns to DSSs that manage knowledge represented in the guise of 

models and solvers. Perhaps the most common of these DSSs are those that 

perform online analytical processing (OLAP). Thus, a chapter is devoted to 

decision support via OLAP. This is followed by a consideration of DSSs that 

emphasize the spreadsheet technique for representing and processing knowledge – 

such systems are very widely deployed in practice. Another type of DSS involves 

those that concentrate on representing and helping to solve multi-criteria decision 

analysis problems. Part II closes with an examination of Web-based decision 

support systems. Expanding from the general-purpose DSS architecture and these 

fundamental types of DSSs, the next two parts of Volume 1 look at multi-

participant decision support systems and artificially intelligent decision support 

systems.  

Part III organizes an examination of DSSs that are meant to support the joint 

efforts of multiple participants engaged in collaborative decision making. We 

open with coverage of collaborative technologies that can form a backbone for 

multiparticipant decision support systems, followed by a discussion of moti-

vational issues that need to be addressed if participants are indeed going to share 

knowledge with each other. A major category of multiparticipant DSSs involves 

those designed to support decisions made by a group of participants. In addition to 

characterizing the nature of these group decision support systems (GDSSs), we 

include a chapter identifying parameters that differentiate GDSSs from one 

another and discussing potential benefits of GDSSs. Another major category of 

multiparticipant DSSs is growing in importance. These are designed to support 

decisions made by participants in an organization (or virtual organization). Called 

an organizational decision support system (ODSS), such a facility is geared 

toward participants arranged into an infrastructure involving specialized 

knowledge-processing roles, linked by patterns of authority and communication 

relationships, and governed by possibly complex regulations. In addition to 

characterizing the nature of ODSSs, we include a chapter identifying parameters 

that can serve to leverage ODSS value and discussing potential benefits of 

ODSSs. Part III closes with an elucidation of systems that support negotiated 

decisions among participants. 
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Intelligent decision support systems employ techniques from the field of 

artificial intelligence to give DSSs behaviors that would be deemed as “intel-

ligent” if observed in humans. In Part IV, we investigate several classes of such 

systems. One of these is comprised of systems that give advice to decision makers. 

They use reasoning knowledge and inference capabilities to help decision makers 

in much the same way as human experts/advisors can support decision making. 

Another class involves software agents, also called softbots or knowbots, which 

undertake autonomous behaviors. They have and process knowledge in ways that 

allow them to act as participants in decision making, or as assistants to decisional 

participants. The next chapter describes how some DSSs make use of artificial 

neural networks as means for knowledge representation, learning, and derivation. 

Yet another useful approach rooted in artificial intelligence is data mining. 

Incorporated into a DSS, a data mining capability discovers patterns (i. e., 

knowledge) embedded databases that may be of enormous size. In a kindred vein, 

we also consider the use of text mining for decision support purposes – 

discovering knowledge hidden in massive bodies of textual representations. Yet 

another chapter discusses the mining of processes via event logs for decision 

support purposes. Part IV closes with consideration of DSSs that can change their 

own behaviors based on experience. One approach, illustrated with a production 

planning application, entails DSS use of a genetic algorithm to adapt over time in 

order to provide improved decision support. Another involves DSS learning 

through the use of simulation and performance evaluation, and is illustrated via 

manufacturing, supply chain, and multi-agent pedagogy applications. 

In Part V, our study of basic DSS themes concludes by concentrating on the 

effects of computer-based decision support systems. This includes an analysis of 

DSS benefits that have been observed over the years, plus an exploration of users’ 

satisfaction with these automated decision aids. On the other hand, there is 

a chapter discussing existence of DSS failures – an essential awareness for avoid-

ing repetition of negative effects in the future. A model of DSS critical success 

factors is developed for enhancing the likelihood of positive DSS effects. Aside 

from directly supporting a decision by furnishing needed knowledge to a decision 

maker, an indirect effect of DSSs may reside in the learning that its development 

and use foster on the part of individuals and organizations. Closing chapters of 

Part V suggest that learning at the individual and organizational levels can pay 

dividends in the future by enhancing users’ dynamic capabilities for dealing with 

the circumstances that surround future decisional episodes.  

Volume 2: Variations 

The chapters in Volume 2 consist of variations on the basic decision support themes 

described in Parts I–V of Volume 1. They are organized into five major parts. The 

first of these, Part VI, is concerned with decision support systems constructed for 

operation in contexts that impose various time or space demands. Its chapters begin 

with a consideration of decision support in turbulent, high-velocity environments. 
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We then examine the support of decisions within real-time enterprises – with 

a particular focus on autonomic supply chain systems. Next up, there is a chapter 

that analyzes the important parts that DSSs can play in dealing with emergency 

situations. Because geographic aspects of a decisional context can be essential 

elements of effective decision support, we explore the nature and analysis of 

geographic information by DSSs. Combining space and time attributes, the 

concluding chapters of Part VI discuss decision support systems that address both 

physical mobility and real-time issues – one involving financial applications and the 

other concerned with transportation safety. 

The possible scopes of decision support offered by DSSs can range widely – 

from local/personal to an enterprise scope to a trans-organizational, or even 

global, reach. Part VII treats these variations in scope. Following an examination 

of personal decision support systems, we consider DSSs that are known as 

information dashboards. These systems keep executives informed about the 

current status of key indicators of an enterprise’s current situation and health, as 

a basis for helping them to be aware of opportunities and demands for decision 

making. Expanding the scope of such support, brings us to DSSs known for 

providing an enterprise’s managers with business intelligence – often utilizing 

data warehouse and online analytical processing techniques – to find and solve 

problems involved in making decisions on behalf of the enterprise. Reaching 

beyond the enterprise boundary, we also scrutinize competitive intelligence 

systems. These are DSSs that focus on helping decision makers better understand 

the competitive landscapes in which their enterprises operate. Another chapter 

looks at the process scope of DSSs. Part VII closes with a discussion of decision 

support at the global scope, illustrated with the case of a global DSS for corporate 

financial planning. 

Part VIII considers variations in the development and management of decision 

support systems. An organization’s portfolio of decision support systems, plus its 

practices for developing and managing these systems, affects both the processes 

and outcomes of individual and joint decision making. Opening with a chapter 

about design features for DSSs, we then examine the activities of analysis and 

design that are involved in developing these systems – elucidating the role of the 

developer as a change agent. Once a DSS is in operation, it is important to eva-

luate its effectiveness as a basis for managing its life cycle. Following a chapter 

that covers DSS evaluation issues and methods, an enterprise perspective is 

adopted to offer guidance on planning an organization’s portfolio of decision 

support systems. Part VIII closes with a chapter that traces the maturation of 

a DSS in terms of predicting, facilitating, and managing the evolution of know-

ledge with which it deals. 

The enormous variation in decision support system applications is epitomized 

by the examples in Part IX. We commence with chapters describing the use of 

DSSs for supporting operations decisions, marketing decisions, and investment 

decisions. Then two case studies of DSSs are presented. One is concerned with 

a DSS that furnishes real-time business intelligence in the airline industry. The 

other involves a DSS devised for supporting security decisions involving bio-terror 



 Preface XVII 

preparedness and response. Decisions support systems are extremely important in 

the sectors of healthcare and natural-resource management. Ensuing chapters 

discuss advances and opportunities in these two sectors. While there is a tendency 

to think of DSSs being used in Europe, Austrasia, and North America, they are 

used on a world-wide basis. Descriptions of DSS experiences in South America 

and Africa illustrate this point. Part IX closes with a discussion of how knowledge 

management initiatives have evolved into enterprise decision support facilities at 

a major services firm. 

While the DSS expansion of the IS field has attained a substantial critical mass 

in terms of both research and practice, it is also marked by continuing growth, by 

melding with other IS expansions, and by many heretofore unresolved questions 

(Shim et al. 2002). Part X presents a series of chapters that illustrate the variety of 

research efforts along the ever-expanding frontier of decision support systems. 

They are testimony to the vitality and continuing growth of DSS knowledge that 

make the study and application of decision support systems so integral to the IS 

field. The first three chapters investigate connections between organizational 

characteristics and decision support. Decision support is seen as an instrumental 

facet of compositional enterprise modeling. It is seen as significant for supporting 

inquiring organizations. It is envisioned as playing a helpful role for organizations 

(e. g., nations) that aspire to implement participatory democracy. Next we look at 

a couple of technical developments that are affecting what is possible with DSSs. 

One of these is concerned with the availability of massive volumes of real-time 

data; the other involves the incorporation of information visualization features into 

DSS interfaces. Two further chapters investigate the notion that systems can be 

built that enhance the creativity of decision makers. One does so by clarifying the 

concept of creative decision making, while the other reviews approaches and 

features of creativity support systems that could be used by decision makers. 

A final chapter introduces the notion strategic learning for DSSs and describes 

mechanisms whereby this can be achieved.  
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Quarterly Executive, and Information Systems Management. He is a recipient of 

the LEO Award from the Association for Information Systems, a Fellow of both 

INFORMS and AIS, and past President of the Institute of Management Sciences. 

He is the curator of the Paul Gray PC Museum at Claremont. Prior to his academic 

career, he spent 16 years in R&D. His Ph.D. is in Operations Research from 

Stanford University. 

Dawn G. Gregg is Assistant Professor at the University of Colorado at Denver. 

She received her Ph.D. and M.S. in Computer Information Systems from Arizona 

State University, her M.B.A. from Arizona State University West, and her B.S. in 

Mechanical Engineering from the University of California, Irvine. Prior to her 

doctoral studies, she was employed for nine years as a research and development 

engineer. Her research work has been published in numerous journals such as the 

International Journal of Electronic Commerce, IEEE Transactions on Systems 

Man, and Cybernetics, Communications of the ACM, and Decision Support 

Systems. 

Dianne J. Hall is Associate Professor of Management Information Systems at 

Auburn University. She received her doctorate at Texas A&M University where 

she also taught and consulted for several years. Dr. Hall’s work has appeared in 

such journals such as Decision Support Systems, Communications of the ACM, 

Knowledge Management Research and Practice, Communications of the AIS, 

Journal of Financial Services Marketing, and the Journal of Information 

Technology Theory and Application. Her work has also appeared in several books. 

Her current research interests include applications of information technologies in 

support of knowledge management, as well as multiple-perspective and value-

based decision-making.   

http://business.auburn.edu/~halldia 

Edward Hartono, a doctoral graduate of the University of Kentucky, is Assistant 

Professor of Management Information Systems in the College of Administrative 

Science at the University of Alabama in Huntsville. His research focuses on 

IT implementation, supply-chain collaboration, IT-supported collaboration, and 
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e-commerce. Since 2002, Dr. Hartono’s research has appeared in Decision 

Support Systems, MIS Quarterly, Information & Management, DATABASE for 

Advances in Information Systems, and Information Systems and e-Business 

Management, and has been cited by over 100 other publications. 

Traci J. Hess is Associate Professor at Washington State University. She received 

a Ph.D. and M.A. from Virginia Tech and a B.S. from the University of Virginia. 

She is a Certified Public Accountant and previously held positions as Senior Vice 

President for Bank of Hampton Roads and for Valley Financial Corporation. Dr. 

Hess’ research interests include human-computer interaction in decision-making 

contexts, decision support technologies, and user acceptance and evaluation of 

information systems. She has published her research in such journals as Decision 

Sciences, Journal of Management Information Systems, Decision Support Systems, 

Journal of Decision Systems, DATABASE for Advances in Information Systems, 

and Information Resources Management Journal. 

Clyde W. Holsapple holds the Rosenthal Endowed Chair in Management 

Information Systems and is Professor of Decision Science and Information 

Systems in the Gatton College of Business and Economics at the University of 

Kentucky; having previously held tenured faculty positions at the University  

of Illinois and Purdue University. He has authored over 200 papers, more than  

half of which are journal articles appearing in such diverse publications as Deci-

sion Support Systems, Journal of Management Information Systems, Information 

& Management, Group Decision and Negotiation, Decision Sciences, Organ-

ization Science, Policy Sciences, Operations Research, Journal of Operations 

Management, Communications of the ACM, IEEE Transactions on Systems Man 

and Cybernetics, Journal of the American Society for Information Science and 

Technology, Human Communications Research, The Information Society, 

Knowledge and Process Management, Journal of Knowledge Management, 

Journal of Strategic Information Systems, International Journal of Electronic 

Commerce, Journal of Decision Systems, IEEE Intelligent Systems, Expert 

Systems with Applications, AI Magazine, Datamation, and Computerworld. Dr. 

Holsapple has authored/edited 15 books including Foundations of Decision 

Support Systems, Business Expert Systems, Decision Support Systems – A Know-

ledge-based Approach, and Handbook on Knowledge Management. He serves as 

Editor-in-chief of the Journal of Organizational Computing and Electronic 

Commerce, Area Editor of Decision Support Systems, Associate Editor of 

Decision Sciences, and formerly Area Editor of the INFORMS Journal on 

Computing and Associate Editor of Management Science, as well as participating 

on many editorial boards. Dr. Holsapple also serves as Chair of the Decision 

Science Institute’s Publications Committee and Advisor to the Board of Directors 

of the 120,000-member Knowledge Management Professional Society 

(Washington D.C.). He is inaugural recipient of the Association for Information 

Systems SIGDSS BEST JOURNAL PAPER OF THE YEAR AWARD selected 

by jury of peers as the “most significant article” published in 2005 related to the 
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topics of decision support, knowledge, and data management systems, and is 

recipient of the Thomson Essential Science Indicators Top 1% Designation, for 

a paper that has received more citations in this century than 99% of all articles 

published in over 400 journals in its field. Published citation studies recognize Dr. 

Holsapple as among the 5 most influential authors from U.S. universities in the 

area of decision support systems and among the world’s 5 most productive authors 

in the knowledge management field. He has received several research and 

teaching awards including IACIS Computer Educator of the Year, the UK 

Chancellor’s Award for Outstanding Teaching, the R&D Excellence Program 

Award presented by the Governor of Kentucky, and the Gatton College’s 

inaugural Robertson Faculty Research Leadership Award. Professor Holsapple has 

chaired 25 doctoral dissertation committees and is Director of Graduate Studies 

for Decision Science and Information Systems at the University of Kentucky. 

Varghese S. Jacob is Senior Associate Dean and Professor of Management 

Science and Information Systems in the School of Management at the University 

of Texas at Dallas (UTD). Prior to joining UTD, he was Director of the Center for 

Information Technologies in Management in the Fisher College of Business at the 

Ohio State University. Dr. Jacob’s research interests are in the areas of artificial 

intelligence, data quality, decision support systems, and electronic commerce. His 

publications include articles in Decision Support Systems, Management Science, 

Information Systems Research, Group Decision and Negotiation, IEEE Trans-

actions on Systems, Man and Cybernetics, International Journal of Man-Machine 

Studies, and Psychometrika. Professor Jacob is the Co-editor-in-chief of Informa-

tion Technology and Management and Associate Editor for Decision Support Sys-

tems. He has served as the Chair of the INFORMS Information Systems Society.  

Suprasith Jarupathirun is a faculty member at Ramkhamhaeng University, 

Thailand, where he teaches graduate courses in information systems for logistics 

and operation management. His research focuses are on the effectiveness of IS and 

the use of IS for decision making in supply chain management. Dr. Jarupathirun 

has published research in Decision Support Systems and information systems 

books and conferences. He received a best paper award in a DSS mini-track at 

AMCIS 2001.  

Boris Jukic is Associate Professor of Management Information Systems at 

Clarkson University. His research interests include IT strategy, decision support 

systems, and the application of economic theory in various areas of information 

technology, ranging from computer network resource management to the appli-

cation of new database technologies in electronic commerce. Dr. Jukic’s research 

has appeared in various publications including Decision Support Systems, 

Computational Economics, Information Systems, Journal of Organizational 

Computing and Electronic Commerce, IEEE Internet Computing, INFORMS 

Journal on Computing, and Journal of Economic Dynamics and Control. 
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Nenad A. Jukic is Associate Professor of Information Systems and the Director 

of the Graduate Certificate Program in Data Warehousing and Business Intelli-

gence at Loyola University Chicago. He conducts active research in various in-

formation technology areas, including data warehousing/business intelligence, 

database management, e-business, IT strategy, and data mining. Dr. Jukic’s work 

has been published in such journals as Decision Support Systems, Information 

Systems, Business Intelligence Journal, International Journal of Electronic 

Commerce, Journal of Organizational Computing and Electronic Commerce, 

ACM SIGMOD Record, and Journal of Database Management. Aside from aca-

demic work, his engagements include projects with U.S. military and government 

agencies, as well as consulting for corporations that vary from startups to Fortune 

500 firms. 

Gregory E. Kersten is Senior Concordia Research Chair in Decision and 

Negotiation Systems in the John Molson School of Business at Concordia 

University, and Adjunct Research Professor at Carleton University’s Sprott School 

of Business. He received an M.Sc. in Econometrics and a Ph.D. in Operations 

Research from the Warsaw School of Economics in Poland. In 1996, he founded 

the InterNeg Group, involved in on-line training and the development of e-nego-

tiation systems and is presently Director of the InterNeg Research Centre at 

Concordia. Professor Kersten is Vice-Chair of the INFORMS Group Decision and 

Negotiation Section, Departmental Editor of the Group Decision and Negotiation, 

and a member of the editorial boards of the Journal of Decision Systems and 

Control & Cybernetic Journal. He has held visiting professor positions at the 

Naval Postgraduate School, Hong Kong University of Science and Technology, 

and National Sun Yat-Sen University, as well as having been a Senior Research 

Scholar at the International Institute for Applied Systems Analysis in Austria and 

the Paul Desmarais/Power Corporation Professor at the University of Ottawa’s 

School of Management. Dr. Kersten’s publications include books, book chapters 

and over 70 journal articles in outlets such as Decision Support Systems, Group 

Decision and Negotiation, Journal of Multicriteria Decision Analysis, Theory and 

Decision, IEEE Systems, Man and Cybernetics, and Management Science.  

Shiraj Khan is a Ph.D. candidate in the Department of Civil and Environmental 

Engineering at the University of South Florida. He did his B. Tech. in Civil Eng-

ineering from Indian Institute of Technology (IIT), Roorkee. His research interests 

include nonlinear statistics and extremes in earth sciences, and data mining and 

knowledge discovery for knowledge creation.  

http://www.eng.usf.edu/~skhan4/ 

Hsiangchu Lai is Professor of Information Management at National Sun Yat-Sen 

University in Taiwan, Republic of China. She received her doctorate from Purdue 

University, and has been a visiting scholar at the University of Texas, Austin and 

Concordia University. Professor Lai has served as Department Chair, is Associate 

Editor of Decision Support Systems, and is Program Co-chair for the 2007 Group 
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Decision and Negotiation Conference. Her research interests include auction 

mechanism design, negotiation support systems, and electronic commerce. Dr. 

Lai’s papers have been published in Group Decision and Negotiation, Decision 

Support Systems, International Journal of Electronic Commerce, IEEE Computer, 

Electronic Commerce Research and Applications, European Journal of Operatio-

nal Research, Journal of Computer Information Systems, Journal of Information 

Systems, and elsewhere. 

Ching-Chang Lee is Associate Professor of Information Management at the 

National Kaohsiung First University of Science and Technology, Taiwan ROC. 

He was formerly Director of the Graduate Institute of Information Management of 

the Shu-Te University in Taiwan. His primary research interests include electronic 

commerce, decision support systems, and mobile commerce. His papers have been 

published in Decision Support Systems, International Journal of Innovation and 

Learning, and Journal of Information Management. 

Xun Li is a doctoral candidate in the Gatton College of Business and Economics at 

the University of Kentucky, where she has been awarded several fellowships. Her 

dissertation research is investigating antecedents, processes, and outcomes of entre-

preneurial work design in network organizations, particularly in supply chains.  

Ting-Peng Liang is Dean and National Chair Professor in the College of Business 

at National Sun Yat-sen University, Taiwan, where he also is Director of the 

Electronic Commerce Research Center. He holds Ph.D. and MA degrees in 

Decision Sciences from the Wharton School at the University of Pennsylvania. Dr. 

Liang’s current areas of research and teaching include Web-based intelligent 

systems, electronic commerce, knowledge management, and strategic applications 

of information technologies. He is the author of three books and over 50 research 

papers in journals such as Decision Support Systems, Decision Sciences, 

Operations Research, Management Science, MIS Quarterly, Journal of Man-

agement Information Systems, Information & Management, and International 

Journal of Electronic Commerce. Dr. Liang is the recipient of multiple Out-

standing Research Awards from National Sun Yat-sen and from Tiawan’s National 

Science Council. He is a Fellow of the Association for Information Systems.  

Mary E. Malliaris is Associate Professor in Information Systems at Loyola 

University, Chicago. Her research and teaching interests are in databases, data 

warehousing, data mining, and database marketing. She has published articles 

involving uses of neural networks in The Global Structure of Financial Markets, 

International Journal of Computational Intelligence and Organizations, Neural 

Networks in Finance and Investing, Neurocomputing, Neurovest, and Applied 

Intelligence among others. Dr. Malliaris has served as a reviewer for the Financial 

Review, Journal of Applied Business Research, Mitchell-McGraw Hill Publishers, 

Wall Data, and ISECON. She is currently the Production Editor for the Journal of 

Economic Asymmetries.  
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Anne P. Massey is Dean’s Research Professor and Professor of Information 

Systems in the Kelley School of Business at Indiana University. She received her 

Ph.D. in decision sciences and engineering systems from Rensselaer Polytechnic 

Institute. Her research interests include technology adoption and implementation, 

computer-mediated communication and virtual teams, knowledge management, 

and related topics. Dr. Massey’s research has been published in Decision Sciences, 

MIS Quarterly, Academy of Management Journal, Decision Support Systems, 

Journal of Management Information Systems, Communications of the ACM, Infor-

mation & Management, International Journal of Human Computer Studies, and 

the IEEE Transactions on Engineering Management, among others. She has served 

on the Editorial Boards of Decision Sciences and Journal of the Association for 

Information Systems, as Associate Editor of the European Journal of Information 

Systems and the International Journal of Knowledge Management, and as Program 

Co-chair for the International Conference on Information Systems. 

John Mathew is a Ph.D. candidate at Washington State University, having 

received his M.S. in Computer Information Systems from Colorado State 

University. His research interests include human-computer interfaces, IT strategy, 

and knowledge management. He has published research in Journal of Man-

agement Information Systems and Communications of the AIS. 

Rob Meredith is a Research Fellow of Monash University’s Centre for Decision 

Support and Enterprise Systems Research. He holds degrees in computer science 

and information systems and completed his Ph.D. on the philosophies of 

rationality and the role that decision support systems can play in helping to make 

emotionally-balanced, rational decisions. Dr. Meredith teaches a popular graduate 

course in data warehousing, and regularly presents seminars, short courses, and 

talks on data warehousing, business intelligence, and decision support. He has also 

practiced as a consultant in the areas of data modelling, systems design, and 

business process reengineering, with clients from the public, private and NGO 

sectors. He regularly contributes to the Monash Business Intelligence Blog 

(http://monashbi.blogspot.com).  

http://cdsesr.infotech.monash.edu.au  

Michael Middleton is Senior Lecturer in the School of Information Systems at 

Queensland University of Technology, Brisbane, Australia, where he presently 

leads the Information Use Research Group in the socio-technical systems 

program. During the last 10 years, his academic experience has been augmented 

with numerous consultancy assignments in the field of information management 

and services. He formerly held academic positions at Edith Cowan University and 

the University of New South Wales, and mannagement positions at Edith Cowan 

University, the National Library of Australia, and the Australian Atomic Energy 

Commission. His recent books include Information Management and Integrative 

Document and Content Management. 
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Jay F. Nunamaker, Jr. is a leading researcher and entrepreneur on collaboration 

technology and group support systems. He is Regents Professor and Director of 

the Center for Management of Information at the University of Arizona, where he 

founded Arizona’s MIS Department in 1974 after being a faculty member at 

Purdue University. Under his leadership, the department has become known for its 

expertise in collaboration technology and the technical aspects of IS, and its 

graduate and undergraduate IS programs are regularly rated among the top-5 by 

U.S. News and World Report. Dr. Nunamaker is a Fellow of the Association for 

Information Systems, and recipient of the IACIS Computer Educator of the Year 

Award, the DPMA EDSIG Distinguished IS Educator Award, the Logistics 

Achievement Award from the Secretary of Defense, and the Arthur Andersen 

Consulting Professor of the Year Award. He has chaired over 70 doctoral 

dissertations. His current research centers on computer-supported collaboration 

and decision support that is directed toward improving productivity and furnishes 

ways of enabling individuals to work together, to communicate, share information, 

collaborate on writing, generate ideas, organize ideas, draft policies, share visions, 

build consensus, and make decisions at anytime and any-place. Professor 

Nunamaker’s publications include 10 books and over 200 papers, many of which 

have appeared in such journals as Decision Support Systems, Group Decision and 

Negotiation, Journal of Management Information Systems, Management Science, 

Information Systems Research, Communications of the ACM, Operations 

Research, MIS Quarterly, Academy of Management Journal, Information & 

Management, IEEE Transactions on Systems, Man and Cybernetics, Journal of 

the American Society for Information Science, Small Group Research, and 

Communication Research. The GroupSystems software resulting from Dr. 

Nunamaker’s research received the Editor’s Choice Award from PC Magazine, 

and at the GroupWare 1993 Conference, he received the GroupWare Achievement 

Award along with recognition of GroupSystems as best of show in the GDSS 

category. There are now more than 2500 organizations that have used the 

GroupSystems software. Dr. Nunamaker is a founding member of International 

Conference on Information Systems and served for fifteen years as Chairman of 

the ACM Curriculum Committee on Information Systems.  

David L. Olson is the James & H.K. Stuart Professor in MIS and Chancellor’s 

Professor at the University of Nebraska. He has published research in over 90 

refereed journal articles, primarily on the topic of multiple objective decision-

making in such journals as Decision Sciences, Decision Support Systems, Group 

Decision and Negotiation, Journal of Multi-Criteria Decision Analysis, Journal 

of Decision Systems, Expert Systems with Applications, International Journal 

of Data Warehousing & Mining, Business Intelligence Journal, Journal 

of Operations Management, and Mathematical and Computer Modeling. Professor 

Olson teaches in the management information systems, management science, and 

operations management areas. He has authored/coauthored 17 books, including 

Decision Aids for Selection Problems, Managerial Issues of Entrprise Resource 

Planning Systems, Decision Support Models and Expert Systems, and Introduction 
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to Business Data Mining. He was a faculty member at Texas A&M University for 

20 years. He is a Fellow of the Decision Sciences Institute, and has served as DSI 

Vice President and National Conference Chair. 

Peter O’Donnell is a Research Fellow of the Centre for Decision Support and 

Enterprise Systems Research at Monash University, where he teaches popular 

graduate courses in business intelligence. He holds degrees in physics and 

information systems, and has research interests in business intelligence, data 

warehousing, data visualisation, and the design of user interfaces to provide 

effective decision support. He is a past office bearer of the Holos, and later 

Crystal, user groups, has been heavily involved in establishing the Australian 

chapter of the Data Warehouse Association (DWAA), is regularly invited to talk 

to industry about issues related to business intelligence and data warehousing, and 

actively consults in the area of business intelligence.  

http://cdsesr.infotech.monash.edu.au 

Ramakrishnan Pakath, who holds a Ph.D. degree from Purdue University, is 

Professor of Decision Science and Information Systems in the Gatton College 

of Business and Economics, University of Kentucky. His research interests 

include designing and evaluating adaptive systems, assessing system-user 

interface designs for the cognitively impaired, and assessing information source 

impacts on user performance. Dr. Pakath’s research has been published in such 

journals as Decision Sciences, Decision Support Systems, Information Systems 

Research, Information & Management, IEEE Transactions on Systems, Man and 

Cybernetics, Journal of Electronic Commerce Research, and European Journal 

of Operational Research. He is Associate Editor of Decision Support Systems and 

past Director of the MIS Research Lab of the Gatton College. His research 

has been funded by IBM, Ashland Oil, and the Kentucky Science and Engin- 

eering Foundation. 

Jay Palmisano is a doctoral degree candidate in the University of Kentucky’s 

Gatton College of Business and Economics. His research interests include virtual 

communities, knowledge management, and organizational issues that influence 

information system acquisition. His doctoral studies follow a 25-year career 

of consulting on environmental issues for industry and government, in which he 

managed the design and development of customized information systems used 

to manage environmental data and model environmental phenomena. He also 

worked on assessing the need for such systems in client organizations and 

properly positioning IS solutions to integrate with existing infrastructure and 

work processes.  

Roger Alan Pick is Professor of Management Information Systems at the Henry 

W. Bloch School of Business and Public Administration at the University of 

Missouri – Kansas City. He has also taught at Purdue University, University of 

Wisconsin – Madison, University of Cincinnati, and Louisiana Tech University. 
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Dr. Pick’s research interests are in decision support systems, model management, 

and information technology economics. His writings on these topics have 

appeared in Decision Support Systems, Communications of the ACM, Management 

Science, Journal of Management Information Systems, IEEE Transactions, 

Information & Management, and many other outlets.  

Selwyn Piramuthu is Associate Professor of Information Systems at the 

University of Florida, and has been a Visiting Associate Professor in the 

Operations and Information Management Department at the Wharton School 

of the University of Pennsylvania. His research interests include lightweight 

cryptography related to security and privacy issues in RFID systems, machine 

learning and its applications in financial credit scoring, computer-integrated 

manufacturing, and supply chain formation. Dr. Piramuthu’s research has been 

published in Decision Support Systems, INFORMS Journal on Computing, 

Management Science, IEEE Transactions on Engineering Management, IEEE 

Transactions on Systems, Man, and Cybernetics, International Journal of Expert 

Systems, International Journal of Production Research, International Journal 

of Flexible Manufacturing Systems, Annals of Operations Research, and European 

Journal of Operational Research, among others. 

Daniel J. Power is Professor of Information Systems and Management in the 

College of Business Administration at the University of Northern Iowa. He is the 

Editor of DSSResources.COM – the Web-based knowledge repository about com-

puterized systems that support decision making, the Editor of PlanningSkills.COM, 

and the Editor of DSS News, a bi-weekly e-newsletter. Dan writes the column “Ask 

Dan!” in DSS News. Dr. Power’s research interests include the design and 

development of decision support systems and how DSSs impact individual and 

organizational decision behaviors. Since 1982, Professor Power has published over 

40 articles, book chapters, and proceedings papers. He served as founding Chair of 

the Association for Information Systems Special Interest Group on Decision 

Support, Knowledge and Data Management Systems (SIG DSS). He earned his 

Ph.D. degree at the University of Wisconsin, Madison. 

Rosanne J. Price is an Australian Postdoctoral Fellow in the Faculty of 

Information Technology at Monash University. Her research interests and publi-

cations are in the area of data quality, databases, information systems (spatio-

temporal and multimedia), and object-oriented and conceptual modelling. Dr. Price 

received her Ph.D. degree from Monash University. She has had over fourteen 

years of academic and professional experience, including a Senior Research 

Fellow position at Monash University and research/lecturing positions at the 

University of Melbourne, RMIT, and the European divisions of Boston University 

and the University of Maryland. 
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Terry R. Rakes is the William C. and Alix C. Houchens Professor of Information 

Technology at Virginia Polytechnic Institute and State University, and earned his 

doctorate in Management Science from Virginia Tech. His research interests 

include networking and data communications, artificial intelligence and expert 

systems, decision support systems, and the application of management science 

decision methodologies to problems in information systems. Dr. Rakes has 

published in journals such as Decision Sciences, Management Science, Annals 

of Operations Research, Operations Research Letters, Computers and Operations 

Research, Information and Management, OMEGA: The International Journal 

of Management Science, Simulation, and Journal of Information Science. He is 

a Fellow of the Decision Sciences Institute, has served as President of DSI, Editor 

of DSI’s Decision Line publication, and has received DSI’s Distinguished 

Service Award. 

Loren Paul Rees is Andersen Professor of Business Information Technology 

at Virginia Polytechnic Institute and State University, and received the Ph.D. 

in Industrial and Systems Engineering from the Georgia Institute of Technology. 

His current research focuses on nonparametric simulation optimization and the 

application of wireless broadband capabilities to rural and/or developing areas. 

Dr. Rees has published in Decision Sciences, Naval Research Logistics, IIE 

Transactions, Transportation Research, Journal of the Operational Research 

Society, Computers and Operations Research, and the International Journal 

of Production Research. His research on Japanese production was the recipient of 

the 1984 Stanley T. Hardy Award, a national award for the greatest contribution to 

the field of production and operations management. He has served as the 

Associate Program Chairperson for the Decision Science Institute and as President 

of the Southeastern chapter of INFORMS. 

Radhika Santhanam is Gatton Endowed Research Professor in the Decision 

Sciences and Information Systems Area, School of Management, at the Gatton 

College of Business and Economics, University of Kentucky. Her research is 

focused on investigating how training, learning, and better system design can 

improve user understanding and utilization of information systems. Dr. San-

thanam’s research findings are published in leading information systems and 

business journals such as MIS Quarterly, Information Systems Research, Decision 

Support Systems, Journal of Management Information Systems, European Journal 

of Information Systems, Information & Management, International Journal of 

Human-Computer Studies, and Information and Organization. She currently 

serves as Associate Editor of MIS Quarterly and Decision Support Systems. She 

also has served as Program Chair for the Americas Conference on Information 

Systems, Program Co-chair of the INFORMS Conference on Information Systems 

Technology, and Track Chair for the International Conference on Information 

Systems. Professor Santhanam earned her doctoral degree at the University of 

Nebraska, Lincoln. 
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Michelle M. H. Şeref is a doctoral student in the Decision and Information 

Sciences (DIS) Department of the Warrington School of Business at the 

University of Florida. Her research interests include the operations management 

and marketing interface, new product development, and transportation and 

logistics problems. In working on her masters degree in Industrial and Systems 

Engineering from the University of Florida, she focused on design and 

development of spreadsheet-based decision support systems. She is co-author 

of the book Developing Spreadsheet-Based Decision Support Systems: Using 

Excel and VBA for Excel, with Professors Ravindra Ahuja (University of Florida) 

and Wayne Winston (Kelly School of Business, Indiana University). She has 

taught a spreadsheet-based DSS course in the Industrial and Systems Engineering 

Department at the University of Florida on multiple occasions.  

http://www.serefs.com/ 

Graeme Shanks is a Professorial Fellow in the Department of Information 

Systems at the University of Melbourne. He has also held academic positions at 

Monash University and Chisholm Institute of Technology, Australia. Prior to 

becoming an academic, Dr. Shanks worked for a number of years as programmer, 

programmer-analyst, and project leader in several large organizations. His 

research and teaching interests include conceptual modeling, data quality, decision 

support systems, identity management, and the implementation and impact of 

enterprise and inter-organisational systems. Results of his research appear in over 

100 refereed journal and conference papers. These journals include Information 

Systems Journal, Communications of the ACM, Information Systems, Journal 

of Information Technology, and Requirements Engineering. 

Ramesh Sharda is Director of the Institute for Research in Information Systems 

(IRIS), ConocoPhillips Chair of Management of Technology, and a Regents 

Professor of Management Science and Information Systems in the College 

of Business Administration at Oklahoma State University. He received an M.S. 

from The Ohio State University and MBA and Ph.D. degrees from the University 

of Wisconsin-Madison. Professor Sharda initiated and served as Director of the 

MS in Telecommunications Management Program at Oklahoma State University, 

a model program of interdisciplinary graduate education. His research interests 

are in decision support systems, information systems support for collaborative 

applications, and technologies for managing information overload. Dr. Sharda’s 

research has been published in major journals in management science and 

information systems including Management Science, Information Systems 

Research, Decision Support Systems, Interfaces, INFORMS Journal on Com-

puting, Computers and Operations Research, and many others. He serves on the 

editorial boards of journals such as the INFORMS Journal on Computing, 

Decision Support Systems, and Information Systems Frontiers. The Defense 

Logistics Agency, NSF, U.S. Department of Education, Marketing Science 

Institute, and other organizations have funded his research. Dr. Sharda is co-

founder of a company that produces virtual trade fairs: iTradeFair.com. 
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Michael J. Shaw holds the Hoeft Endowed Chair in Information Technology 

Management and is Director of the Center for IT and e-Business at the University 

of Illinois in Urbana-Champaign. He is Editor-in-chief of Information Systems and 

e-Business Management. Currently, Professor Shaw works in the areas of 

e-business strategy, human-computer intelligent interaction, IT management, and 

knowledge management. He has published extensively in the information systems 

and electronic commerce areas in such journals as Decision Support Systems, 

Journal of Management Information Systems, Information Systems Research, 

Management Science, Communications of the ACM, IEEE Transactions on 

Systems, Man and Cybernetics, Journal of Organizational Computing and 

Electronic Commerce, IEEE Internet Computing, International Journal of 

Electronic Commerce, Fuzzy Sets and Systems, Journal of Manufacturing Systems, 

International Journal of Flexible Manufacturing Systems, and IIE Transactions. 

Among Professor Shaw’s recent books are E-Commerce and the Digital Economy, 

Information-Based Manufacturing, and e-Business Management. He is recipient 

of grants from Microsoft, Abbott Labs, State Farm, and KPMG Peat Marwick, 

of a Fulbright Research Scholar Research Award and Best Paper Award from the 

American Association for Artificial Intelligence. 

Jaeki Song is Assistant Professor of Information Systems and Quantitative 

Sciences in the Rawls College of Business Administration at Texas Tech 

University. He has investigated both the adoption of IT and the diffusion of IT to 

business processes. Moreover, Dr. Song’s research focuses on website design 

principles for net-enhanced organizations, behavioral impacts of adopting new 

information technologies, and the effect of information systems strategies and 

firms’ performance on e-commerce firms. His publications appear in such journals 

as Decision Support Systems, Information & Management, Information Systems 

Frontiers, Management Science, Electronic Commerce Research, International 

Journal of E-Business Research, Journal of Internet Commerce, Journal of 

Electronic Commerce in Organizations, and IEEE Transactions on Professional 

Communication.  

Shane Tomblin is Assistant Professor in the Lewis College of Business at 

Marshall University, and holds a Ph.D. from the University of Kentucky. His 

research interests include the use of information technology for the support of 

organizational learning, knowledge management and knowledge engineering 

applications in business, and systems analysis and design methods. Dr. Tomblin’s 

initial research publication is in the VINE journal. 
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While all decisions are a guess about the future, as complexity builds upon complexity, 

decision-makers must increasingly rely on their intuition and judgment. This chapter ex-

plores the decision-making process for a complex situation in a complex environment in 

terms of laying the groundwork for decision-making, understanding and exploring complex 

situations, discussing human additive factors, preparing for the decision process, and 

mechanisms for influencing complex situations. Laying the groundwork introduces the 

concepts of emergence, the butterfly effect, the tipping point, feedback loops and power 

laws. Mechanisms for influencing complex situations include structural adaptation, bound-

ary management, absorption, optimum complexity, simplification, sense and respond, 

amplification, and seeding. The challenge becomes the ability to integrate logical processes 

and intuition… 

Keywords: Decision-making process; Complexity; Complex decision-making; Complexity 

thinking; Emergence; Butterfly effect; Tipping point; Power laws; Feedback loops; Seed-

ing; Amplification; Boundary management; Absorption; Simplification; Structural adapta-

tion; Optimum complexity; Sense and respond 

1 Introduction 

Decision making has been around as long as management and leadership- and 

probably longer. In the full throes of bureaucracy, decisions lay fully in the domain 

of managers and leaders. In 1971, with decision making still residing in the upper 

layers of the bureaucratic hierarchy, Chris Argyris described the introduction of 

rational management. This new management approach substituted formal calcula-

tion for judgment and instinct, what was then considered personally threatening to 

the traditional, control-oriented executives (Argyris 1971, p. 13). Some authors 

went so far as to state, “Don’t waste an executive’s time on decision-making … 

when it comes to putting data together and making a decision, machines can do 

a better job than men” (Edwards 1971, p. 63). By the 1990s, decision-makers were 
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well versed in mathematical and statistical techniques such as utility analysis, op-

erations research, decision matrices and probabilistic decision trees, and had begun 

to explore the human qualitative side of decision making that deals with probabili-

ties, preferences and propensities (Sashkin 1990, p. 17). As our environment be-

comes increasingly complex in the increasingly interconnected world of the 21st 

century, decision making has come full cycle. Decision-makers at the point of 

action (residing at all levels throughout the organization) must increasingly rely on 

their intuition and judgment. 

This chapter explores the decision-making process for a complex situation in 

a complex environment in terms of laying the groundwork for decision making, 

understanding and exploring complex situations, discussing human additive fac-

tors, preparing for the decision process, and mechanisms for influencing complex 

situations. When the language of complexity thinking is used, it is defined in 

terms of its usefulness in considering the decision-making process.  

For the purposes of this chapter, knowledge is considered the capacity (potential 

and actual) to take effective action. We use the term “situation” to mean any issue, 

problem, condition, opportunity or bounded system that the decision-maker be-

lieves needs to be changed, improved, transformed, etc. Complicated systems 

(situations/problems) contain a large number of interrelated parts and the connec-

tions between the parts are fixed. They are non-organic systems in which the whole 

is equal to the sum of its parts; that is, they do not create emergent properties. By 

a complex situation (problem), we mean one that may be difficult to define and may 

significantly change in response to some solution; may not have a single “right” 

answer; has many interrelated causative forces; has no (or few) precedents; has 

many stakeholders and is often surprise prone. Such situations have been referred to 

as “messes” by some authors. As Ackoff states, “Managers are not confronted with 

problems that are independent of each other, but with dynamic situations that con-

sist of complex systems of changing problems that interact with each other. I call 

such situations messes” (Ackoff 1978). Messes produce conditions where one 

knows a problem exists but it is not clear what the problem is.  

The decision direction is to change a currently unsatisfactory complex situation 

into a future satisfactory situation. While this may appear to be similar to the clas-

sical gap closure approach, the presence of complexity in the situation and in the 

decision-making organization significantly complicates the entire decision/imple-

mentation process. It is not possible to make just one decision to act with respect 

to a complex situation because there is no single action that will produce a solu-

tion. Rather, to move a complex situation to a desired complex situation requires 

a continuing process which must be built into a decision solution strategy that 

plans for a sequence of actions.  

Laying the Groundwork for Decision Making 

Every decision has hidden within it a guess about the future. When solving a prob-

lem or achieving a goal, we estimate the situation and then anticipate that if we 

take a certain action (or series of actions), another situation will be created which 

will achieve our desired objective. In anticipating the results of our decision we are 
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in fact making a guess, howbeit educated or not, about what will happen as a result 

of this decision. This guess has many assumptions relative to the situation or envi-

ronment in which we are operating, and, as Axelrod and Cohen so succinctly sum-

marize, “The hard reality is that the world in which we must act is beyond our 

understanding” (Axelrod 1999, p. xvii). As the decision-making world becomes 

more complex, it becomes increasingly difficult to anticipate the result of our deci-

sions, and our decision-making processes must become as effective as possible. 

This means change.  

Complexity is the condition of a system, situation, or organization that is inte-

grated with some degree of order, but has too many elements and relationships to 

understand in simple analytic or logical ways (Bennet and Bennet 2004), i. e., the 

environment described by Axelrod above. In the extreme, the landscape of a com-

plex situation is one with multiple and diverse connections with dynamic and 

interdependent relationships, events and processes. While there are certainly 

trends and patterns, they are likely entangled in such a way as to make them indis-

cernible, and compounded by time delays, nonlinearity and a myriad of feedback 

loops. While sinks (absorbers) and sources (influencers) may be definable and 

aggregate behavior observable, the landscape is wrought with surprises and emer-

gent phenomena, rumbling from perpetual disequilibrium. In this landscape, the 

problem or situation requiring a decision will most likely be unique and unprece-

dented, difficult to define or bound, and have no clear set of alternatives. 

For those unacquainted with the language of complexity, reading the above may 

sound like intelligent decision making is a thing of the past. This, of course, is not 

true. As with any informed decision-making process, we move into the complexity 

decision space with a full toolset and as deep an understanding of the situation as 

possible. That toolset includes experience, education, relationship networks, know-

ledge of past successes and historic individual preferences, frames of reference, 

cognitive insights, wellness (mental, emotional and physical) and knowledge of 

related external and internal environmental pressures. The decision space in which 

the situation is to be considered-using relevant decision support processes such as 

the analytical hierarchy process, systems dynamic modeling, scenario development, 

etc., and information and technology systems-includes situation and decision char-

acteristics, outcome scenarios, a potential solution set, resources, goals, limits, and 

a knowledge of political, sociological and economic ramifications.  

Much like fact- and logic-based decision processes, the situation elements to be 

considered in a complex situation include perceived boundaries of the system; the 

ontology of the situation; sets of relative data and information; observable events, 

history, trends, and patterns of behavior; the underlying structure and dynamic 

characteristics; and the identity of the individuals/groups involved. Take your 

favorite decision-making process and add more elements if they appear pertinent. 

And by all means-always aware of the role of judgment in this process-combine 

the virtually boundless knowledge-harvesting environment for mobile agents with 

the computational, pattern-matching and storage facilities of decision support 

systems to discover as many connections and relationships as possible, along with 

their probabilities of applicability to the situation at hand.  
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Now, in your informed and confused state, what is different about making a de-

cision relative to a complex situation in a complex environment from traditional 

decision making? First, consider the following: emergence, the butterfly effect, 

tipping points, feedback loops and power laws. 

Emergence is a global property of a complex system that results from the interac-

tions and relationships among its agents (people), and between the agents and their 

environment. These characteristics represent stable patterns within a system in dis-

equilibrium that are usually qualitative and may exert a strong influence within the 

system. Examples are culture, trust, attitudes, organizational identity, and team 

spirit. An emergent property is often said to be more than the sum of the parts, al-

though it would be more accurate to say that an emergent property is different than 

the sum of its parts. For example, each individual can learn and so can organizations. 

However, organizational learning is different from individual learning. Organiza-

tional learning requires individuals to work together to accomplish a task with the 

results created by combining each individual’s own knowledge with the capability 

gained through their mutual interactions. The same results could not be obtained by 

adding the contributions of each individual together because the interactions change 

what each individual knows, learns, and does. It is this interactive gain that provides 

the synergy. Thus, the sum of individual learning and organizational learning be-

comes the total learning of the organization (Bennet and Bennet 2004). 

The butterfly effect occurs when a very small change in one part of the situa-

tion – which may initially go unrecognized in the environment – can, in certain 

circumstances, result in a massive disruption, surprise, turbulence, or just a change 

in the environment that is impossible, or extremely difficult, to predict. For exam-

ple, one small, misunderstood act by a manager may escalate to a widespread dis-

trust (and dislike) for management as a whole.  

A tipping point occurs when a complex system changes slowly until all of a sud-

den it unpredictably hits a threshold which creates a large-scale change throughout 

the system. Examples of this are the stock market crashes in 1929 and 1984, the 

Cambrian explosion in which hundreds of new species were created in a relatively 

short time from an evolutionary viewpoint (this occurred about 500 million years 

ago), and perhaps more pertinent to this text, when a small company finds itself 

growing slowly in a niche market that all of a sudden takes off and propels the com-

pany to success (Bak 1996). The important point about tipping points is that they are 

typically unpredictable and can significantly change decision outcomes. They are 

also examples of contagious behavior, that is, “ideas and products and messages and 

behaviors spread just like viruses do” (Gladwell 2000, p. 7). Ideas, etc., that spread 

like viruses–taking on a life of their own–are called memes (Blackmore 1999). 

Feedback loops can either be self-reinforcing or damping, improving a situa-

tion or making it worse. In a complex organization, these often take the form of 

excitement or an energy surge due to a successful event, or perhaps a decrease in 

morale due to over-controlling management, which in turn leads to lower morale 

causing management to increase control, creating a reinforcing loop. In cases such 

as these, it may be very difficult or impossible to identify the initial cause and 

effect; typically there are a large number of symptoms, causes, and interactions. 
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Closely related to tipping point theory are power laws. A power law is a ma-

thematical relationship that brings together two parameters (measures) within 

some complex system. For example, the number of earthquakes versus the magni-

tude of the earthquakes follows a simple power curve. “Double the energy of an 

earthquake and it becomes four times as rare” (Buchanan 2001, p. 45). Power laws 

are further discussed in Section 4, “Preparing for the Decision Process”. 

2 Understanding and Exploring Complex 

Situations 

As early as 1983, Donald Schon couched the importance of understanding the 

problem setting in terms of the unknown. The problem setting is the process by 

which we define the decision to be made, the ends to be achieved and the means 

which may be chosen. In this setting, the decision-maker “must make sense of an 

uncertain situation that initially makes no sense” (Schon 1983, p. 40). His example 

was professionals considering a road to build, which usually deals with a complex 

and ill-defined situation in which geographic, topological, financial, economic and 

political issues become entangled.  

Armed with the realization that all of the information and knowledge gathered 

to this point lays the groundwork for understanding a complex situation, the deci-

sion-maker is in a position to observe, study, reflect, experiment and use intuition 

to develop a feeling for the key relationships and patterns of behavior within the 

system. Considering why and how something happened, not just what and when, 

the decision-maker can look for the structural sources of multiple actions, interac-

tions, events, and patterns. Trial-and-error interactions coupled with effortful re-

flection over time will often provide a deeper knowledge and understanding of 

how the system functions and what it takes to resolve problems. In addition, where 

possible, talking with people in the system about how the work really gets done 

and who influences what, i. e., asking questions and dialoguing to discover their 

insights, can provide an invaluable sensing capability about a complex situation. 

What then occurs is that the decision-maker learns how to feel the system’s pulse 

through close attention, listening, experience and reflection. This feel for the sys-

tem is critical since analysis and logic produce useful answers only if their as-

sumptions are correct, and if all material causal relationships have been taken into 

account, an almost impossible task in a complex system.  

Identifying emergent properties can be meaningful, qualitative, global and very 

informative. To discover what integrates and creates these emergent characteris-

tics, reflect on the system behavior, history, patterns, properties, events and flows. 

Patterns are composed of relatively stable sets of relationships and events that 

occur throughout a system. Since properties are characteristics resulting from inter-

actions within the system and can rarely be reduced to single sources, they must be 

observed and understood as broad, qualitative phenomena, patterns or structures. 
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An example would be rumors and discontent whose source cannot be traced. 

Events can result from a single cause or from multiple, sequential or simultaneous 

causes. Consider why they happened, any related patterns and what structural as-

pects are involved. Questions to ask include: Is this the problem, or a symptom of 

a deeper situation? Is the formal or informal structure causing this result? What can 

be controlled? What can be influenced? What may be nurtured to emerge? 

Another approach is to extract patterns and conceptually separate them from the 

complex system to see how much information they contain and how they influence 

or can be used to influence the complex system. Analyzing relationship networks 

within the system can play a significant role in understanding the system and its 

behavior. Social network analysis (SNA) is a useful example of this where you take 

a complex social system and identify, through measurement, the relative degree of 

influence in communication among individuals across the organization. When this 

is mapped, you get an idea of the communications patterns, and the sources and 

sinks of influence in the organization, allowing identification of those sources that 

can most effectively influence the system. Another use of SNA is to map the inter-

actions and relationships among individuals in the organization relative to the influ-

ence of individual A’s work on individuals B, C and D, and vice versa. This is fre-

quently useful where people work in relative isolation and yet their work 

significantly impacts other parts of the organization. That impact often goes unno-

ticed and individuals think they are doing their job effectively while, in fact, if 

viewed from a broader perspective, there is a need for more cohesion, correlation 

and correspondence. In this usage, the focus is on production lines, products and so 

forth, as well as seeing how one change ripples to other places throughout the or-

ganization. 

Developing a potential solution set will require all available mental resources. 

In most complex systems it is not possible to trace the cause-and-effect paths 

because they are too numerous, nonlinear and have too many connections. These 

systems unfold and evolve through multiple interactions and feedback loops; there 

is no small number of causes behind their movement. Under these situations, 

complex systems can only be understood by holistic thinking, fully engaging our 

experience, intuition and judgment to solve problems. For example, there are ex-

perts who know solutions in specific complex domains, but are often unable to 

explain how they know. These individuals actively learn from experience, develop 

intuition and build judgment through play with the system and others.  

In a recent study of chess players, it was discovered that effortful practice was 

the difference between people who have played chess for many years while main-

taining an average skill and those who become master players in shorter periods of 

time. The master players, or experts, examined the patterns over and over again, 

studying them, looking at nuances, trying small changes to perturb the outcome 

(sense and respond approach), generally playing with and studying the patterns. 

A significant observation was that when these experts were studied outside their 

areas of expertise they were no more competent than everyone else. They also 

noted that, “… the expert relies not so much on an intrinsically stronger power of 

analysis as on a store of structured knowledge” (Ross 2006, p. 67). In other words, 
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they use long-term working memory, pattern recognition and chunking rather than 

logic as analysis. The ramifications of this observation is that putting mental effort 

and emotion into exploring complex patterns may be learned knowledge that can 

be embedded in the unconscious. By sorting, modifying, and generally playing 

with information, and by manipulating and understanding the patterns and rela-

tionships of patterns in the complex situation, a decision-maker could learn, with 

some effort, to develop intuition, insight and judgment relative to the domain of 

interest. It is through these activities that our experience and intuition grow and we 

become capable of recognizing the unfolding of patterns and the flow of activities 

in the complex system or situation, which leads to intuitive understanding and 

a sense of what the primary drivers are in the system. While this in no way ensures 

the correct decision, it most likely improves the probability of making a good 

decision versus a bad one.  

3 Human Additive Factors 

Issues are not always clear to us because we’re just too close to them. As we ob-

serve the external world and events around us, we think what we do is take our 

observations, put them into our minds, and create a representation of the external 

world. Unfortunately, this is not the case. How we view a situation, what we look 

for and how we interpret what we see depend heavily on our past experience, 

expectations, concerns and goals.  

The potential of the human mind can often be more fully engaged when work-

ing in teams, communities and networks, and, when addressing a complex situa-

tion, group decision making can make a large difference. The use of teams to 

develop multiple perspectives, and create dialogue and inquiry, can improve the 

overall understanding of a complex situation, and thereby improve decision effi-

cacy. Of course, this builds on an understanding of relevant facts, data, context 

information and past behavior. 

One useful group technique is to use dialogue to develop a common perception 

of complex systems, and the generic principles behind them, so that the group is 

led to ask the right questions in order to understand the situation, build decision 

strategies and anticipate consequences. Another approach is the use of classic 

cognitive and operational research techniques such as linear extrapolation, mind-

mapping, fishbones, probability distribution functions, etc., as learning tools and 

mind preparation to encourage intuitive insights. 

Complexity cannot be understood in a quick fashion. This means that an organi-

zation, a team, or an individual must carefully think about, observe, study and 

become familiar with both complexity in the environment and complexity inside 

the situation as preliminary preparation to any decision process anticipated. An 

example is the recognition that complexity in either (or both) the situation and the 

environment may have a high degree of variety. Much of this variety, that is, the 

options, actions, choices, and states that may occur or are occurring in the situation 
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may be irrelevant and yet require significant energy outlays. There can be too 

much information, too much variety in the situation for the decision-maker to make 

a decision; thus, the importance of a decision strategy with built-in learning and 

flexibility. This issue is similar to the information saturation problem which often 

leads to educated incapacity. 

One solution is to ignore those aspects of the situation that are not directly re-

lated to the decision-maker’s goals or objectives. While this sounds easy, it is very 

difficult unless the individuals involved have prepared themselves appropriately. 

For example, in order for a decision team to effectively eliminate some complex 

parts of a complex situation, they must understand thoroughly the values of the 

organization and the complex situation, the global vision and purpose of the or-

ganization, and their own local objectives. They also require some understanding 

of the present versus future applicability of various events, actions, opportunities, 

and threats in both the environment and the situation. These are not obvious to 

most knowledge workers, and few organizations take the time and effort to ensure 

that their workers understand these facets well enough to make good decisions by 

simplifying complex situations, i. e., by being able to judge what to ignore and 

what not to ignore. This takes time; it takes money; it takes learning on the part of 

managers and workers. It means developing a feel for the complex situation (see 

“Preparing for the Decision Process”). 

A perhaps more formal approach is to use teams, communities and networks to 

leverage knowledge, understanding and sensemaking to effectively filter un-

wanted variety in the environment. Of course, this knowledge leveraging will also 

improve the interpretation of the variety in the environment as well as provide 

experience and practice in dealing with complex threats and opportunities. 

Quite often we find ourselves in confusing situations, ambiguities or paradoxes 

where we simply do not know what iss happening and do not understand. When 

this occurs, it is very important to recognize that there are limits to our mental 

capability, and some of these limits can be overcome if we take the right actions. 

Simplifying or filtering is one technique that lets us ignore many things that are 

not relevant and thereby focus on those that are. A corollary approach is to recog-

nize that confusion, paradoxes and riddles are not made by external reality or the 

situation; they are created by our own limitations in thinking, language and per-

spective or viewpoints. This is why networks and teams can be so helpful in the 

understanding of complex systems. Multiple viewpoints, sharing of ideas and 

dialogue can surface and clarify confusion, paradoxes and uncertainties to an ex-

tent far greater than any one individual mind can do. 

4 Preparing for the Decision Process 

When the traditional decision process is applied to a simple or complicated situation, 

the objective is to move the situation from the current state to some desired future 

state. In a complex situation the decision process often requires a commitment to 
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embark on a journey toward an uncertain future, creating a set of iterative actions 

whose consequences will cause a move from the current situation (a) toward a de-

sired future situation (b). Since there is no direct cause-effect relationship that is 

traceable from the decision to the desired future state, the journey may require exten-

sive preparation. To be successful, the organization must have the capacity and in-

ternal support mechanisms needed to implement the decision strategy (journey). 

That preparation process includes understanding the domain of interest as much as 

possible, recognizing the level of uncertainty, surprise potential and nature of the 

landscape (mess); planning for the journey in resources, flexibility, partners, expec-

tations, goal shifting, etc.; making sure your group is ready (i. e., sustainability crite-

ria are met); and considering all available alternatives.  

In preparing an organization to be successful in a complex environment, a num-

ber of broad competencies may prove quite helpful. These competencies are not 

typically part of professional discipline training and education, and therefore may 

be unfamiliar to many decision-makers. We use the term integrative competencies 

since these competencies tend to provide connective tissue, by creating know-

ledge, skills, abilities, and behaviors that support and enhance other competencies. 

These competencies help decision-makers deal with larger, more-complex aspects 

of a situation and its environment. They either integrate data, information, know-

ledge or actions, or help the individual perceive and comprehend the complexity 

around them as integrating and clarifying events, patterns, and structures in their 

environment and in the situation at hand.  

Managing risk is one such competency; that is, the risk of poor management, 

leadership or decision making. Another is an understanding of the basic principles 

of systems and systems evolution, which provides the ability to look at complex 

problems from a system perspective. Another is relationship network management 

to facilitate the individual developing networks to provide knowledge and cogni-

tive support in working with complex environments. Still another one is critical 

thinking; that is, ensuring that the individual can ask the right questions, including 

questioning their own assumptions and beliefs, and recognize when information is 

bogus, nonsensical or simply does not fit. Information literacy, another integrative 

competency, is a set of skills that enables individuals to recognize when informa-

tion is and is not needed, and how to locate, evaluate, integrate, use and effectively 

communicate information. 

We mentioned earlier the importance of becoming comfortable with, under-

standing, and developing an intuition relative to specific complex systems and 

situations. As an example illustrating the dangers of not understanding complex 

systems, consider that some organizations operate in a bureaucratic model where 

control, policies, and strong decision hierarchies ensure relatively tight control 

over workers and a uniform, consistent way of making decisions. These bureau-

cratic systems are structured such that when a problem comes up and something 

fails, or someone does something that they should not have, management can 

quickly make a decision, implement a policy, or create another rule which pre-

vents it from reoccurring. While this is a good approach for routine, simple prob-

lems, it does not work for complex situations because there is no single cause of 
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the problem and no single point of correction. As Battram explains, “Because 

complex systems have built-in unpredictability, the certainties of the ‘command 

and control’ approach to management no longer hold true. The implications of 

complexity theory for organizations are massive” (Battram 1996, p. 11). 

The unstated rule of problem solving is to find the cause of the problem, change 

it, and the problem will go away. Unfortunately, this does not work if the problem is 

complex. What typically happens is that the change works for a short time and then 

the complex system (organization) rejects it and the problem returns, larger than 

before. J. W. Forrester, the originator of system dynamic modeling at the Massa-

chusetts Institute of Technology, perhaps said it best when he noted that almost all 

the changes you try to make in an organization by changing only one thing will 

result in an immediate change that is in the direction that you desire, but after a short 

time the situation will be worse, not better, because it has returned to its natural 

state, sometimes with a vengeance (Bennet and Bennet 1996). As complex systems, 

organizations (no matter what their structure) have emergent properties such as 

culture created by individuals doing their work, developing habits, procedures, 

ways of thinking, ways of behaving and ways of interacting with others, all leading 

to a comfort level that facilitates getting the work done. Thus, culture emerges, 

created by a series of multiple historical interactions and relationships that evolve 

over time and take on a certain character. There is no single force or creator of cul-

ture, and there is no single action that will create a specific desired culture. Complex 

systems (situations) are relatively stable because there is a balance of forces that 

have created that equilibrium. When you influence part of the system, there will be 

counter forces that try to neutralize the change. Therefore, it takes a set of events 

and the interactions among those events, far deeper and broader than just a single 

cause, to impact a complex system. While multiple actions, carefully selected and 

orchestrated, may work to move the situation toward a desired state, there is no 

guarantee that the end state will be the one that was expected. However, multiple 

interventions may create an environment that nurtures and gently pushes the system 

to readjust itself in a manner that results in the expected end state. 

Another very important consideration when dealing with complex systems is the 

ability to make maximum use of your past experience and cognitive capabilities. 

This means using your unconscious mind to help understand complex situations. 

For example, we all know much more than we think we know. We are often asked 

a question that we answer, and yet we did not realize we knew the answer before 

the question was asked. We spend our lives soaking up data, information and 

knowledge, and, through our experiences, internal thinking and contemplation, 

developing understanding, insights, and a judgment and feeling about things of 

which we are often unaware. How does this happen? As Churchland observes,  

On those occasions when a weighty decision involves conscious deliberations, we are 

sometimes aware of the inner struggles, describing ourselves as having conflicting or 

ambivalent feelings. Some processes in decision-making take longer to resolve than 

others, and hence the wisdom in the advice to “sleep on” consequential decision. 

Everyone knows that sleeping on a heavy decision tends to help us settle into the 
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“decision minimum” we can best live with, though exactly how and why are not un-

derstood. Are these longer processes classically rational? Are they classically emo-

tive? Probably they are not fittingly described by our existing vocabulary. They are 

the processes of a dynamical system setting into a stable attractor. (Churchland 2002, 

pp. 228−229) 

Another aspect of dealing with complex situations is to prepare for surprises and 

rapid jumps, or changes that are unexpected. These changes can be of a magnitude 

far larger than is normally expected. While somewhat technical, complex systems 

have the tendency to create surprises which follow a power law. For example, if 

you look at the sizes of cities in the United States, you’ll find that there are many 

more small ones than large ones, while if you look at the distribution of heights of 

people in the world you will find a Gaussian distribution with some medium (av-

erage) and then some tails on each side of the distribution. The size of cities in 

a given country varies according to some power law tied to the number of cities. 

This distribution is quite different than the normal (or bell curve) for Gaussian 

distribution. The reason this is important is because the tails of the power distribu-

tion are considerably stronger, sometimes by a factor as much as 100, i. e., they 

contain a higher probability of an event happening than the same tails of the bell 

curve. A fundamental difference between the two is that the bell curve has built 

into its existence, or derivation, the independence of events that are occurring 

whereas the power law takes into account that there is some relationship between 

those events. By definition, complex systems are built with multiple interrelation-

ships and therefore have a tendency to follow some power law, which has a much 

higher probability of extreme occurrences happening than does the bell curve. The 

insight here is the recognition of a difference between the normal statistical popu-

lation of independent events and a complex system with many interdependencies. 

As to the significance of power laws in complex systems, consider the case of 

stock market fluctuations:  

The bell curve predicts a one-day drop of 10 percent in the valuation of a stock just 

about once very 500 years. The empirical power law gives a very different and more 

reliable estimate: about once very five years. Large disruptive events are not only 

more frequent than intuition might dictate, they are also disproportionate in their ef-

fect … most of the total movement in any stock over a single year is often attribut-

able to abrupt changes on a few select days. (Buchanan 2004, p. 73) 

Other approaches an organization can take to build their internal capacity to deal 

with external complex situations are structural in nature. For example, without the 

ability to predict what is going to happen, the obvious fallback position for an or-

ganization is to develop certain sets of characteristics which enable it to react 

quickly to surprises. Quick reactions on the part of the organization in dealing with 

surprises or unknown, even unanticipated, opportunities can make a huge difference 

in the success of the organization. The ability to react quickly does not come auto-

matically with organizational structures or aligned responsibility, accountability 

and authority. Quite the contrary, it must be deliberately infused into the culture, 
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structure and processes of the organization and supported by managers and leaders 

such that knowledge workers are provided the experience, freedom, responsibility 

and, of course, accountability that allows them to react quickly on their own or in 

small groups to externally created opportunities and threats. This means, for exam-

ple, self-organization on the part of many areas of the organization itself. It means 

open communication so that a knowledge worker who faces a problem at the point 

of action has the ability and freedom to talk to anyone within the organization, and 

perhaps even external to it when needed, to get quick information expertise to assist 

in handling surprise events or opportunities. It means communicating changes in 

the organization’s purpose or value proposition to all employees as quickly as pos-

sible, and all employees understanding the intent of the organization, not just the 

rules, directives, policies or desires of management. This is a much greater chal-

lenge than normally faced by most organizations. 

In addition to quick reactions, there is also the idea of organizational flexibility: 

Flexibility means that the organization has the capacity to learn to maintain an 

open mind that is not prejudiced by past success and bureaucratic traditions or 

rigorous thinking, can objectively assess an occurrence in the environment, and can 

take whatever rational action makes sense – either on the basis of logic or intuition 

and judgment – to achieve the organization’s goals. This flexibility means that the 

organization must be willing to try new approaches, not insist on conservative 

ways that have proven themselves in the past, and be willing to take risks in new 

areas where outcomes are uncertain (at best) and perhaps completely unknown (at 

worst). It also means that people must be capable and willing to work with each 

other, work with others they have not worked with before, work in new ways, and 

to take unfamiliar actions. All of these deal with flexibility, whether it is organiza-

tional flexibility, cognitive flexibility, social flexibility or resource flexibility.  

A final item on the checklist of organizational health needed to implement 

a decision strategy is adaptability. By this we mean the capacity of an organization 

to significantly change its internal structure as needed to resolve an external com-

plex situation. Adaptation may not be a small flexible change; it could be medium - 

to large-scale internal structural changes resulting in more-effective interfaces and 

interactions with the external (or internal) complex situation. Solving a complex 

situation may become a negotiated compromise with the result being a mutually 

beneficial co-evolution of the situation and the organization. If one looks at the 

above aspects and corollary consequences of decision making related to complex 

situations, it becomes clear that decision making is directly tied to implementation 

and that the organization and the complex situation cannot be separated. 

To summarize, there are several aspects to living within a complex environment. 

To prepare, there are many things that individuals and teams can do to understand 

the complex environment more effectively and there are a certain number of ac-

tions and approaches that they can take to improve the chance that they will be 

successful. In addition, there are actions that an organization can take regarding its 

own structure and processes that will support the workforce in dealing with exter-

nal complexity and decision making in complex situations. It is perhaps obvious 

that none of these can occur quickly, and they will not occur naturally because they 
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are not common, self-evident, or even necessarily intuitive, to workers who have 

not previously lived in complex, uncertain environments. Thus, a considerable 

amount of “new learning” is involved in rethinking the perspectives of reality, at 

least in areas where the environment is complex. Learning and understanding are 

the first step. Then, actually changing behavior, changing modes of thinking, 

changing how you approach problems is equally important, and often much harder. 

From the organization’s perspective, the willingness to put resources and time into 

creating an organization that has the capability of quick reaction, flexibility, resil-

ience, robustness, adaptability, etc., is a very tough question for leaders and man-

agers who are looking at the bottom line from a business perspective, and who are 

looking at challenged budgets from a not-for-profit’s perspective. This is similar to 

training or organizational learning, where the costs can be identified and watched 

but the payoff is fuzzy. Unfortunately, it usually becomes all too clear when the 

organization fails in the market place or is acquired.  

5 Mechanisms for Influencing Complex Situations 

A theory is a generalized statement about reality that describes how things relate 

to each other in a given domain of inquiry. A theory provides a foundation for 

understanding why things relate and what specific causality exists. Thus, in trying 

to understand or generate a decision strategy for the future, given a specific situa-

tion, one not only needs rules, patterns and relationships but also the underlying 

theories, principles and guidelines (where available) to allow generalized know-

ledge creation from the specific situation.  

This generalization may be quite challenging for truly complex situations 

which may not repeat themselves within a semblance of coherence. However, 

before the mind can effectively observe, reflect and interpret a situation in the 

external world, the frame of reference of the decision-maker must be recognized 

since that frame will define and limit what is sensed, interpreted and understood. 

Multiple frames of reference serve as tools to observe and interpret the system 

from several perspectives, providing the opportunity to find the best interpreta-

tions and explanations of the complex situation.  

To find a frame of reference applicable to complexity requires an appropriate 

language, a set of concepts and ways to characterize the situation. For example, 

without an awareness and understanding of concepts such as the tipping point, 

butterfly effect, emergence, feedback loops, power laws, nonlinearity, etc., it is not 

possible to have a frame of reference that would adequately recognize and permit 

an integrated view of a complex situation. Thus, rather than intelligence or bril-

liance, it is more likely to be homework, learning and some “living experience” 

with the system that guides the decision-maker through the subtle underlying 

patterns and landscape, promoting interpretation of the future of a complex situa-

tion. We begin: 

The ontology of the decision process represents the schema or set of character-

istics surrounding the decisions strategy that have an important influence on the 
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desired outcome. These factors may then be prioritized, rated for significance, 

visualized through graphics and used to develop the optimum decisions strategy. 

For example, if an organization is unable to perform well in a rapidly changing, 

uncertain environment, its top leadership may decide that the intelligent complex 

adaptive system (ICAS) organizational model may be the best solution. If so, the 

ontology would consist of the eight emergent characteristics of the ICAS model, 

namely: organizational intelligence, unity and shared purpose, optimum complex-

ity, selectivity, knowledge centricity, permeable boundaries, flow, and multidi-

mensionality. The decision strategy would be to change the current organization to 

encompass these eight emergent characteristics – ranked and weighted by their 

importance to the specific products, markets, mission, etc., of the organization – 

by building a set of actions that would move the organization toward the desired 

state. 

When the complex situation/problem lies within the decision-maker’s own or-

ganization, special considerations come into play. It may become necessary to 

view the problem as part of the organization in the sense that both systems are 

complex and interconnected. In other words, the organization may be part of the 

problem and any successful solution would include changes both inside the prob-

lem as well as in the surrounding organization. In a sense, we have two coupled 

complex systems that are connected such that any change in one will change the 

other. Since such structural coupling or adaptation is common, the decision strat-

egy may be to use the coupling to pull the problem situation along in the desired 

direction. In general, structural adaptation is a good way to influence complex 

organizations, although exactly where it will end up cannot be predicted.  

Boundary management is a technique for influencing complex situations by 

controlling/influencing their boundary. For example, if a vendor is providing me-

dium quality products to a manufacturing plant, the buyer may change the bound-

ary conditions (purchase price, delivery schedule, quantity, etc.) to press the ven-

dor to improve quality, forcing the problem into the vendor’s system. Changing 

the information, funding, people, material, or knowledge that goes into or out of 

a complex situation will impact its internal operation and behavior. For example, 

using the external media as a vehicle for effectively communicating the impor-

tance of internal organizational messages. Such indirect actions may prove more 

effective than direct intervention. Complex system behavior is usually very sensi-

tive to its boundary conditions because that is where the energy comes from that 

keeps it alive and in disequilibrium. 

Absorption is the act of bringing the complex situation into a larger complex 

system and letting the two slowly intermix, thereby resolving the original problem 

by dissolving the problem system. This may happen during a merger or takeover. 

A related approach is for two organizations to swap people such that each learns 

from the other and brings back ideas, processes and insights. In this way, workers 

in a problem environment can experience and learn from a desirable environment.  

Another approach to dealing with a complex problem is embracing complexity. 

Consider the creation of optimum complexity as a tactic for the decision-maker. 

Ross Ashby’s law of requisite variety states that for one organization or system to 
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influence or control another, that the variety of the first organization must be at 

least as great as – if not greater than – the variety of the controlled organization 

(Ashby 1964). This comes from Cybernetics, and is more of a rule than a law, but 

is very useful when dealing with complex problems. What it means is that your 

decision plan must have more options available than the complex situation you are 

dealing with. By building more complexity into the decision plan – finding more 

alternatives for action, pivot points, feedback networks, etc. – you are better able 

to deal with the unpredictable responses from the complex situation. See Axelrod 

and Cohen (1999) for an extensive treatment of the role of variation, interaction, 

and selection in dealing with external complexity by creating internal complexity 

within an organization.  

Simplification reduces our own uncertainty, makes decisions easier, and allows 

easy, logical explanations of those decisions. Simplicity captivates the mind; com-

plexity confuses and forces us to use intuition and judgment, both of which are 

difficult to explain to others. As humans, we tend to continuously simplify to 

avoid being overwhelmed, to hide confusion, and to become focused and efficient. 

In a simple, predictable world, this is rational and generally works well. It is easy 

to ignore many incoming signals when we know they are not important. Unfortu-

nately, in a complex situation and environment, this approach can become danger-

ous, perhaps even disastrous. As Murray Gell-Mann states,  

One of the most important characteristics of complex non-linear systems is that they 

cannot, in general, be successfully analysed by determining in advance a set of prop-

erties or aspects that are studied separately and then combining those partial ap-

proaches in an attempt to form a picture of the whole. Instead, it is necessary to look 

at the whole system, even if that means taking a crude look, and then allowing possi-

ble simplifications to emerge from the work. (Battram 1996, p. 12)  

Where complexity lives, it is hard to separate the unimportant from the critical 

information, events, or signals. It is under these latter conditions that teams, net-

working, contingency planning, experience, and deep knowledge become essen-

tial. The question becomes one of what aspects of this complex situation can be 

simplified, and how does that simplification benefit the overall solution set?  

If the decision-maker cannot develop a satisfactory plan for resolving a com-

plex problem, then it may be best to use a sense and respond approach. This is 

a testing approach where the situation is observed, then perturbed, and the re-

sponse studied. This begins a learning process that helps the decision-maker better 

understand the problem. Using a variety of sensing and perturbations provides the 

opportunity to dig into the nature of the situation/problem before taking strong 

action. This tactic is often used by new managers and senior executives who wait, 

watch and test the organization before starting any change management actions.  

Closely coupled to the sense and respond approach is that of amplification, 

used where the problem is very complex and the situation’s response is unknown. 

This is the evolutionary approach where a variety of actions are tried to determine 

which ones succeed. The successful actions are then used over and over again in 

similar situations (the process of amplification) as long as they yield the desired 
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results. When actions fail, they are discarded and new actions are tried; time is 

unlikely to help failed actions succeed because of the unpredictability of the fu-

ture. Many trial actions will have a short half-life. This is not blind trial-and-error 

experimentation since decision-maker learning occurs continuously, and judg-

ment, experience and deep knowledge can create understanding that result in more 

effective actions. In other words, sense and respond, trial and error, and amplifica-

tion used both as part of a decision strategy and as learning tools – coupled with 

a knowledge of complex systems, the use of teams, and the deliberate develop-

ment of intuition – suggest a valuable approach to dealing with complex systems. 

Seeding is a process of nurturing emergence. Since emergent properties arise 

out of multiple nonlinear interactions among agents of the system (people), it is 

rarely possible to design a set of actions that will result in the desired solution. 

However, such actions may influence the system such that the desired emergent 

properties, outcomes, or something close to them, will emerge. Emergence is not 

random. It is the result of the interaction of a variety of elements and, if we cannot 

predetermine the exact emergent property, such as a specific culture, we may be 

able to create a culture that is acceptable – or perhaps better – than the one we 

believe is needed. If we can find the right set of actions to move a problem in the 

right direction, then we may be able to guide the situation to our intended out-

come. Such a journey is the decision strategy.  

6 The Challenge 

The typical or traditional language of decisions implies a causal and deterministic 

connection between the decision and the end goal, whereas with complex systems 

there may be no predictable end goal and no direct causal connection that works. 

However, we have proposed that one may be able to construct a decision strategy 

that guides problem resolution through a sequence of decisions and actions lead-

ing toward an acceptable solution. Such a plan might include (or anticipate) acts of 

seeding; boundary management; key success factor influence; identification of 

sources, sinks and regenerative loops; tipping points and butterfly effects; stability 

patterns; emergence flows; and miscellaneous external perturbations. While each 

of these has their own causal impact, the complexity of the system prohibits pre-

dicting their paths. Relative to stable pattern formats, i. e., emergent phenomena, 

though one cannot identify the sources of its creation, nevertheless everything is 

exactly as it should be. Hindsight is 20/20; foresight is closer to 400/400. 

By studying specific complex systems we seek to create an intuitive and uncon-

scious capacity to understand their behavior and meaning. We know that systems 

are often combinations of simple, complicated and complex segments. This has 

both advantages and disadvantages. While the simple and complicated aspects can 

be dealt with via normal decision processes, their success can lead decision-

makers to assume that the same approach applies to complex situations. And, of 

course, complexity and complicated parts of the system are frequently intermixed. 
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Since rational decision making can be developed and has a historic precedence, 

most individuals rely on logic with its supporting data and information to make 

and defend their decisions, even if problems are complex. In fact, it seems prob-

able that most rational decisions that fail do so because they have not accounted 

for the complexity of the problem. And, of course, some rational decisions have 

turned out to be right, not because they were logically accurate but because of the 

complexity of the problem. It remains to be seen how or if it is possible to take 

a complex situation and identify these separate aspects of the system in such a way 

that one could choose the most effective decision strategy.  
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This chapter explores the connections between decisions and knowledge, showing that 

decision making is a knowledge-intensive endeavor. Decision support systems are tech-

nologies that help get the right knowledge to the right decision makers at the right times in 

the right representations at the right costs. By doing so, these systems help decision making 

to be more productive, agile, innovative, and/or reputable. 
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1 Introduction 

To understand decision support systems (DSSs), present and potential, we need to 

understand decisions and decision making. To understand decisions and decision 

making, we need to understand knowledge and knowledge management (KM). 

This chapter elucidates these key concepts and their interrelationships, yielding 

a theoretical foundation for DSS study and research. Both researchers and practi-

tioners need to consider the roles of knowledge representation and knowledge 

processing as they study and use decision support systems. 

People use knowledge available to them to make decisions about actions that 

shape themselves, organizations in which they participate, and the world in which 

they live. Impacts of decisions range from the small and fleeting to those of global 

and lasting proportions. Given the accelerating pace of events and the increasing 

interconnectedness of events, both the rate and complexity of decision activities 

has grown. There has been a corresponding explosion in the amount of knowledge 

available for use in making decisions (Toffler 1970, Drucker 1994). By one reck-

oning, over the past forty years more knowledge has been produced than in the 

fifty prior centuries, with the total knowledge now doubling every two to three 

years (Cosgrove 2004). 

The knowledge explosion contributes to the challenge of making sense out of 

decision situations, and ultimately producing decisions. From a diverse mass of 

knowledge, the decision maker strives to identify the specific knowledge that is 
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both relevant and important for the decision at hand. The identified knowledge also 

needs to pass some validity threshold for the decision maker to feel sufficiently 

confident to consider it in the decision process. Identified knowledge is used at 

various junctures during the decision process adopted by the decision maker, very 

often resulting in the generation of new knowledge. The adopted process depends 

on the decision maker’s preferences, current constraints on the decision maker, and 

the decision situation being faced. 

A decision support system is a computer-based system that represents and 

processes knowledge in ways that allow decision making to be more productive, 

agile, innovative, and/or reputable. Aside from being a digital storehouse of (pos-

sibly voluminous) knowledge, the support a DSS provides can include recognizing 

occasions that warrant decisions, acquiring additional knowledge from external 

sources, focused selection of knowledge from internal sources (e.g., its digital 

storehouse), generation of new knowledge that may have a bearing on the decision 

(e.g., solving a problem), assimilating generated and acquired knowledge into the 

storehouse (subject to quality criteria, filtering, and restructuring), presenting 

knowledge via desired formats, coordinating knowledge flows among decision 

participants, controlling the integrity/security of those flows, and measuring deci-

sion participants and the decision process as a basis for future improvement 

(Holsapple 2008). 

Knowledge is the stuff from which, and of which, decisions are made. This 

chapter examines the nature of decision making as a knowledge-based phenome-

non that forms a basis for understanding decision support possibilities. 

2 Basic Trends 

While the importance of knowledge in studying and investigating decision support 

possibilities has been recognized for a long time (e.g., Bonczek et al. 1981), it was 

not until the late 1980s that it became somewhat common to see the terms 

“knowledge” and “decision support” appearing together in scholarly publications. 

As Figure 1 shows, by the period 1988–1990 the number of publications with both 

terms had grown to an average of about one new publication per day (as tracked 

by Google Scholar). This growing recognition that the two notions are related rose 

dramatically from the late 1990s on into the new century. By the 2003–2005 inter-

val, they were linked in over seven new publications every day. 

Thus, the recognition of linkages between decision support and knowledge has 

grown from being rare in the 1970s–1980s to being commonplace today. This 

growth coincides with the emergence of knowledge management as an important 

field of research. As Figure 2 shows, by the late 1990s KM had begun to achieve 
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a definite critical mass as a new discipline. Given its relatively formative state, 

knowledge management encompasses a considerable range of viewpoints and 

some controversies. One of these is the contrast between those who argue that 

KM has nothing to do with technology and those who assert that KM is all about 

technology. Adherents of the former do not see a close linkage between decision 

support systems and knowledge management. Adherents of the latter see KM as 

either equivalent to, or a subfield of, the broad information systems discipline that 

encompasses DSS research. Many variations exist between these positions. 

This chapter adopts a middle path from which modern KM is seen to have 

many non-technological aspects, while simultaneously being inseparable from 

technological considerations (Holsapple 2005). This perspective foresees know-

ledge management as being an increasingly significant reference discipline for 

enabling and spurring advances in the information systems field. It sees KM as 

furnishing concepts, theory, and the raison d'etre for information systems, in gen-

eral, and decision support systems, in particular. Figure 3 illustrates the growing 

importance of KM in DSS research literature. Well into the 1990s, the proportion 

of publications linking knowledge management and decision supportt relative to 

publications dealing with DSSs was miniscule. This proportion has ramped up 

quickly to nearly one-fifth in 1998–2000 and in excess of one-third today. 

The remainder of this chapter examines the connections between knowledge 

and decision making that underlie these overt trends. These connections form the 

foundation for a knowledge-based approach to studying, researching, and applying 

decision support systems (Holsapple 1995). 

 

Figure 1. Linking the motions of decision support and knowledge 
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Figure 2. The rise of knowledge management 

 

Figure 3. Knowledge management as a reference discipline for decision support system 

research 
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3 Decision Making – A Knowledge-Intensive 

Endeavor 

From his observations of managerial work, Mintzberg (1980) infers that such 

work includes what he calls interpersonal, informational, and decisional roles. The 

latter two categories begin to address our concerns of accounting for knowledge 

handling and decision making. They apply not only to managers, but to other 

decision makers as well: investors, consumers, operating personnel, committees, 

project teams, supply chains, and so forth. 

Mintzberg identifies three informational roles: monitor, disseminator, and 

spokesperson. Here, we broaden this notion to knowledge roles, recognizing that 

a decision maker may also be concerned with knowledge about how to do some-

thing and knowledge about reasoning, as well as knowledge about the state of 

some domain of interest (i.e., information). When a manager plays a monitor role, 

he/she seeks and acquires knowledge of his/her organization and its environment. 

Acting as a disseminator, a manager distributes knowledge to others in the organi-

zation. As a spokesperson, a manager emits knowledge into his/her organization’s 

environment. 

The three knowledge roles are concerned with acquiring and distributing 

knowledge. But what happens to knowledge between the time it is acquired and 

the time it is distributed? This question suggests the existence of another know-

ledge role: storer. When playing the storer role, a manager is concerned with rep-

resenting knowledge (e.g., in memory, on paper) in such a way that it can later be 

recalled and conveniently used. But how is stored knowledge used when it is re-

called? This question suggests the existence of yet another vital knowledge role: 

generator. Although recalled knowledge may merely be distributed to someone 

else, very often a manager manipulates it in order to generate new knowledge. 

That is, a manager often adds value to recalled knowledge before distribution, or 

the knowledge-generation results may simply be stored for subsequent use. 

By playing one or more of the five knowledge roles, a DSS can support deci-

sional processes. Such processes conform to one of the four kinds of decisional 

roles that Mintzberg has identified: entrepreneur, disturbance handler, resource 

allocator, and negotiator. As an entrepreneur, a decision maker seeks opportunities 

to undertake a new direction within the scope of his/her purpose, initiating and de-

vising controlled changes to seize the opportunity. As a disturbance handler, 

a decision maker responds to a disruption (often unanticipated) by initiating and devising 

corrective actions. As a resource allocator, a decision maker determines where/how 

to expend its efforts and resources. As a negotiator, a decision maker represents 

himself/herself/others in bargaining about some issue. Because of inherent differ-

ences among these four categories of decision making, we should expect corre-

sponding diversity in the features of DSSs devised to support the decisional pro-

cesses involved in one kind of decisional role versus another. 
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Figure 4. Knowledge manipulation – the foundation of decision-making activity 

As Figure 4 suggests, the ability to manipulate knowledge in various ways forms 

the foundation for decision-making activity. That is, the decisional roles cannot 

exist without the knowledge roles which can be played before, during, and/or after 

any instantiation of a decisional role. A decision support system helps in the ful-

fillment of a decisional role, and/or the implementation of some mix of knowledge 

roles that underlie execution of a decisional role. To better understand the nature 

of this help that a DSS furnishes, let’s look more closely at what a decision and 

decision making are. 

3.1  Decisions and Decision Making 

Traditionally, a decision is regarded as being a choice: a choice about a course of 

action (Simon 1960, Costello and Zalkind 1963), the choice of a strategy for action 

(Fishburn 1964), a choice leading to a certain desired objective (Churchman 1968). 

These definitions suggest that we can think of decision making as a non-random 

activity culminating in the selection of one from among multiple alternative 

courses of action. It follows that a DSS is a system that somehow assists in such an 

activity. This traditional view of decision making is illustrated in Figure 5. 

In the decision-making activity, N alternative courses of action are identified 

and one of them is chosen to be the decision. The number of alternatives identified 

and considered in decision making could be very large, and each alternative could 

be quite complex. The work involved in becoming aware of alternatives can makes up 

a major share of a decision-making episode. It is concerned with such questions as: 

• Where do alternatives come from? 

• How many alternatives are enough? 

• How can large numbers of alternatives be managed so none is forgotten 
or garbled? 



 Decisions and Knowledge 27 

 

Figure 5. Traditional conception of decision making 

A computer-based system can help a decision maker cope with such issues, help-

ing to identify and track alternatives. 

Ultimately, one of the N alternatives is picked to be the decision. But, which 

one is picked? A study of the alternatives which aims to understand the implica-

tions of picking each can help resolve this question. The work involved in study-

ing the alternatives can makes up a major share of a decision-making episode. It is 

concerned with such questions as: 

• To what extent should each alternative be studied? 

• How should they be studied to best apprehend the implications (i.e., 
likely impacts) of each? 

• How reliable is our expectation about an alternative’s impacts? 

• How can large volumes of possibly complex implications be managed 
so none are forgotten or garbled? 

Computer-based systems can be very beneficial in supporting the study of alterna-

tives, helping to determine their implications and keep track of them in a system-

atic fashion. 

Understanding the implications of alternatives still does not answer the ques-

tion of which one is to be picked. But, it does allow the decision maker to compare 

and contrast alternatives in terms of their respective implications, and to weigh 

those implications with respect to the goals, purposes, pressures, and constraints 

under which the decision maker is currently operating. 

• What strategy is to be followed in arriving at a choice? 

• Are an alternative’s expected impacts compatible with the decision 
maker’s purposes/goals? 

• In view of current constraints/pressures on the decision maker, what ba-
sis should be used to compare alternatives to each other? 
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A computer-based system can help a decision maker grapple with such questions. 

Some DSSs may even recommend that a particular alternative be picked and ex-

plain the rationale underlying that advice. 

Aside from the traditional view of decisions and decision making, there is an-

other useful perspective, which is called the knowledge-based view (Holsapple and 

Whinston, 1988, 1996). This view holds that a decision is knowledge indicating 

the nature of an action commitment. A decision could be descriptive knowledge. 

For instance, “spend $10,000 on advertising in the next quarter” describes a future 

change to an organization’s monetary state involving a commitment of $10,000. 

This decision is one of many alternative descriptions (e.g., spend $5,000 advertis-

ing in the next quarter) that could have been chosen. 

A decision could be procedural knowledge, involving a step-by-step specifica-

tion of how to accomplish something (Katz and Kahn 1978). For instance, “deter-

mine the country with the most favorable tax structure, identify the sites within 

that country having sufficient qualified work forces, then visit those sites to assess 

the new factory at the site with the best transportation infrastructure” is procedural 

knowledge committing an organization to a certain sequence of actions. It is one 

of many alternative procedures that could have been chosen. 

Clearly, the knowledge-based conception of a decision is compatible with the 

traditional view of a decision. In addition, it leads to an extra insight into the nature 

of decision making. When we regard a decision as knowledge, making a decision 

means we are making new knowledge that did not exist before. We manufacture 

this new knowledge by manipulating (e.g., gathering, assembling, transforming, 

constructing) existing knowledge available from external and internal sources. This 

is illustrated in Figure 6, which also shows how the knowledge-based view of deci-

sion making complements the traditional view. When decision making is regarded 

as the activity of manufacturing new knowledge expressing commitment to some 

course of action, a DSS is seen as a system that aids this manufacturing process, 

just as machines aid the manufacture of material goods. Many of the same issues 

that arise in making material products also arise in the making of decisions 

(Holsapple and Whinston 1996). These include manufacturing strategy, capacity 

and workforce planning, process design, scheduling, logistics, quality assurance, 

continuous improvement, inventory management, security, outsourcing, and sup-

ply chains. 

Decision making is a knowledge-intensive activity that alters an organization’s 

state of knowledge. More is known after a decision is made than before. It is a kind 

of learning activity. Not only is there the new knowledge that we call a decision, but the 

manufacturing process itself may have resulted in additional new knowledge as by-

products. For instance, in manufacturing a decision, we may have acquired or 

generated other knowledge as evidence to justify our decision. We probably have 

produced knowledge about alternatives that were not chosen, including expecta-

tions about their possible impacts. More fundamentally, we may have developed 

knowledge about improving the decision making process itself. Such byproducts 

are not only relevant to overseeing successful implementation of the decision, but, 
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if stored, may later be useful in making other decisions. Thus, knowledge is the 

raw material, work-in-process, byproduct, and finished good of decision making. 

It has been observed that the process of decision making is influenced by (1) 

the organizational context in which a decision is produced, (2) the nature or type 

of decision being produced, (3) the basic constitution of the decision maker, and 

(4) cognitive limitations (Katz and Kahn 1978). 

Decisions are not manufactured in a vacuum. They are made within an organ-

izational context, and more broadly within the organization’s environmental con-

text. From a knowledge-management viewpoint, contextual influences on a decisional 

episode can be understood in terms of three categories: resource influences, mana-

gerial influences, and environmental influences (Holsapple 2008). What happens 

in an episode of decision making is influenced by the financial, human, material, 

and knowledge resources available to a decision maker in the course of producing 

a decision. Managerial influences on decision making are concerned with leader-

ship, coordination, control, and measurement of the knowledge flows and know-

ledge processing that occur in the course of producing a decision. Environmental 

influences on the knowledge manipulation that can (and does) occur in a deci-

sional episode include such factors as market, fashion, time, technology, legal, 

regulatory, social, economic, political, and educational influences. A DSS can 

mitigate, reinforce, and/or be the consequence of the various contextual influences 

belonging to the three categories. 

All decisions are not of the same type. They can be classified according to such 

factors as decision-making level (e.g., tactical versus strategic decisions), domain 

area distinctions (e.g., marketing versus investment versus natural resource deci-

 

Figure 6. Knowledge-based conception of decision making 
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sions), and degree of structuredness (e.g., structured, semi-structured, unstructured 

decisions). An appreciation of decision types can help us understand what know-

ledge and knowledge manipulation features would be useful to have in a decision sup-

port system. Consider, for instance, the structuredness dimension (Simon 1957, 

1960). The structuredness of a decision is concerned with how routine and repeti-

tive the manufacturing process that produced it is. A highly structured decision is 

one that has been manufactured in an established context, whereas unstructured 

decisions tend to be produced in emergent contexts. Structured decisions can be thought 

of as being ordinary and commonplace. In contrast, unstructured decisions are novel 

or in some way remarkable. For instance, decisions made by a typical pension 

fund manager on October 19, 1987 (the day of a major market crash) were much 

more unstructured than decisions made by that same manager a year before or a year 

later. 

When issues relevant to making a decision are well understood, the decision 

tends to be structured. The alternatives from which the choice is made are clear-

cut, and each can be readily evaluated in light of the organization’s purposes and 

goals. Put another way, all the knowledge required to make the decision is avail-

able in a form that makes it straightforward to use. Often times, however, the 

issues pertinent to producing a decision are not well understood. Some issues may 

be entirely unknown to the decision maker, which is a hallmark of unstructured 

decisions. The alternatives from which a choice will be made are vague, are diffi-

cult to compare and contrast, or cannot be easily evaluated with respect to the 

organization’s purposes and goals. It may even be that there is great difficulty in 

attempting to discover what the alternatives are. In other words, the knowledge 

required to produce a decision is unavailable, difficult to acquire, incomplete, 

suspect, or in a form that cannot be readily used by the decision maker. In extreme 

cases, unstructured decisions are so complex and messy that they are called 

wicked decisions. Semi-structured decisions are those that fall between the ends of 

the structuredness dimension characterized in Table 1. 

Decision support systems can be valuable aids in the manufacture of semistruc-

tured and unstructured decisions (Keen and Scott Morton 1978). To support the 

making of unstructured decisions, a DSS can be designed to facilitate the explora-

tion of knowledge, help synthesize methods for reaching decisions, catalog and 

examine the results of brainstorming, provide multiple perspectives on issues, or 

stimulate a decision-maker’s creative capabilities. A DSS intended for supporting 

the production of semi-structured decisions may also possess such capabilities. 

Additionally, it may carry out some pre-specified procedures to partially contrib-

ute to reaching a decision. DSSs can also be valuable aids in the manufacture of 

structured decisions, by automatically carrying out some subset of the full pre-

specified procedure used. The chief benefits of this sort of DSS are more ef-

ficiency and less likelihood of human error in the decision process. Of course, if 

the system were to perform all steps of a full program for decision making, we 

would call it a decision-making system (not a decision support system). 
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Table 1. Decision structuredness 

Structured decisions Unstructured decisions 

Routine, repetitive Unexpected, infrequent  

Established & stable contexts Emergent & turbulent contexts 

Alternatives clear Alternatives unclear 

Implications of alternatives straightforward Implications of alternatives indeterminate 

Criteria for choosing well defined Criteria for choosing ambiguous 

Specific knowledge needs known Specific knowledge needs unknown 

Needed knowledge readily available Needed knowledge unavailable 

Result from specialized strategies  

(i.e., procedures that explicitly pre-specify 

full set of steps to follow in order to reach 

decisions) 

Result from general strategies  

(e.g., analogy, lateral thinking, brainstorm-

ing, synthesis used in the course of reaching 

decisions ) 

Reliance on tradition Reliance on exploration, creativity, insight, 

ingenuity 

Regardless of where a decision falls on the structuredness dimension, Simon 

(1960) says that the process of making the decision involves three basic phases 

which he calls intelligence, design, and choice. These phases occur in the context 

of various resource, managerial, and environmental influences. 

The intelligence phase is a period when the decision maker is alert for occa-

sions to make decisions, preoccupied with collecting knowledge from internal and 

external sources, and concerned with evaluating that knowledge in light of the 

organization’s purpose. For example, a newly acquired piece of knowledge may 

suggest that an assembly line is not running as smoothly as it should, triggering 

a disturbance handling episode wherein a decision is made about corrective action. 

As part of the intelligence phase, the decision maker diagnoses the problem, striv-

ing to know why the assembly line is not performing well. 

In the design phase, a decision maker formulates knowledge about alternative 

courses of action, analyzes the alternatives to generate knowledge about their 

respective implications, and evaluates those expectations with respect to the deci-

sional context. During the design phase, the decision maker could find that addi-

tional knowledge is needed. This would cause a return to the intelligence phase to 

satisfy that need before continuing with the design activity. Continuing our exam-

ple, the decision maker formulates several alternative actions that could mitigate 

the assembly line problem. He/she analyzes the alternatives to produce knowledge 

about their implications. Results of these analyses are assessed in light of their 

feasibility, costs, and alignment with the organization’s ideal for assembly line 

performance. Evaluations of the alternatives are carried forward into the choice 

phase of the decision process, where they are compared and one is chosen. 

In a choice phase, the decision maker exercises authority to select an alternative 

based on the knowledge acquired and generated about each one. This is done in 
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the face of internal and external pressures related to the nature of the decision 

context and to the decision maker’s own traits and idiosyncrasies. It can happen 

that none of the alternatives are palatable (return to the design phase), that several 

competing alternatives yield very positive evaluations, or that the state of the con-

text has changed significantly since the alternatives were formulated and analyzed 

(return to the intelligence phase). Nevertheless, there comes a time when one al-

ternative must be picked for implementation. 

As noted, a decision maker can loop back to earlier phases as needed and as al-

lowed by the decision-making time frame. In effect, this means that phases can 

overlap. We can begin the design phase before all intelligence activity is finished. 

Knowledge collection is rarely instantaneous. While waiting on the arrival of 

some piece of knowledge, we can work on the design of alternatives that do not 

depend on it. Similarly, the choice phase can begin before we have completed our 

analysis and evaluation of all alternatives. This completion could be awaiting 

further progress in the intelligence phase. The subset of alternatives considered in 

the choice phase may contain one that the decision maker can select immediately, 

without waiting to develop the full set of alternatives in the design phase. Each of 

the phases is susceptible to computer-based support. 

Within each decision-making phase, a decision maker initiates various subac-

tivities. Each of these activities is intended to solve some problem (e.g., acquiring 

a competitor’s sales figures, predicting the demand for a product, assessing the 

benefits and costs of a new law, inventing a feasible way of packaging a product 

into a smaller box, or finding out the cultural difficulties of attempting to market 

a ertain product in foreign countries). Solutions to such problems not only influ-

ence decisions but are typically worked out in the course of a decision process. 

They are not separate from the process. 

Solving problems is the essence of the decision-making activity, permeating the 

intelligence, design, and choice phases. We might say that a decision-making proc-

ess is fundamentally one of both recognizing and solving problems along the way 

toward the objective of producing a decision (Bonczek et al. 1981, Thierauf 1988). 

For structured decisions, the path toward the objective is well charted. The prob-

lems to be surmounted are recognized easily, and the means for solving them are 

readily available. Unstructured decisions take us into uncharted territory. The prob-

lems that will be encountered along the way are not known in advance. Even when 

stumbled across, they may be difficult to recognize and subsequently solve. Inge-

nuity and an exploratory attitude are vital for coping with these types of decisions. 

Thus, a decision-making process can be thought of as a flow of problem-

recognition (knowledge deficiency) and problem-solution (knowledge increase) 

exercises. From this viewpoint, the overall task of reaching a decision is a super-

problem. Only if we solve its sub-problems can we solve the overall decision 

problem. Decision support systems can help decision makers in both recognizing 

and solving problems (Thierauf 1988). 

Ultimately, a decision-making process is governed by the decision maker’s 

strategy for reaching a choice (Janis and Mann 1977). There are various strategies 

that a decision maker can use to organize his/her efforts. The process is strongly 
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colored by the strategy being used to choose an alternative, including optimizing, 

satisficing, elimination-by-aspects, incrementalism, mixed scanning, and the ana-

lytic hierarchy process. 

For instance, using an optimization strategy, a decision maker selects the alter-

native that gives the best overall value. The big questions here are: What does it 

means to give the best (i.e., optimal) value? Which alternative is best? To answer 

these questions, we need to determine criteria on which alternatives will be 

judged. Criteria play two roles in an optimization strategy: to help identify which 

alternatives are really feasible and to give a basis for comparing the value of one 

alternative against others. The idea in an optimization strategy is to combine vari-

ous scores and alternative yields for the criteria into one overall measure of that 

alternative’s goodness. The alternative with the best overall score becomes the 

decision. In any event, a decision-making process based on an optimization strat-

egy involves the recognition and solution of optimization problems. Computer 

programs that solve optimization problems are important elements of some deci-

sion support systems. 

Although an optimizing strategy has proven to be invaluable for many decisions, 

its practical application is limited by several factors: it becomes difficult to solve 

optimization problems when the criteria are qualitative; estimating costs/benefits 

for every viable alternative can be a formidable task; the amount of knowledge on 

which an optimizing strategy depends can be enormous and costly; there is often no 

adequate way to map an alternative into a single overall measure of goodness 

(Miller and Starr 1967). 

In contrast, the strategy of satisficing does not suffer from the practical difficul-

ties of optimizing. With this strategy, a decision maker picks the first alternative 

discovered to be good enough with respect to some minimal criteria, being uncon-

cerned with trying to define what best means (Simon 1957, 1976, March and 

Simon 1958). The idea is to find any needle in the haystack rather than seeking the 

sharpest of all needles. With this strategy, each alternative is considered as it is 

identified. It is either rejected because it does not meet the cutoff level for some 

constraint or is accepted as the decision because it passes all cutoff levels. A DSS 

tailored to support satisficing facilitates the decision maker’s need to explore, aids 

in analysis and evaluation of alternatives, and may even recommend a sequence 

for identifying/studying alternatives. 

Optimizing, satisficing, and other decision strategies differ in the amount and 

kind of knowledge needed and in the ways in which that knowledge is used in the 

course of decision making. Nevertheless, each is amenable to computer-based 

decision support, in which a DSS amplifies human knowledge manipulation capa-

bilities. 

3.2  Decision Makers 

The actions a decision maker follows to produce a decision depend on the decision 

context, the decision type, and the decision strategy. As Figure 7 indicates, these 
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actions also depend on the decision maker’s participants, their knowledge assets, 

and their knowledge-processing skills. In the simplest case, a decision maker is 

comprised of just a single participant who performs all phases and conducts all 

problem solving involved in reaching a decision. In doing so, he/she exercises 

his/her knowledge-processing skills and draws on his/her knowledge assets that 

previously have been accumulated through experience, education, and reflection. 

This effort is shaped by an interplay between the individual decision maker’s 

preferences and motivations on the one hand and the decision context, type, and 

strategy on the other hand. 

In contrast, a decision maker’s knowledge assets and processing skills can be 

distributed across multiple participants jointly engaged in the process that leads to 

a decision. Collectively, the multiple participants tend to have greater knowledge 

assets and greater knowledge-processing skills than a single-participant decision 

maker. Accordingly, the multiparticipant decision maker may be able to reach 

a better decision (e.g., higher quality) or to reach it in a better way (e.g., faster). 

However, the greater knowledge prowess in the multiparticipant case may be 

offset by difficulties due to inconsistencies in the participants’ knowledge assets, 

to divergent preferences among participants, to greater communications costs, and 

to friction in interacting. For some decisional episodes, the decision context, type, 

or strategy may require a multiparticipant decision maker: the decision context 

may be one that requires buy-in by multiple stakeholders; the unstructuredness of 

a decision may benefit from diverse perspectives; the adopted strategy may in-

volve group brainstorming to generate alternatives. 

In the case of a single-participant decision maker, the decision is unilateral. In 

the multiparticipant case, the decision can be either unilateral or multilateral. Uni-

lateral decisions are those for which only one participant has the authority to make 

 

Figure 7. Decision-maker participants – drivers of decision processes 
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the decision. In the multiparticipant case, the other participants contribute to the 

knowledge processing and may influence unilateral decision outcomes. These are 

supporting participants. Although their participation may be crucial for producing 

the decision, the authority over what the choice will be resides solely with a single 

deciding participant. For a multilateral decision, two or more of the participants 

share authority over what the choice will be. The authority may be evenly distrib-

uted among the deciding participants, or there may be varying degrees of author-

ity. The deciding participants may negotiate, vote, and/or use market-oriented 

means to agree on a choice. 

Perhaps the simplest kind of multiparticipant decision maker is one comprised 

of an individual who functions as the deciding participant, coupled with a support-

ing participant. The supporting participant may be a person or a computer-based 

decision support system (Holsapple 1994). In either case, the supporting partici-

pant uses its own knowledge and engages in knowledge processing to aid the de-

ciding participant. As an elaboration, the single deciding participant can have many 

supporting participants in making a unilateral decision – where each is a specialist 

particularly adept in one or another kind of knowledge processing and/or particu-

larly well versed in its knowledge of some aspect of the decision domain. These 

supporting participants are some mix of human and/or computer-based knowledge 

processors. As examples in Figure 8 suggest, they can be variously arranged to 

provide knowledge either directly or indirectly to the deciding participant. 

In the course of a decisional episode, the deciding participant can assign vari-

ous problem finding and problem solving tasks to supporting assistants, with solu-

tions flowing back to the deciding participant. Alternatively, a supporting partici-

pant may be alert for occasions to furnish knowledge to the deciding participant 

 

Figure 8. Examples of three multiparticipant decision makers that produce unilateral 
decisions 
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(Holsapple, 1987). Some supporting participants may be specialists in solving 

certain kinds of problems that another participant has recognized, but is unable to 

personally solve. Others may do tasks that the deciding participant could do. By 

farming out these tasks, the deciding participant is able to concentrate on the most 

difficult and crucial aspects of making the decision. Moreover, the assistants may 

be able to do their work in parallel, thereby speeding up the decision process. 

Instead of highly structured patterns of knowledge flows among participants, 

sharp divisions of knowledge-processing behavior tied to participants’ problem-

solving specialties, clear acknowledgment of distinct authority levels, and estab-

lished policies for coordinating participant activities, a multiparticipant decision 

maker may simply be a group of deciding participants. The group meets, actually 

or virtually, to share knowledge, find and solve problems, stimulate the production 

of new knowledge (e.g., novel alternatives, insights), and ultimately make a multi-

lateral decision. As implied by Figure 9, all, some, or none of the deciding partici-

pants can have their own supporting participants. Notice that, unlike Figure 8, 

there is no formal structure of authority in a group decision maker. The group may 

or may not have a leader (e.g., chairperson) who enforces some protocols or rituals 

of interaction among participants (e.g., Robert’s Rules of Order). This participant 

has no more authority in reaching the decision than other participants, but does 

have the extra duty of trying to shape the process so it does not get bogged down 

into talking in circles. Common examples of group decision makers are commit-

tees, panels, boards, and juries. 

There is a more holistic approach to supporting a group of deciding partici-

pants: a shared processor that supports their efforts as a whole during the process 

of producing a multilateral decision. Although group members may still inter- 

act directly with each other, this shared processor gives a common interface for all 

– to electronically circulate knowledge flows among group members, catalog 

 

Figure 9. Examples of two multiparticipant decision makers that produce multilateral deci-
sions 
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participants’ ideas in a group memory, recall and analyze their joint knowledge-

processing work as needed, protect the anonymity of each idea’s author if desired, 

and perhaps to offer guidance to the group or to find/solve problems for the group. 

When this processor is computer-based, it is called a group decision support sys-

tem (GDSS) as portrayed in Figure 10. 

Compared to an individual decision maker, a group decision maker has several 

potential advantages. Foremost among these are the greater pool of knowledge 

that can be brought to bear on the decision, the larger repertoire of knowledge-

processing skills, and the stimulatory effects of knowledge interchanges among 

participants. There can also be significant drawbacks to group decision making, 

including the “too many cooks spoil the broth” syndrome, knowledge conflicts 

among participants, greater consumption of time and effort, pressure to conform, 

monopolization by dominant personalities, reluctance to expose one’s ideas to 

evaluation, free riding, and so forth. In general, the objective of a GDSS is to 

emphasize the possible advantages and remedy the possible disadvantages of 

a group decision maker (Nunamaker et al. 1993). 

There are many multiparticipant decision makers that have neither a tall, hier-

archic structure as shown in Figure 8, nor a flat structure as shown in Figure 10. 

For instance, a multiparticipant decision maker may accommodate specialized 

knowledge processors and assigned division of labor among participants, but at 

the same time involve sharing of authority by those participants. Moreover, the 

knowledge flows may be less restrictive than those in Figure 8, but more restric-

tive than the carte blanche communications allowed in groups. We shall refer to 

such multiparticipant decision makers as organizations. Hierarchies and groups 

can be thought of as simplified special cases of organizational decision makers. 

 

Figure 10. Example of a multiparticipant decision maker including a group decision support 
system (GDSS) 
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At whatever level within an organization, a manager should consider forming an 

organization decision maker, sharing authority with his/her subordinate managers 

when the following conditions exist: (1) the decision is unstructured, (2) a high-

quality decision is needed, (3) the manager lacks sufficient knowledge to act uni-

laterally, or (4) carrying out the commitment made in the decision will require or 

benefit from acceptance by the manager’s subordinates (Collins and Guetzkow 

1964). In this organizational decision maker, respective degrees of authority 

wielded by participants are likely to be proportional to their standing in the or-

ganization’s formal structure. 

If there is some doubt about securing subordinates’ acceptance of a decision, it 

is more appropriate to get them involved in collaborating toward the decision than 

to make the decision unilaterally in a hierarchy. For an organization decision 

maker to be effective, it is important that the subordinates are devoted to the or-

ganization’s purpose and that there be little conflict among them. A hierarchic 

decision maker tends to be more insulated from difficulties that arise when these 

last two conditions are not met. Central questions are how to design the pattern or 

mechanism for distributing decision-making power across multiple authority lev-

els, how to coordinate the activities of participants as the decisional episode un-

folds, and how to develop organizational decision support systems. In Japanese 

organizations, for instance, this effort proceeds according to certain conventions 

that are collectively called nemawashi (Yang 1984, Watanabe 1987, Watabe et al. 

1992). As another example, it may be possible to decompose an overall decision 

into a sequence of smaller decisions, with participants given authority over those 

that suit their respective expertise and authority levels, thereby allowing each 

participant to help in the overall decision by virtue of making smaller decisions. 

Technologies relevant to the development of organizational decision support sys-

tems include coordination/workflow software, supply chain software, enterprise 

systems, and collaboration technologies. 

4 Knowledge Management 

Having established that decision making is a knowledge-intensive endeavor, it is 

important to develop a deeper appreciation of knowledge, knowledge processing, 

and knowledge management. Just as computer science forms an important techno-

logical basis for implementing decision support systems, knowledge management 

forms a valuable intellectual foundation for designing, studying, and applying 

decision support systems. More broadly, KM offers a compelling theoretical basis 

for understanding and fostering advances in the information systems discipline, as 

the basic rationale for such systems is to boost the abilities of individual knowledge 

workers and knowledge-based organizations (Holsapple and Whinston 1987). 

These enhanced abilities, in turn, furnish opportunities for superior individual and 

organizational performance. 
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4.1  Knowledge: Usable Representations 

In the systems perspective advocated by Newell, when a system has and can use 

a representation of “something (an object, a procedure,…whatever), then the sys-

tem itself can also be said to have knowledge, namely, the knowledge embedded 

in that representation about that thing” (Newell, 1982). This perspective sees 

knowledge as being that which is embodied in usable representations. There are 

two key notions in this perspective on knowledge: representation and usability. 

First, consider representation. There is a distinction between knowledge con-

veyed by a representation and the representation itself. A representation is some 

arrangement in time/space. There are many kinds of representations: words in 

a conversation or on the printed page, diagrams, photographs, mental patterns or 

images, physical movements, individual or collective behavioral displays, digital 

patterns, and so forth. Thus, some representations are objects (i.e., static symbols), 

whereas others are processes (i.e., dynamic symbols). Some are overt and publicly 

accessible, whereas other representations are covert and privately held. 

Now consider the notion of usability. Newell (1982) contends that “knowledge 

cannot so easily be seen, only imagined as the result of interpretive processes 

operating on symbolic expressions.” This suggests that knowledge does not exist 

apart from a processor that perceives or possesses a representation that it finds to 

be usable. One way to think about usability is in terms of Sveiby’s (1997) sense of 

the capacity to take action. That is, knowledge is embodied in a representation to 

the extent that possessing that representation gives a processor the capacity to take 

action. The degree of usability might be gauged in terms of the processor’s speed, 

accuracy, and/or satisfaction with the action taken (Fang and Holsapple 2003). 

The usability of a particular representation by a particular processor is influ-

enced by the fit between representation and processor, by the action/task being 

attempted by the processor (e.g., decision making), and by the environment within 

which the action is to take place. At the minimum, a good fit requires that the 

processor be able to correctly interpret the representation in a timely manner. Fit 

may also be affected by interaction with other knowledge available to the proces-

sor (e.g., consistency, novelty, complementarity). A representation may convey 

beneficial knowledge for one task, but be irrelevant for other tasks facing the 

processor. Similarly, the environing context may affect the relevance or impor-

tance of knowledge conveyed by the representation for the task at hand. 

Processors differ. A representation that conveys knowledge for one processor 

may be unusable or even incomprehensible to another processor. Broadly, proces-

sors can be classified along two dimensions. One dimension distinguishes between 

human and computer-based processors. Each kind is able to interpret certain types 

of representations and take actions accordingly. In some cases (e.g., an expert sys-

tem and a human expert), the action results (e.g., advice given) may be identical or 

substitutable, even though the processors belong to different classes and work with 

different representations of the same knowledge. As we have seen, the knowledge 

processors engaged in a decisional episode can be human and/or computer-based. 
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A second dimension distinguishes between individual and collective processors. 

The latter range from simple dyads, to groups, to project teams, to hierarchies, to 

complex enterprises and inter-organizational processors. As we have seen, a deci-

sion maker can be an individual or a multiparticipant entity whose knowledge 

processors can be structured into a hierarchy, group, or organization. The latter 

includes virtual organizations, whose participants span traditional organizational 

boundaries. 

4.2  Knowledge States 

Variations in the usability of a representation (depending on specifics of the pro-

cessor, task, and environment) suggest a continuum knowledge states reflecting 

variations in the value of conveyed knowledge to a processor. This dove-tails with 

the perspective that regards knowledge as encompassing a “complete set of know-

ledge states” (van Lohuizen 1986). Van Lohuizen identifies a progression of six 

states of knowledge which he calls data, information, structured information, in-

sight, judgment, and decision. This progression is illustrated in Figure 11. From the 

knowledge states perspective, various operations can be undertaken to progress 

from one state to another. For instance, by selecting from data, a processor obtains 

the next higher knowledge state (i.e., information). Aside from selecting, other 

operations include analyzing, synthesizing, weighing, and evaluating. Notice that 

these operations roughly correspond to Simon’s three phases of decision making. 

Regardless of the number of states identified, the names given to states, or the 

nature of processing required for state transformations, this perspective on know-

ledge offers several fundamental notions. First, states of knowledge exist. Second, 

these states form a progression from the lowest level, where usability is marginal 

or potential, to higher levels where usability is clearer and more immediate. Third, 

 

Figure 11. Knowledge as a progression of states 
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knowledge states are subject to change through the actions of knowledge proces-

sors as they engage in various kinds of operations. 

Table 2 shows an example of the distinctions between the knowledge states. As 

we progress from lower to higher states of knowledge, there is an increase in the 

relevance of knowledge with respect to accomplishing some objective (i.e., reach-

ing a decision). Possibilities of knowledge overload diminish. There tends to be an 

increase in knowledge quality. The highest state, a decision, is knowledge indicat-

ing a commitment to take some action. By seeing decisions as knowledge result-

ing from the processing of other knowledge, the state’s view is consistent with the 

knowledge-based view of decision making presented in Section 2. 

4.3  Knowledge Versus Information 

In contrast to seeing knowledge as encompassing a series of states, there is another 

perspective that basically views knowledge as a state in its own right, as some-

thing beyond information. For convenience, we shall refer to this as the KVI 

(knowledge versus information) perspective. Rather than viewing data and infor-

mation as aspects of a knowledge continuum, they are regarded as precursors of 

knowledge: data are turned into information and information is turned into know-

ledge (Davenport 1998). 

There are variations in how dividing lines between data, information, and 

knowledge are specified in a KVI perspective. Nevertheless, the basic ideas are 

that data are isolated observations or assertions (e.g., “240” or “John Doe”); in-

formation results from relating/structuring/qualifying data in meaningful ways 

(e.g., “240 is the level of cholesterol” or “240 is the current level of cholesterol for 

John Doe”); knowledge results from assembling some collection of information 

that is relevant to or applied to a task at hand (e.g., “John Doe’s level of choles-

terol is now too high” or “John Doe’s health is presently in jeopardy” or “John 

Doe gets a prescription for Lipitor”). 

The KVI perspective can be related to the Newell’s systems perspective of usable 

representations as follows: KVI imposes some threshold of usability, above which 

Table 2. An example of the progression of knowledge states (from Holsapple 2005) 

A progression of knowledge states A sample progression 

Datum 240 

Information 240 is the level of cholesterol 

Structured information 240 is the current level of cholesterol for John Doe 

An evaluation John Doe’s level of cholesterol is now too high 

A judgment John Doe’s health is presently in jeopardy 

A decision John Doe gets a prescription for Lipitor 
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we have knowledge and below which we have information or data; in contrast, the 

systems perspective does not impose such a discrete threshold on its definition or 

consideration of knowledge, but rather recognizes a continuum of usability. 

Davenport and Prusak (1998) assert that “Data, information, and knowledge are 

not interchangeable concepts.” This assertion is shared by both the knowledge 

states view and the KVI perspective. Moreover, both share the notions that data 

can be turned into information and that information can be turned into something 

more valuable. Where they differ is in naming conventions. In the KVI perspec-

tive, only the “something more valuable” than information is referred to as know-

ledge; in the states perspective, this “something more valuable” belongs to one of 

several higher states, all of which are regarded as knowledge, as are the lower 

states of data and information. 

By being aware of various perspectives on what knowledge is, a reader is better 

able to appreciate literature that discusses knowledge or knowledge processing. 

Sometimes, an author is quite explicit about the perspective adopted. Other times, 

it is left to a reader to discern what perspective an author is assuming. In still other 

cases, an author is noncommittal; that is, the author intends the ideas presented to 

be applicable to whatever perspective(s) a reader adopts. The remainder of this 

chapter opts for Newell’s characterization of knowledge and the recognition of 

a continuum of knowledge states. 

4.4  Knowledge Attributes 

Regardless of what definition of knowledge one adopts and regardless of which 

knowledge resource is being considered, it is useful for DSS researchers and de-

velopers to appreciate various attributes of knowledge. An attribute is a dimension 

along which different instances of knowledge can vary. An attribute dimension 

may comprise a range of values (e.g., knowledge age) or may be categorical (e.g., 

tacit versus explicit). The categories may take the form of multilevel taxonomies. 

Taken together, several attributes of interest form the axes of an attribute space. 

A particular instance of knowledge will have some location in that space at any 

given time, and may assume new locations over time. Its location will determine 

what representations are suitable (e.g., digital), the kind of processor(s) that can 

operate on it (e.g., a decision support system), and the kind(s) of processing to 

which it can be subjected (e.g., selection, analysis). 

Several attribute dimensions for knowledge are summarized in Table 3. The list 

is not necessarily exhaustive, but does give a sense of the characteristics a DSS 

developer may want to consider in designing and implementing the knowledge 

storage and processing capabilities of a decision support system. These attributes 

are suggestive of variables that a DSS researcher may want to investigate. They 

also highlight facets of knowledge that a manager might consider in overseeing 

and evaluating a portfolio of decision support systems. Here, we briefly examine 

the first three attribute dimensions appearing in Table 3. 
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Table 3. Representative knowledge attributes (from Holsapple 2003) 

Attribute Nature of dimension References 

Mode Tacit versus explicit knowledge Teece 1981, Nonaka 1991, 

Nonaka and Takeuchi 1995 

Type Descriptive versus procedural 

versus reasoning knowledge 

Bonczek et al. 1981, Holsapple 

and Whinston 1987, 1988, 

Holsapple 1995, Holsapple and 

Whinston 1996 

Orientation Domain versus relational versus 

self knowledge 

Dos Santos and Holsapple 1989; 

Holsapple and Whinston 1996 

Domain Subject area or problem domain 

where knowledge is used 

(e.g., marketing, policy, engineer-

ing, manufacturing, agriculture) 

van der Spek and Spijkervet 1997 

Applicability Range from local to global Novins and Armstrong 1997 

Management 

level 

Operational versus control versus 

strategic knowledge 

 

Usage Practical versus intellectual versus 

recreational versus spiritual versus 

unwanted knowledge 

Machlup 1982 

Accessibility Range from public to private Holsapple and Whinston 1996 

Utility Progression of levels from a clear 

representation to one that is mean-

ingful to one that is relevant to one 

that is important 

Holsapple and Whinston 1996 

Validity Degree of accuracy or certainty 

about knowledge 

Holsapple and Whinston 1996 

Proficiency Degree expertise embodied in 

knowledge 

Wiig 1993 

Source Origin of knowledge Novins and Armstrong 1997 

Immediacy Potential versus current knowledge  

Age Range from new to established to 

old knowledge 

van der Spek and Spijkervet 1997 

Perishability Shelf-life of knowledge Holsapple and Whinston 1987 

Volatility Degree to which knowledge is 

subject to change 

 

Location Position of knowledge 

(e.g., ontological, organizational, 

geographic locus) 

van der Spek and Spijkervet 1997 

Abstraction Range from concrete to abstract 

knowledge 
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Attribute Nature of dimension References 

Conceptual 

level 

Automatic versus pragmatic versus 

systematic versus idealistic know-

ledge 

Wiig 1993 

Resolution Range from superficial to deep Wiig 1993 

Programm-

ability 

Degree to which knowledge is 

transferable and easy to use 

Novins and Armstrong, 1997 

Measurability Degree to which knowledge or its 

processing can be measured 

Holsapple and Whinston 1987, 

Edvinsson and Malone 1997, 

Lev, 2001  

Ontological 

level 

Knowledge versus meta-knowledge 

versus meta-meta-knowledge 

Bonczek et al. 1981 

A commonly employed attribute dimension when discussing knowledge is its 

mode. Following Polanyi (1962), a distinction is made between knowledge that is 

tacit and knowledge that is explicit. In the former case, the knowledge is inconven-

ient or difficult to formalize and communicate. It is not articulated, at least not yet. 

Typical examples include a person’s mental models, perspectives, intuitions, ex-

periences, and know-how (Nonaka 1991). Explicit knowledge is conveyed in for-

mal, systematic representations that are readily communicated. It is articulated, as 

in knowledge artifacts such as reports, books, and speech; or, it is codified (Teece 

1981) as in a database, software library, or set of rules that can be used by a com-

puter-based processor. 

Considerable research has been performed on the mode attribute of knowledge. 

For instance, Nonaka (1994) and Nonaka and Takeuchi (1995) have studied pro-

cesses for conversion of tacit knowledge to explicit knowledge and vice versa, as 

well as tacit-to-tacit and explicit-to-explicit conversions. Decision support systems 

are primarily concerned with the representation and processing of explicit know-

ledge. Of course, tacit knowledge also plays an important part in decision making. 

By reducing a person’s need to directly deal with voluminous or complex explicit 

knowledge, a DSS can allow him/her to concentrate more on tacit knowledge 

involved in decision making. 

As for the knowledge type attribute, there are three basic categories: descriptive, 

procedural, and reasoning knowledge (Holsapple and Whinston 1988, 1996, 

Holsapple 1995). Categories of secondary, derivative types of knowledge have also 

been identified; these include linguistic, assimilative, and presentation knowledge 

(Holsapple and Whinston 1996). Knowledge belonging to any of the primary types 

can be tacit. Knowledge of any of these types can be explicit, to the point of being 

computerized (Holsapple 1995, Zack 1999). 

Descriptive knowledge characterizes the state of some world, be it actual, pre-

dicted, or speculative. This type of knowledge includes descriptions of objects, of 

concepts, of past, present, future, and hypothetical situations. Data and information 

Table 3. Continued 
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are descriptive in nature. Thus, they can be regarded as descriptive knowledge that 

is of limited utility; or, from a KVI perspective, they are precursors of descriptive 

knowledge. In either case, they can lead to or be interpreted in light of other de-

scriptive knowledge such as forecasts, expectations, problems, solutions, insights, 

judgments, blueprints, goals, decisions, definitions, schemas, taxonomies, and so 

forth. 

Descriptive knowledge can be acquired from external sources  (e.g., by observa-

tion, by purchase). It can be selected from internal repositories (e.g., extraction, 

assembly). It may be generated by derivation (e.g., results of analyses) or discovery 

(e.g., recognizing a pattern, creative intuition). Descriptive knowledge can be as-

similated (e.g., stored or disseminated internally) or emitted into the environment. 

Descriptive knowledge is sometimes called declarative knowledge (Zack 1999). 

That is, a description can be thought of as a declaration about some world. Descrip-

tive knowledge has also been called environmental knowledge (Bonczek et al. 

1981); the world being described is an environment for the processor of that know-

ledge. 

Procedural knowledge is fundamentally different than descriptive knowledge. It 

is knowledge about how to do something (Holsapple and Whinston 1988) or how 

something occurs (Zack 1999). Procedural knowledge consists of step-by-step 

procedures for handling various tasks or explaining various happenings. Examples 

include algorithms, strategies, action plans, programs, and methods. Like descrip-

tive knowledge, procedural knowledge can be in a tacit mode (e.g., a mental repre-

sentation) or an explicit mode (e.g., a written or digital representation). Also, like 

descriptive knowledge, it can be acquired, selected, generated, assimilated, and 

emitted. However, the means for performing these manipulations and the skills 

required for doing so may be very different for procedural versus descriptive 

knowledge. For instance, generating a forecast, blueprint, or goal may well require 

different skills and processing than generating an action plan or program. Interest-

ingly, procedural knowledge can be applied to descriptive knowledge to derive 

new descriptive knowledge (Bonczek et al. 1981). 

A third major type of knowledge is for reasoning (Holsapple and Whinston 

1988, 1996). An instance of reasoning knowledge specifies what conclusion is 

valid or what action can be taken when a particular situation exists. The connection 

between the situation and the conclusion/action could be based on logic, correla-

tion, analogy, or causality. This type of knowledge is quite distinct from the de-

scription of a situation or the specification of a procedure. Examples include rules, 

policies, codes of conduct, regulations, principles, and cases. Reasoning know-

ledge can be tacit or explicit. It can be acquired, selected, generated, assimilated, or 

emitted by a knowledge processor; however, the processor capabilities needed to 

do so can differ from those that work for descriptive or procedural knowledge. Like 

procedural knowledge, reasoning knowledge can be applied to generate new 

knowledge. For example, for a given description of a situation and a goal, instances 

of reasoning knowledge may be put together to reach logical conclusions. These 

conclusions may take the form of procedural knowledge indicating how to reach 

that goal. Or, they may take the form of descriptive knowledge (e.g., characterizing 
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a diagnosis or expectation). The use of reasoning knowledge to reach such conclu-

sions is referred to as inference. 

Instances of the three types of knowledge can be applied in the generation of 

new knowledge. Descriptive knowledge, in the sense of data and information, does 

not by itself yield new knowledge, aside from rearranging (i.e., assembling, relat-

ing, packaging it in novel ways). This may be why some observers are inclined to 

exclude it from being called knowledge, reserving that term for procedural and 

reasoning knowledge. It is when a processor is able to manipulate procedural 

and/or reasoning knowledge in the processing of descriptive knowledge that its 

hidden potential is released in the guise of generating new knowledge. The value of 

an interplay among the three primary knowledge types has long been recognized in 

the building of decision support systems (Bonczek et al. 1981). 

The states view of knowledge depicted in Figure 11 is concerned only with de-

scriptive knowledge. However, it can be extended to procedural and reasoning 

knowledge as well. Table 4 shows the progression of knowledge states for each 

knowledge type as a knowledge processor’s sense making for a decision situation 

unfolds. 

The knowledge orientation attribute distinguishes between knowledge oriented 

toward the decision domain, knowledge oriented toward relationships with other 

processors, and knowledge that a processor has about itself (Dos Santos and 

Holsapple 1989, Holsapple and Whinston 1996). The orientation dimension rec-

ognizes that, in performing a task (e.g., solving a problem), a processor may need 

more than knowledge about the task domain. The processor may need to interact 

with other processors and, therefore, use knowledge about them in doing so – 

relational knowledge, which includes an appreciation of their preferences, atti-

tudes, skills, expertise, backgrounds, and so forth. A processor also needs know-

Table 4. States of descriptive, procedural, and reasoning knowledge (from Holsapple 

2005) 

Sensemaking 

focus on 

Progression of 

descriptive 

knowledge 

Progression of 

procedural 

knowledge 

Progression of 

reasoning 

knowledge 

Syntax (clarity) Datum Algorithm syntax Rule syntax 

Semantics (meaning) Information Algorithm seman-

tics 

Rule semantics 

Interrelationships 

(dependencies, 

consistency) 

Structured 

Information 

Connections and 

patterns among 

algorithms 

Relationships 

among rules and 

sets of rule 

families 

Validity (correctness, 

confidence) 

Evaluation Algorithm 

validity 

Rule and rule set 

validity 

Applicability (impor-

tance, relevance) 

Judgment Algorithm 

applicability 

Rule and rule set 

applicability 

Choice (actionability) Decision Algorithm choice Rule choice 
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ledge of its own traits, capabilities, and resources – self-knowledge as it plays the 

role of a deciding or supporting participant. Just as a DSS may represent and pro-

cess all three types of knowledge, so too may it represent and process knowledge 

of all three orientations. 

4.5  Knowledge Processing 

According to the knowledge-management ontology, there are five basic classes of 

knowledge manipulation activities that occur as knowledge is processed: acquisi-

tion, selection, generation, assimilation, and emission (Holsapple and Joshi 2002, 

2004). These activities permeate the intelligence, design, and choice phases of deci-

sion making. They are the basis for flows of problem finding and problem solving 

that occur in the course of decision making. Within a multiparticipant decision 

maker, these activities are distributed across the participating knowledge proces-

sors. A DSS may be designed to perform one or more of these five first-order 

knowledge-processing activities as a decisional episode unfolds. 

According to the knowledge-management ontology, there are four classes of 

activity that influence what happens within a decisional episode (e.g., which 

knowledge processor performs what kind of knowledge manipulation at what 

time), as well as the ultimate outcome of the decisional episode. These second-

order knowledge-management activities are leadership, coordination, control, and 

measurement. Rather than (or in addition to) performing specific knowledge ma-

nipulation tasks, a DSS may be devised to help measure, control, and/or coordi-

nate the knowledge manipulations that happen within a decisional episode. 

Knowledge processing in a decisional episode is comprised of some pattern of 

first-order activities that the deciding and supporting participants execute. Some of 

the supporting processors may be computer-based knowledge processors. The 

patterns of first-order activities, and which knowledge processors execute them, 

are shaped by second-order activities. Some DSSs are designed to furnish second-

order decision support. Table 5 provides brief descriptions of the classes of first- 

and second-order activities that occur during decisional episodes. With the possible 

exception of leadership, each of these activities is a candidate for inclusion in the 

design, implementation, and operation of decision support systems. 

4.6  The Knowledge Chain 

Knowledge-management proponents contend that superior performance and com-

petitive advantages can be attained by virtue of unique knowledge resources 

and/or particular ways of performing knowledge processing. The knowledge chain  

theory goes deeper, contending that each of the knowledge-management activities 

noted in Table 5 can be performed in ways that yield superior performance, and 

this theory is supported by anecdotal evidence (Holsapple and Singh 2001, 

Holsapple and Jones 2004, 2005). Moreover, leaders of KM initiatives concur that 
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they are able to devise and employ practices (methodologies and/or technologies) 

for one or more of the nine KM activities that yield increased competitiveness 

(Holsapple and Singh 2005, Holsapple and Jones 2007). The knowledge chain 

theory asserts that this increased performance can manifest in four directions that 

comprise the PAIR model of competitiveness: productivity, agility, innovation, 

and reputation. 

Because of the knowledge-intensive character of decision making, it follows 

that the knowledge chain theory applies to decisions. That is, each of the know-

ledge-management activities noted in Table 5 can be performed in ways that yield 

superior decisions and decisional processes in any of the PAIR directions (thereby 

contributing to superior performance and competitiveness). It is possible to devise 

and employ practices (methodologies and/or technologies) that render decision 

processes more productive (e.g., faster, less costly), more agile (i.e., more alert 

and responsive), more innovative (i.e., creative, trail-blazing), and/or more repu-

table (e.g., trustworthy, higher quality). This suggests that decision support sys-

tems should be developed and studied from the PAIR standpoint of performing or 

Table 5. Activities that comprise and shape knowledge processing that happens in deci-

sional episodes 

Level Activity class Description 

Knowledge 

acquisition  

Acquiring knowledge from sources external to the decision 

maker and making it suitable for subsequent use by proces-

sors within the decision maker. 

Knowledge 

selection 

Selecting needed knowledge from sources within the deci-

sion maker and making it suitable for subsequent use by 

processors within the decision maker. 

Knowledge 

generation 

Producing knowledge within the decisional episode by 

either discovery or derivation from existing knowledge. 

Knowledge 

assimilation 

Altering the state of the decision maker’s knowledge re-

sources by distributing and storing acquired, selected, or 

generated knowledge within the decision maker. 

First 

order 

Knowledge 

emission 

Embedding knowledge into the decision maker’s outputs for 

release into the environment. 

Knowledge 

leadership 

Establishing conditions that enable and facilitate fruitful 

conduct of KM within the decisional episode. 

Knowledge 

coordination 

Managing dependencies among KM activities to ensure that 

proper processors and resources are brought to bear ade-

quately at appropriate times in the decisional episode. 

Knowledge 

control 

Ensuring that knowledge processors and resources needed 

in the decision episode are available in sufficient quality and 

quality, subject to security requirements. 

Second 

order 

Knowledge 

measurement 

Assessing values of knowledge resources, knowledge pro-

cessors, and their deployment within the decisional episode. 
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supporting one or more of the nine knowledge chain activities in ways that in-

crease the productivity, agility, innovation, and reputation of decision making (and 

decision maker performance). 

5 Conclusion 

Research and study of decision making are inseparable from a consideration of 

knowledge, knowledge processors, and knowledge processing. Increasingly, this 

connection is becoming explicitly recognized. As greater attention is devoted to 

the way in which knowledge work is done in the course of decisional episodes, 

performance benefits can accrue to the decision maker and the organizations in 

which it exists. Knowledge-management theory identifies five first-order and four 

second-order activity categories that are candidates for such attention. A decision 

support system that implements or facilitates some mixture of these nine classes of 

KM activity can yield real benefits in terms of decision maker performance. These 

benefits manifest in the PAIR directions, as some combination of improved pro-

ductivity, agility, innovation, and reputation. 

Development and investigation of DSSs should be cognizant of: 

• the knowledge-intensive character of decision making 

• the knowledge-oriented conception of decisions and decision making 

• the existence of knowledge processors as participants in a decision 
maker 

• alternative configurations of these participants in a decision maker 

• the concept of usable representations conveying knowledge 

• the concept of a progression of knowledge states 

• attribute dimensions of knowledge, particularly the mode, type, and ori-
entation attributes 

• the classes of first-order and second-order activities involved in know-
ledge processing 

• the knowledge chain’s PAIR model identifying possible avenues for per-
formance improvement 

Developers can use these concepts and principles when determining knowledge 

representation and processing traits to incorporate into their DSS designs. Investi-

gators can use them when determining independent and dependent variables to 

incorporate into their researcher designs. For instance, every attribute dimension is a 

potential variable for investigation by KM researchers and a potential lever for KM 

practitioners to wield in their KM efforts. Educators can use the foregoing concepts and 

principles when determining how to organize and frame their presentations of DSS 

coursework. 

Whether they recognize it or not, DSS researchers are (or should be) KM re-

searchers. DSS technology is not developed and deployed for its own sake, but 

because it helps decision makers to better deal with knowledge of various types 
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and in various gradations with the aim of fostering better individual and organiza-

tional performance. It is important to understand the knowledge-management 

context to which DSS research and development adds value, or has the potential to 

do so. As Figures 1 and 3 suggest, the signs are encouraging. After many years 

with only a few DSS researchers actively and directly investigating KM issues, the 

last few have show a tremendous increase, possibly ushering in a new era of pro-

gress in the creation and utilization of decision support systems. 
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CHAPTER 3 

Decision Making and Sensemaking 

Richard J. Boland, Jr. 
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Judge Business School, University of Cambridge, UK 

Decision making and sensemaking may at first seem to be an odd pair of terms to reconcile. 

The two have very different perspectives on quite dissimilar domains of human behavior. 

One quality that does unite them, however, is that decision making and sensemaking are 

intimately related to the human being as an actor. Decision making is concerned with 

evaluating alternative courses of action and making a choice among them. It is prior to and 

culminates in the action of a human being. Sensemaking, on the other hand, is concerned 

with making things that have already happened meaningful to us. It follows from, and is 

based on, the prior action of a human being. In this chapter we explore the different 

perspectives of these two traditions as they relate to the human action, and discuss the 

possibility of reconciling their divergent qualities with the emerging developments in 

design science.  

Keywords: Sensemaking; Decision making; Design; Design thinking; Design attitude 

1 Introduction 

Decision making by a human actor is fraught with difficulty. Herbert Simon’s 

Noble laureate research explored the cognitive limits of the human capacity to 

calculate a choice among alternative courses of action. His conclusion pointed to 

the bounded rationality of the human decision maker, and to the inevitability of 

settling for good enough in our decision making, as opposed to finding an optimal 

choice (Simon 1947, 1957, 1960). Simon referred to this limitation in human 

decision behavior as our “bounded rationality” and to the less than optimal de-

cisions it led to as satisficing. In addition to our cognitive limits, humans display 

predictable strategies in their decision making which further limits their capacity 

to compute best solutions. The behavioral research of Tversky and Kahneman 

(1971) has explored those strategies, such as anchoring and adjustment, for 

decades.  

But here we are not going to deal with the limitations of humans as decision 

makers, or with the bias inducing strategies they employ. Instead, we consider the 

relation of human decision making to our position as actors — our location in space 

and time — and contrast that with our position in space and time as we engage in 

sensemaking. First, we review the process of decision making, based primarily on 
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the work of Herbert Simon. Then, we review the process of sensemaking, based 

primarily on the work of Karl Weick. Finally, we explore some of the difficulties in 

bringing the two processes together in a single framework, and propose the act of 

designing and design thinking as a possible way of doing that. 

2 Decision Making 

Simon introduced a model of decision making based on an explicit analogy 

between the operation of the mind and the operation of a computer (Newell and 

Simon 1964). Using that analogy, he contended that decision making is an 

instance of a general problem-solving behavior we display, and that it takes place 

in a problem space. The problem space is pictured as a landscape, with different 

positions on the landscape corresponding to the various alternatives and actions 

open to the decision maker. Thinking during problem solving is pictured as 

movement from node to node in the problem space, searching for a solution 

(Simon 1957). The question then becomes: how do we make moves in the 

problem space that get us closer to our goal of solving the problem or making the 

decision, and how do we recognize that a satisfactory solution has been found, so 

that we can stop our search? Here, we use Simon’s concepts as a way of 

visualizing decision making, because of his generality, but we could just as easily 

use decision trees, multiple-criteria decision making, or other techniques. The 

method of decision making we consider is not really an issue for us here, because 

any decision-making theory or technique will include the same basic features of 

Simon’s model: traversing a complex decision space, searching for an alternative 

to select as our solution, testing for improvement in a possible solution, and 

making a choice. 

Consider a significant decision you have recently made — to purchase a major 

item, to change a job, or to take a trip — and you will see this basic decision-

making process being played out in your own life. One overwhelming charac-

teristic of decision making is its future orientation. I am choosing something now, 

which will be done sometime in the future, even if it takes place in the instant after 

deciding. Furthermore, everything I consider in making a decision has to do with 

some future time period. The considerations will include events that may or may 

not happen, costs that will or will not be incurred, benefits that will or will not be 

gained, conditions that may or may not hold, as well as opportunities that will be 

foregone.  

Our attention to the future in decision making is almost complete and without 

exception. In fact, we are instructed to avoid the fallacy of considering the past in 

making decisions. We are urged to avoid considering money or effort already 

invested in an alternative we are considering — because they are sunk costs and 

not relevant in our calculations about the future. All that matters is what will 

happen as we move forward from this point in time — the moment of decision 

making. We can depict decision making on a time line as shown in Figure 1. 
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Figure 1. Decision making and time 

3 Sensemaking 

Sensemaking has a similarly lopsided view of time. Sensemaking was introduced 

to the organizational literature by Karl Weick (1979, 1995), and follows from the 

phenomenological tradition in sociology of Alfred Schutz (1967). A sensemaking 

perspective emphasizes the continuous flow of action and interaction that con-

stitutes human life, and the ambiguous meaning of the fresh trace of action that we 

have just experienced. Sensemaking pictures us as immersed in a flow of action, 

a “blooming, buzzing confusion,” as William James characterized it. In this stream 

of interaction in which we engage, we are continuously confronted with what we 

have just done, called our enactments, and are struggling to make sense of them. 

The problem for sensemaking is not to decide what to do, but to understand what 

we have just done. The doing always comes first as a raw experience of action, 

reaction, and interaction. A key phrase from Weick’s sensemaking perspective is: 

“How do I know what I think until I hear what I say?”  

From this perspective, the act of talking is not a report summarizing what we 

have already thought and stored away as knowledge, but is a fundamentally crea-

tive and original accomplishment. The act of talking is an act of thinking, and only 

after having said something are those thoughts available to us to consider what 

they mean. What we have just spoken or heard or done is an enactment — an un-

formed meaning, which our sensemaking faculty processes. In an organizational 

setting, our enactments have particularly rich possibilities to be made meaningful 

in different ways. Enactments in organizations are often highly equivocal, because 

there are so many diverse interests, positions, political struggles, and stakeholders 

involved, any one of which could understand a recent enactment quite differently.  

Sensemaking reduces the equivocality of enactments by applying a pattern of 

meaning onto the enactments and thereby making sense of them. Using an 

evolution-based image, Weick portrays sensemaking as following a pattern of 

variation, selection, and retention. First, our equivocal enactments continuously 

present us with variation that feeds the sensemaking process. Then, we select from 

a repertoire of meaning structures that have been encountered or employed in the 

past, or we generate a new meaning structure employing rules of construction that 

we have encountered or employed in the past, and we employ that meaning 

structure as an interpretive frame on the enactment. Finally, we retain the patterns 
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of interpretive structures that we have found useful, and employ them in sub-

sequent sensemaking episodes.  

The sociologist Anthony Giddens (1979, 1984) provides us with a well-

developed synthesis of traditions in social theory that is helpful for understanding 

the broader theoretical basis of sensemaking. His synthesis is called structuration 

theory, and it highlights the centrality of human agency in producing and repro-

ducing social structures. Like Weick, he takes as a given that the only place we 

can find something close to a social or organizational structure is in the inter-

action of human beings as they initiate action, respond to the action of another, 

and anticipate another’s reaction to their action. All the while, Giddens portrays 

the individual as monitoring his/her conduct in real time, and drawing on 

understanding of the norms, power, and language in their organization or society 

to make meaningful the unfolding process of interaction in which they are 

enmeshed. 

Thus, the sensemaking perspective involves a very different attention to time 

and space from that of the decision-making perspective. The focus of theorizing 

for sensemaking is based on the present moment, as in decision making, but the 

attention to temporality is in the opposite direction. The sensemaking view begins 

with equivocal enactments that are encountered in the present moment, and looks 

backward through time to attribute meaning to them and reduce their equivocality. 

As with the decision-making perspective, the slice of time and space that it does 

not attend to is dismissed as unimportant. In this case, it is the future and the 

possibility of making decisions about future actions (such as organizational 

strategies or plans) that are discounted and ignored. As Weick explains, decisions 

are occasionally taken (i. e., in a forward-looking, future-oriented way), but they 

are relatively rare occurrences in comparison to the continuous process of 

sensemaking in human experience. 

Based on this brief discussion, we can depict sensemaking on a time line as 

shown in Figure 2. 

4 Reconciling Decision Making and Sensemaking 

Let us consider together these two ways of understanding the moment of situated 

action. These depictions of decision making and sensemaking seem to compli-

 

Figure 2. Sensemaking and time 
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ment each other, but we cannot easily combine them, because they have such dif-

ferent ontological and epistemological foundations. Each considers the world to 

be composed of quite different sorts of being, and each represents a very different 

way of knowing about the world. Their different assumptions about what con-

stitutes the world and how we can know about it are, in a deep sense, incommen-

surable. Their differences reflect the long history of social philosophical writing 

in Western civilization for which John Dewey provides us an excellent overview.  

His classic work, entitled Reconstruction in Philosophy (1920), presents 

a series of lectures he delivered in Japan in which he set out a strong, and still 

relevant, critique of our modern concepts of truth. Essentially, Dewey argued 

that the tradition of the Greeks has been carried down to us in the form of 

certain presumptions about the world — both as to what it is comprised of, and 

as to how we can know it. In this history of how we understand truth, Dewey 

emphasizes how action has constantly been devalued as a basis for truth, in favor 

of the belief in an ideal form that provides a basis for judging what is true. For 

example, the physical reality of the growing oak tree before us is not a reliable 

source of what is true about the oak tree, because it involves many unique, 

idiosyncratic features. To know the real oak tree, we have to search for its ideal 

form as that which holds true in general about oak trees.  

From this seemingly obvious observation about the relationship between 

instances and classes flows the unintended consequence of separating us from 

the immediacy of action when searching for the truth. Throughout history, 

Western civilization has tended to denigrate those who act in and upon the 

world, while elevating those who separate themselves from acting in the world. 

Those who work with their hands shaping the world with their craft are seen as 

lower status and further away from truth than those who merely contemplate the 

world. The clergy, the philosopher, or the laboratory-bound researcher who is 

seeking a pure form of knowledge, apart from acting in the world, is seen as 

being in closer communion with truth than the laborer, the craftsperson, or the 

manager.  

Later, in his Logic: The Theory of Inquiry (1938), Dewey further develops the 

connection between the concrete moment of action, the sense that action is 

leading to ambiguous outcomes, and the anticipation of creating more desirable 

conditions, as the pattern of inquiry that holds in both science and everyday 

common sense. 

For Dewey, the characterization of truth as a disinterested, objective activity  

is a tragedy we must work to overturn, and replace with a sense of truth as flow- 

ing from an engagement with the world that is involved in design, as well as 

decision making. We can see the lingering influence of the belief that the passive 

observer is closer to truth than the actor, and in the contrasting conceptions of 

decision making and sensemaking discussed above. Our understanding of and 

theorizing about decision making is very much embedded in the traditions that are 

criticized by Dewey. For instance, where do the alternatives that a decision maker 

chooses among come from in the first place if not from the engaged search for the 

conditions of betterment by an actor? And does not the act of deciding itself 



60 Richard J. Boland, Jr. 

involve a continuous reshaping of the alternatives being considered? Theories of 

decision making do not have much at all to say about the origin of alternatives, 

and for good reasons. Alternatives are assumed to be a given — they are 

considered as a stable part of the presented decision problem. They are the object 

of our contemplation, pre-existing the moment of decision, and are part of the 

input to decision making, not the output of it. 

Sensemaking, on the other hand, is based on an alternative tradition that 

emphasizes the steam of action in its immediacy as being the real, and the 

immersion in action as being the source of truth. This emphasis on action as 

a source of truth is a product of the last one or one and a half centuries, so it is 

quite recent in comparison with the traditions of thought behind the decision-

making view. We can see aspects related to the sensemaking view in existen-

tialism, as captured in Sartre’s bold assertion of its central tenet that existence 

precedes essence. In other words, human beings do not reflect an ideal essence 

that pre-exists them. Rather, human beings exist — they persist against the void of 

non-being — and that is primary. Any essence (or ideal form) that we associate 

with them is derived later, through inference.  

Consider the early existentialist writer, Soren Kierkegaard, who, in his 

Concluding Unscientific Postscript to “Philosophical Fragments” (1992) scorned 

the philosopher Hegel because he represented a high point in the tradition of 

seeing truth as an essence of the ideal. Kierkegaard wrote about the human being 

and the question of religious belief, but his message is universal. Because we are 

finite beings, we cannot know with certainty through appeal to an essence, which 

would require a knowledge of the infinite, and we must therefore always rely on 

a subjective way of knowing, a leap of faith.  

Similarly, the life work of Wittgenstein, who many consider the greatest 

philosopher of the 20th century, reflects a dramatic turning away from the hope 

of finding truth as an essence of the ideal. His early work, as presented in his 

Tractatus Logico Philisophicus (1933), attempted to demonstrate rigorously that 

what could be said with formal logic was true. His later work, as seen in his 

Philosophical Investigations (1953), rejected that early effort, and declared that 

the inescapable multiplicity of meanings, even for the simplest of statements in 

language, could not be reliably translated into a single meaning to be mani-

pulated with logical operators. The meaning of a word in our language is never 

single or stable. Language is a game we play, one in which we change the rules 

as we go. Each language game is played within a form of life, and in order to 

participate in the language game, we must participate in its form of life. As in 

the sensemaking perspective, understanding a language game requires action 

within a form of life. As Wittgenstein put it, “We know how to go on.” It is 

a continuous, subjective process of engagement in action, not something to 

observe passively or to learn the essence of objectively.  
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5 Seeking a Metalevel Reconciliation 

in Design Thinking 

We see that the decision making and sensemaking perspectives of human action 

reflect deep-seated differences in the history of human thought. Each is rooted in 

major philosophical and social theoretical traditions, and each also reflects 

a familiar way that humans experience themselves as actors located in space and 

time. We experience ourselves as rational beings, conscious of moving forward in 

time, and desiring to act as logical, responsible persons. We experience this even 

when we walk casually down the street or go shopping, and most certainly when 

we act in organizational settings. At the same time, we experience ourselves as 

historical beings, conscious of leaving a defining trail of action behind us, and 

desiring to be seen as a logical, responsible person.  

Each perspective is thus well supported in the traditions of Western thought,  

as well as in our everyday experience, and we would like to bring them together 

into a single way of understanding, but they cannot be reconciled in that way; they 

cannot be integrated and presented in a synthesis, because each approach fun- 

damentally contradicts the other. As a result, our literature handles them in sepa-

rate quarters. Research that adopts a sensemaking perspective does not include 

a planning or decision-making analysis, and research that adopts a decision-mak-

ing perspective does not discuss the sensemaking process involved in framing the 

decision. 

An emerging trend in organizational research may hold a key to bringing these 

two traditions for studying human action together, not through an integration, but 

through the higher-order or metalevel constructs of design science and design 

thinking. Design is the giving of form to an idea, and design thinking is the unique 

mode of thought that accompanies the act of designing. Curiously enough, it was 

Herbert Simon, in his classic Sciences of the Artificial (1969), who pointed to 

design as the human activity that brings the diverse, seemingly incommensurate 

aspects of an objective, analytic, decision-making discipline together with the 

subjective, form-giving aspects of sensemaking. 

Designing work processes, new products, reward systems, budgets, or any of 

the myriad things that managers design as part of acting in organizations is one 

of the places where we can see the two domains of decision making and 

sensemaking being brought together in human action. Assessing the design 

situation involves a sensemaking activity that brings an order to the behaviors 

(enactments) of the organization members in their environment. A manager is 

hardly ever able to design in a blank-slate situation, and is inevitably confronted 

with a preexisting set of stakeholders, histories, conflicts, supporters, and oppo-

nents. Being good at designing starts with being good at reading the design 

situation, or sensemaking from the enactments that mark the current situation 

(Buchanan 1995). Being good at designing also involves being good at decision-

making. Decisions about materials, functionality, methods, costs, and processes 
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are embedded within and necessary for a good design outcome. This com-

bination of decision and sensemaking is characterized as a design attitude by 

Boland and Collopy (2004). The design attitude opens the scholarship on man-

agement to an expansive set of research opportunities that link decision making 

and sensemaking in a rich appreciation of designing in situated action as 

a source of truth in managerial studies. 

Design thinking enables us to bring the traditions of both sensemaking and 

decision making into a single, overarching framework of action, which then 

allows us to draw upon and benefit from their complementary strengths. For 

instance, designing plays the closure of decision making off against the openness 

of sensemaking. A sensemaking process is always able to go further in surfacing 

new possibilities for meaning and invention in its rich field of organizational 

enactments. Design tempers the potentially endless process of sensemaking by 

bringing project deadlines and decision requirements into the picture. Design also 

carries a higher-order cost-benefit dialogue with it, as design thinking balances the 

desire for further exploration of new ways to make the situation meaningful with 

the need to complete the design project on time and within budget.  

Design also helps balance the tendency of decision making to take an existing 

set of alternative choices as given, by always suspecting that our initial ideas are 

the default ideas that anyone would think of. Design balances that tendency 

against a commitment to seek new alternatives that have not yet been created. 

Design plays these competing tendencies of openness and closure off on each 

other as a source of its energy and inventiveness.  

Finally, design serves as a continuing source of challenge to our sensemaking 

and decision-making capabilities. It keeps both sensemaking and decision making 

alive in organizations because of its central underlying belief, expressed by 

Herbert Simon as the belief that “things can be other than they are.” Because 

design thinking is always posing the challenge that things can be other than they 

are, we struggle to make sense of our situation and to plan actions that transform it 

into a more desirable one. 

6 Conclusion 

Research activities in the emerging field of design science and design thinking 

are in a nascent stage, but they promise a new invigoration of the fields of 

decision making and sensemaking that should be of great benefit to both. The 

possibilities of bringing these two traditions together, not as an integration or 

a synthesis, but in a combination of interplay, is an exciting new horizon for 

organizational research. 



 Decision Making and Sensemaking 63 

References 

Boland, R J. and F. Collopy (eds.) Managing as Designing. Palo Alto, CA: 

Stanford University Press, 2004. 

Buchanan, R, “Wicked Problems in Design Thinking,” in Margolin, V. and R. 

Buchanan, (eds.) The Idea of Design: A Design Issues Reader, pp. 3−20, 

Cambridge: MIT Press 1996. 

Dewey, J. Reconstruction in Philosophy, enlarged edition, with a new introduction 

by Dewey, Boston, MA: Beacon, 1948. 

Dewey, J. Logic: The Theory of Inquiry, New York: Holt, 1938. 

Giddens, A., Central problems in social theory: Action, structure, and 

contradiction in social analysis, Berkeley: University of California Press, 1979. 

Giddens, A. The constitution of society: Outline of the theory of structuration, 

Berkeley: University of California Press, 1984. 

Kierkegaard, S., Concluding Unscientific Postscript to Philosophical Fragments, 

(Edited and translated by H. V. Hong and E. H. Hong), Princeton NJ: Princeton 

University Press, 1992. 

Newell, A. and H. A. Simon, “Information Processing in Computer and Man,” 

American Scientist, 52, 281−300, 1964. 

Schutz, A. The Phenomenology of the Social World, (translated by G. Walsh. and 

F. Lehnert), Evanston IL: Northwestern University Press, 1967. 

Simon, H. A. Models of Man, New York, NY: Wiley, 1957. 

Simon, H.A. Administrative Behavior, New York, NY: Wiley, 1947. 

Simon, H.A. The New Science of Management Decision, New York, NY: Harper 

and Row, 1960. 

Simon, H.A. The Sciences of the Artificial, Cambridge, MA: The MIT Press, 

1969. 

Teversy, A. and D. Kahneman, “Judgment under Uncertainty: Heuristics and 

Biases,” Science, 185, 4157, 1124−1131,1974. 

Weick, K. E. The Social Psychology of Organizing, 2nd Ed. Reading, MA: 

Addison-Wesley, 1979. 

Weick, K. E. Sensemaking in Organizations, Thousand Oaks, CA: Sage, 1995. 

Wittgenstein, L. Tractatus Logico-Philosophicus, London: Routledge &Kegan 

Paul, 1933. 

Wittgenstein, L. Philosophical Investigations, (translated by G.E.M. Anscombe) 

Oxford: Basil Blackwell, 1953. 
  





 

CHAPTER 4 

Data Quality and Decision Making 
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Decision-makers often rely on data to support their decision-making processes. 

There is strong evidence, however, that data quality problems are widespread in 

practice and that reliance on data of poor or uncertain quality leads to less-ef-

fective decision-making. Addressing this issue requires first a means of under-

standing data quality and then techniques both for improving data quality and for 

improving decision-making based on data quality information. This paper presents 

a semiotic-based framework for understanding data quality that consists of three 

categories: syntactic (form), semantic (meaning) and pragmatic (use). This frame-

work is then used as a basis for discussing data quality problems, improvement, 

and tags, where tags are used to provide data quality information to decision-

makers. 

Keywords: Data quality; Decision support systems; Decision-making; Data quality tags 

1 Introduction 

Data quality problems are widespread in practice and have significant social and 

economic impacts. In particular, reliance on incorrect, obsolete, or unsuitable data 

or uncertainty regarding the quality of available data leads to less-effective deci-

sion making (English 1999, Redman 2001, Wand and Wang 1996). In decision 

support systems, where data is obtained from multiple or external sources, deci-

sion makers may be far removed from the original data sources and thus have poor 

understanding of data context or quality. 

In order to understand how data quality impacts decision-making and to de-

velop strategies to improve data quality, it is important to have a rigorous and 

comprehensive means of understanding data quality. In this paper, we describe the 

InfoQual framework for understanding data quality and discuss how data quality 

and decision making can be improved in the context of this framework. 

The paper is structured as follows. The next section presents a discussion of 

data quality and its impact on decision making, including previous work in the 

area. Section 3 describes the semiotics-based InfoQual data quality framework and 

compares it with other approaches to understanding data quality. Section 4 dis-

cusses data quality problems for each of three categories within the framework 
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and suggests means of improving data quality for each category. Rather than im-

proving the quality of the data used in decisions, a complementary approach to 

improving decision-making based on data quality is to provide decision-makers 

with information as to the quality of existing data, i. e., data quality tags. This 

approach is discussed in Section 5. The final section concludes the paper and pro-

vides ideas for future research. 

2 Data Quality and Decision-Making 

2.1  Previous Work in Data Quality 

There is a large body of existing work on understanding and improving data qual-

ity, for example, English (1999), Madnick and Zhu (2006), and Redman (1997) 

discuss methods of improving data quality, while Madnick et al. (2001) review 

current practice and research in the area. Research literature characterizing or 

defining data quality ranges from simple lists of quality criteria to comprehensive 

frameworks (for example, English 1999, Kahn et al. 1997, Kahn et al. 2002, 

Redman 2001, Wand and Wang 1996, Wang and Strong 1996). The work may be 

characterized in two main ways (Price and Shanks 2005b): by the research per-

spective — objective versus subjective — or by the research approach used — 

intuitive, empirical or theoretical. 

The objective perspective of data quality is based on evaluating data’s confor-

mance to initial requirements specifications and specified integrity rules or its 

correspondence to external phenomena. These are objective measures that are 

relatively independent of the data use and user. However, such a view of quality 

overlooks aspects that are critical to an organization’s success, related to data 

delivery, actual data use, and data consumer (i. e., internal or external users of 

organizational data) perceptions. Furthermore, even if data meets basic require-

ments, data judged to be of good quality by objective means may be regarded as 

inferior by consumers either because of problems resulting from data delivery 

(e. g., deficient delivery mechanisms, processes, or interfaces) or because of cus-

tomer expectations in excess of basic requirements. 

The subjective perspective of data quality addresses these concerns by using 

subjective measures of data quality based on consumer feedback, acknowledging 

that consumers do not (and cannot) judge the quality of data in isolation but 

rather in combination with the delivery and use of that data. Thus data delivery 

and use-based factors are integral to consumer perceptions of quality. The obvi-

ous challenge of this approach is the difficulty in reliably measuring and quanti-

fying such perceptions. 

The choice of research approach involves tradeoffs between relevance, rigor, 

and scope. The intuitive research approach is based on ad hoc observations and 

experiences and is thus subject to criticisms with respect to lack of rigor. English 
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(1999) uses an informal, intuitive approach to quality, considering both objec-

tive- and subjective-based perspectives (which he calls inherent and pragmatic). 

Inconsistencies in the classification of quality criteria into the two categories can 

be clearly observed on the basis of the specified category and criteria definitions. 

For example, although the criterion precision is explicitly defined as being de-

pendent on data use, it is classified as being inherent, defined by the author as 

use independent. The empirical approach (Kahn et al. 1997, Kahn et al. 2002, 

Wang and Strong 1996) uses stakeholder feedback (typically data consumers) to 

derive quality criteria and categories. This has important implications for the 

categories and criteria defined or the criteria classified in this manner: because 

they are based on information consumer feedback rather than on a systematic 

theory, there are likely to be some inconsistencies, redundancy, and/or omissions. 

An example is naming ambiguities such as the useful and effective categories in 

Kahn et al. (1997) or the access category and its accessible criterion in Wang 

and Strong (1996). 

As illustrated above, intuitive and empirical research approaches are likely to 

lead to some inconsistencies (Eppler 2001, Gendron and Shanks 2003, Price and 

Shanks 2004, Price and Shanks 2005b), especially with respect to the definitions 

of quality categories and the subsequent classification and derivation of criteria. 

In contrast, theoretical approaches such as Wand and Wang’s (1996) evaluation 

of data correspondence to real-world phenomena derive criteria logically and 

systematically based on an underlying theory. As a result, the derived quality 

definitions and criteria generally have a higher degree of rigor and internal coher-

ence as compared to empirical or intuitive approaches. The drawback of this 

approach is with respect to scope and relevance to the consumer. A purely theo-

retical approach to defining quality and quality criteria is necessarily limited in 

scope to objective quality aspects, as acknowledged explicitly by Wand and 

Wang themselves. It is clear that a comprehensive approach to defining quality 

must take into account suitability for a specific task from the consumer’s perspec-

tive. This aspect of quality is necessarily subjective in nature, both with respect to 

establishing the relevant set of quality criteria to consider and with respect to 

assessing quality based on these criteria.  

In summary, a review of existing data quality frameworks and their limitations 

motivates a different approach to defining data quality that maintains rigor, espe-

cially with respect to the definition of quality categories and classification of 

criteria into categories, without sacrificing scope or relevance, i. e., which incor-

porates both objective and subjective quality perspectives in one coherent frame-

work. The semiotic-based framework InfoQual, described in Section 3 of this 

paper, addresses these concerns and is both rigorous and comprehensive. A com-

prehensive and sound approach to understanding data quality is fundamental to 

designing effective data quality improvement strategies and improving decision-

making processes and outcomes. 
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2.2  Previous Work in Data Quality and Decision-Making 

Using Data Tagging 

Poor quality data can lead to less-effective decision making and poor decision 

outcomes (Chengular-Smith et al. 1999, Fisher et al. 2003). Although decision 

makers may be familiar with the nuances of local data, in integrated data environ-

ments that use data warehouses and customer relationship management systems 

this is not the case. Many organizations undertake data quality improvement 

strategies to improve the effectiveness of decision makers and database marketing 

initiatives (English 1999, Madnick et al. 2001, Redman 1997). Furthermore, pre-

vious research has shown that information about data quality can, under some 

circumstances, have an impact upon decision outcomes (Fisher et al. 2003). 

Data quality metadata, called data quality tags, provides information about the 

quality of data and is stored with that data in an organization’s databases. Data 

quality tagging is the process of measuring a dimension of data quality and storing 

it as metadata. These data quality tags are then made available to decision makers 

when they use the data. Use of data quality tags may help decision makers to 

judge the suitability of data for decisions and thus improve decision making. 

However, such tags involve additional costs. Therefore, it is important to under-

stand the impact of these tags on decision making as a prerequisite to evaluating 

their potential utility and cost-benefit tradeoffs. This requires consideration of 

different multicriteria decision making strategies and how they are affected by the 

use of data quality tags. 

Thus far, very little research has been done into the effectiveness of data quality 

tags. Furthermore, research to date considers only single-dimensional quality tags 

(i. e., based on a single quality criterion such as reliability or accuracy) used as 

dichotomous variables (i. e., quality information present or absent), without full 

explanation of the semantics of, derivation of, and rationale for the tag itself. For 

example, the only guide to the meaning of the quality tag used in Chengular-Smith 

(1999) is its label, reliability, without any further explanation. Chengular-Smith 

et al. (1999) and Fisher et al. (2003) found that under some circumstances — for 

particular decision-making strategies, task complexity levels, or decision-maker 

experience levels — data quality tagging impacts decision outcomes. Work by 

Shanks and Tansley (2002) reported a preliminary empirical investigation into the 

impact of data quality tagging on decision outcomes using different decision-

making strategies for both simple and complex decision tasks. As with earlier data 

tagging research, the acknowledged limitations of these initial experiments include 

the restricted scope of the tags considered, especially with respect to semantics. In 

Section 5 of this paper, we consider how these limitations can be addressed using 

the semiotic data quality framework described in the next section. 
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3 The InfoQual Framework: A Semiotic Framework 

for Data Quality  

The InfoQual framework described in this section has been developed over several 

years (Price and Shanks 2004, Price and Shanks 2005a, Price and Shanks 2005b). 

The first step was to use concepts from semiotic theory — the philosophical the-

ory of signs — to define data quality categories and then populate each category 

with criteria. The aim was to develop a framework that was rigorous, comprehen-

sive, and comprising quality criteria that are clearly defined, minimally interde-

pendent (i. e., interdependencies avoided unless their removal compromises 

framework coverage), and intuitive. The framework was developed with these 

goals in mind and then validated and refined using focus groups. The refined 

framework was used to develop an instrument to assess the quality of data (Neiger 

et al. 2007). In this section, a brief discussion of relevant semiotic concepts is 

followed by a definition of the refined framework. 

3.1  Semiotics and its Application to Data Quality 

Semiotic theory has previously been applied to Information Systems in systems 

analysis (Stamper, 1991), evaluating data model quality (Krogstie et al. 1995, 

Krogstie, 2001), and evaluating data quality (Shanks and Darke 1998). The term 

data model quality refers to the quality of metadata (e. g., database definitions, 

documentation, and rules, i. e., database intent), whereas the term data quality 

refers to the quality of the business data (i. e., database extent). In this section, we 

are concerned with the use of semiotics to describe data quality. Specifically, in 

InfoQual, semiotics provides a theoretical basis for defining framework structure 

(i. e., data quality categories and criteria) and for integrating both different data 

quality views (i. e., objective and subjective) and different research approaches 

(i. e., theoretical and empirical).  

Classical semiotics as proposed by Charles Peirce (1931−1935) and developed 

by Charles Morris (1938) describes communication using signs (Barnouw, 1989) 

as consisting of three components and levels. The components describe the form 

(i. e., representation), intended meaning (i. e., referent), and use (i. e., interpreta-

tion) of a sign respectively. The syntactic, semantic, and pragmatic levels de-

scribe, respectively, relations between sign representations, between a sign repre-

sentation and its meaning, and between a sign representation and its use.  

These components and levels can be used to describe an information system 

(IS), since IS data can be regarded as signs that represent real-world phenomena. 

The IS concept of a datum have components that correspond to the semiotic con-

cept of a sign: a stored representation (e. g., employee salary field), the intended 

meaning (e. g., the employee’s actual salary), and the use (e. g., payroll). Simi-

larly, IS metadata (e. g., the integrity rule emp.sal ≥ 0) can be regarded as signs 
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for real-world constraints (e. g., employee salary must be non-negative). In the IS 

context, the three semiotic levels can then be used to describe relations between 

IS data and metadata (both sign representations), between IS data and represented 

real-world phenomena (a sign representation and its intended meaning), and be-

tween data and use (a sign representation and its use).  

Quality categories are defined based on the desirable characteristics at each of 

these levels, i. e., conformance (of data to metadata), correspondence (of data to 

real-world phenomena), and suitability (of data for use). In the context of em-

ployee salary data, syntactic, semantic, and pragmatic quality aspects relate to 

whether such salary data conforms to relevant integrity rules (e. g., emp.sal ≥ 0), 

whether it matches actual employee salaries, and whether it is useful for a given 

purpose (e. g., payroll).  

Syntactic and semantic quality categories relate to the objective data quality 

view; therefore, their quality criteria are derived using a theoretical approach 

based on data integrity theory and on Wand and Wang’s (1996) theoretical work 

on IS/real-world transformations respectively. The pragmatic quality category 

relates to the subjective data quality view; thus, consumer feedback must be con-

sidered when deriving its quality criteria. Therefore, an empirical research ap-

proach is used to refine criteria initially defined from a critical analysis of existing 

literature. 

3.2  The Semiotic Data Quality Framework InfoQual 

The semiotic data quality framework consists of three quality categories derived 

from the three semiotic levels and the data quality criteria derived for each cate-

gory. We begin by presenting the relevant IS terminology used in the framework 

definition and its equivalents in semiotic terms. Essentially, data and metadata 

comprise the contents of a database. They both serve as signs in the IS context 

representing respectively external phenomena relevant to an application and ex-

ternal definitions, rules, or documentation relevant to an application or data model. 

External here refers to something in the domain being modelled (represented) by 

the database and IS, and thus external to the database and IS. 

A summary of the semiotic data quality framework is shown below in Table 1. 
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Table 1. Quality criteria by category 

Syntactic criteria (based on rule conformance) 

Conforming to data integrity rules. Data follows specified database integrity rules. 

Semantic criteria (based on external correspondence) 

Mapped completely. Every external phenomenon is represented. 

Mapped consistently. Each external phenomenon is either represented by at most one 

identifiable data unit, by multiple but consistent identifiable units, or by multiple identifi-

able units whose inconsistencies are resolved within an acceptable time frame. 

Mapped unambiguously. Each identifiable data unit represents at most one specific exter-

nal phenomenon. 

Mapped meaningfully. Each identifiable data unit represents at least one specific real-

world phenomenon. 

Phenomena mapped correctly. Each identifiable data unit maps to the correct external 

phenomenon. 

Properties mapped correctly. Non-identifying (i. e., non-key) attribute values in an identi-

fiable data unit match the property values for the represented external phenomenon. 

Pragmatic criteria (use-based consumer perspective) 

Accessible. Data is easy and quick to retrieve. 

Suitably presented. Data is presented in a manner appropriate for its use, with respect to 

format, precision, units, and the types of data displayed. 

Flexibly presented. Data can be easily manipulated and the presentation customized as 

needed, with respect to aggregating data and changing the data format, precision, units, or 

types of data displayed. 

Timely. The currency (age) of the data is appropriate to its use. 

Understandable. Data is presented in an intelligible (i. e., comprehensible) manner. 

Allowing access to relevant metadata. Appropriate metadata is available to define, con-

strain, and document data. 

Secure. Data is appropriately protected from damage or abuse (including unauthorized 

access, use, or distribution). 

Perceived to be conforming to data integrity rules. Data follows specified database integ-

rity rules. 

Perceived to be complete. There are no data missing, i. e., every external phenomenon is 

represented in the data. 

Perceived to be reliable. The data is dependable, i. e., there is a correct one-to-one map-

ping of external phenomena to data.  

3.2.1  The Syntactic Category and Criteria 

The syntactic quality category describes the degree to which stored data conform to 

stored metadata. This category addresses the issue of quality of IS data relative to IS 

design (as represented by metadata), e. g., assessed through integrity checking. 
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A single syntactic criterion of conforming to metadata can be derived directly 

from the definition of the syntactic quality category, where metadata includes 

database definitions, documentation, and rules, i. e., the data schema. This repre-

sents the most general theoretical definition. However, this definition is operation-

alized as conforming to specified data integrity rules in order to serve as a practi-

cal basis for syntactic quality assessment. Essentially, this assumes that important 

requirements for conformance to definitions and documentation have been speci-

fied in terms of integrity rules. In the context of relational data bases, this would 

comprise general integrity rules relating to the relational data model (e. g., domain, 

entity, and referential integrity) and those integrity rules specific to a given busi-

ness or application (Hoffer et al. 2006). 

3.2.2  The Semantic Category and Criteria 

The semantic quality category describes the degree to which stored data corre-

sponds to (i. e., maps to) represented external phenomena, i. e., the set of external 

phenomena relevant to the purposes for which the data is stored (i. e., use of the 

data). This category addresses the issue of the quality of IS data relative to repre-

sented external phenomena, e. g., assessed through random sampling. 

The derivation of semantic quality criteria is based on Wand and Wang’s (1996) 

analysis of possible data deficiencies arising during the transformation of real-

world states to IS representations and consequent delineation of good data quality in 

terms of transformations free from these deficiencies. For example, a complete 

transformation is not missing data. As described in Price and Shanks (2005b), 

Wand and Wang’s list of quality criteria are then amended for inclusion in the Info-

Qual framework to account for differences in goals and in the unit of analysis, to 

remedy observed inconsistencies in the original analysis, and to address feedback 

from focus groups on the framework. The conclusion was that quality data requires 

that external phenomena be mapped completely, consistently, unambiguously, 

meaningfully, and correctly; where the criterion correctly was further refined in 

terms of individual phenomenon and properties based on focus group feedback.  

The resulting semantic criteria and their definitions are shown in Table 1. 

We illustrate the semantic criteria by counter-example. If a database is incom-

plete it is missing data. If it is inconsistent then multiple and contradictory repre-

sentations of the same external phenomenon exist for an unacceptable length of 

time. A relational database tuple (row) is used to illustrate the remaining semantic 

criteria. If a tuple (row) is ambiguous, it maps to (i. e., represents) more than one 

external phenomenon. If it is meaningless, it does not map to (i. e., represent) any 

external phenomenon (i. e., spurious data). If it is incorrect, the attributes (fields) 

do not match the property values of the represented phenomenon.  

3.2.3  The Pragmatic Category and Criteria 

The pragmatic quality category describes the degree to which stored data is suit-

able and worthwhile for a given use, where the given use is specified by describing 
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two components: an activity (i. e., a task or set of tasks) and its context (i. e., loca-

tion and organizational subunit). This category addresses the issue of the quality of 

IS data relative to actual data use as perceived by users, e. g., assessed through the 

use of a questionnaire or survey. 

The derivation of pragmatic criteria requires the use of empirical techniques to 

solicit consumer input on the appropriateness of the pragmatic criteria since, by 

definition, they relate to the subjective consumer perspective. Both extant litera-

ture and empirical methods were used to derive pragmatic criteria as described by 

Price and Shanks (2005a, 2005b). First, an initial set of criteria were derived based 

on an analytic review of literature guided by a clearly delineated set of goals and 

requirements. For example, one requirement was that selected criteria must be 

general, i.e,. applicable across application domains and data types. The resulting 

list was then refined using empirical techniques. In this context, focus groups were 

considered the preferred empirical technique because of their highly interactive 

nature, allowing for a full exploration of relevant (and possibly contentious) issues 

based on a direct exchange of views between participants. Three focus groups 

were conducted to solicit feedback from information technology (IT) practitioners, 

IT academics, and end users respectively, where participants of the first two 

groups had direct responsibility for or research interest in information quality. The 

resulting list of criteria is shown in Table 1. 

Pragmatic criteria pertain either to the delivery, usability, or reliability of the 

retrieved data. They address the accessibility of data (accessible), the presentation 

of retrieved data (suitably presented, flexibly presented, understandable, and rele-

vant metadata accessible), the timeliness of retrieved data (timely), the degree of 

data protection (secure), the conformity of the data to organizational, business, 

and other rules defined for the data (perceived to be conforming to data integrity 

rules), the completeness of the data extent based on data use (perceived to be 

complete), and the dependability of the data (perceived to be reliable).  

The last three criteria relate to consumer perceptions of the syntactic and seman-

tic criteria described earlier. These are included because an information consumer’s 

subjective and use-based judgment may differ considerably from objective and 

relatively use-independent measurement of the same quality criterion. An example 

is that the completeness of a given data set may be rated as quite good based on an 

objective, sampling-based semantic-level assessment but may be considered unac-

ceptably poor by those consumers whose particular use of the data imposes unusu-

ally stringent requirements or requires data not captured in the database.  

To facilitate information consumer understanding of criteria that they evaluate, 

the more general criterion reliable was used in place of the original more-specific 

semantic criteria mapped unambiguously, phenomena/properties mapped correct-

ly, mapped consistently, and mapped meaningfully. The specific mapping criteria 

are somewhat technical, involving an understanding of mapping constraints that 

are difficult for some information consumers to comprehend. This was especially 

evident from end-user focus group feedback. Therefore, the term reliable was 

used instead as it is more intuitively understandable and can be used to represent 

(i. e., to group) the specific criteria. 
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3.2.4  Comparison to Previous Frameworks 

A detailed comparison of InfoQual with other data quality frameworks is found in 

Price and Shanks (2005b); here we highlight the fundamental distinctions. In the 

data quality framework InfoQual, semiotic theory is used to provide a theoretical 

basis for: (1) defining quality categories, (2) determining and justifying the re-

search methods used to derive quality criteria for each category, (3) classifying 

quality criteria, and (4) integrating different data quality perspectives. In particu-

lar, the fact that the third step is an implicit (i. e., automatic) consequence of the 

first two steps ensures consistent classification of criteria. To our knowledge, no 

other data quality research to date provides a theoretical basis for defining quality 

categories and classifying criteria into those categories. Semiotic theory further 

provides a basis for integrating objective and subjective quality perspectives in 

one coherent, unified framework. The advantages of having a single framework 

incorporating both views of quality is that it: (1) provides a comprehensive de-

scription of quality, and (2) facilitates comparison between different quality per-

spectives. Thus, the use of semiotics in InfoQual addresses problems in other 

related work with respect to inconsistency and scope. 

4 Improving Data Quality for Effective 

Decision-Making 

Data quality problems and associated improvement strategies are fundamentally 

different in each of the three categories of the framework. In this section, typical 

problems within each of the three categories are discussed and improvement 

strategies are suggested. 

4.1  Improving Syntactic Data Quality 

The syntactic category concerns the form of data and is defined as the degree to 

which stored data conform to stored metadata. Problems at the syntactic level 

therefore only concern stored data (and metadata) and the integrity rules by which 

they are related. Syntactic data quality can be assessed automatically and thus 

objectively by the IS, by comparing stored data to stored metadata using stored 

integrity rules. While the precise details of syntactic data quality depend on the 

type of integrity rules used in a particular system, the most widespread example is 

relational database integrity. 

Typical problems in relational databases comprise general integrity rules relat-

ing to the relational data model (e. g., domain, entity, and referential integrity) and 

those integrity rules specific to a given business or application. Automated con-

straint checking rules on data entry prevent these problems but existing databases 

can also be cleansed, by fixing problems such as duplicate records. Improvements 
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at the syntactic level may be automated and a number of commercially available 

data-cleansing tools work at this level in the framework (see chapter 10 of English 

1999, for a discussion of data quality tools). 

4.2  Improving Semantic Data Quality 

The semantic category concerns the meaning of data and is defined as the degree 

to which stored data corresponds to (i. e., maps to) represented external phenom-

ena. Problems at the semantic level are therefore related to the different problems 

that arise with mappings between stored data and represented external phenomena 

(or their surrogates, for example, many customer address problems are fixed using 

reputable name and address databases from organizations such as post offices 

rather than comparison with properties of external customers).  

Each of the six different mapping characteristics (i. e., semantic criteria) de-

fined give rise to different types of data quality problems and different ways to 

assess data quality problems and fix them. For example, in a customer database, 

incompleteness is only detected when a customer enquiry cannot be matched with 

database records. Inconsistency occurs when two different database records match 

the same external customer and may give rise to duplicates in mail-outs or incon-

sistent query results for that customer (if the records have different field values). 

Incorrectly mapped phenomena result from errors in key fields and could lead to 

the details from one customer being erroneously associated with another cus-

tomer’s record. In consequence, mail intended for one customer may be inadver-

tently sent to another customer (e. g., receipt of another customer’s bill). Errors in 

non-key fields result in incorrect values for one or more details for a given cus-

tomer. If the error is in a customer contact field, it may result in invalid telephone 

calls or returned mail on mail-outs. Meaningless database records not representa-

tive of any customer may also result in invalid telephone calls or returned mail. 

On the other hand, an ambiguous database record whose identifier matches more 

than one customer may be associated with different customers during query and 

update — thus leading to inconsistent updates and incorrect property mappings.  

The extent of some types of semantic data quality problems may be determined 

by surveying a sample of database records, but this can be a very expensive pro-

cess. Improvements at the semantic level may be achieved by including checks for 

matching problems at each point of customer contact by front-of-house staff and 

by purchasing surrogate databases to identify and then fix problems. 

4.3  Improving Pragmatic Data Quality 

The pragmatic category concerns the use of data and is related to subjective, con-

text-based, information consumer judgements on whether the received data is 

suitable. Problems at the pragmatic level therefore depend on the context, user, 

and task characteristics. 
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Each of the eight criteria for pragmatic data quality gives rise to different types 

of data quality problems. For example, some can be fixed by better data delivery 

or presentation, and some by providing more timely data. Improvements at the 

pragmatic level may involve activities such as developing improved user inter-

faces for systems (e. g., having increased customization options for data manipula-

tion or display, providing access to relevant metadata), presenting data in a more-

suitable way for certain data consumers and tasks, improving the speed of access 

to relevant data, improving the security of databases, and improved user training. 

For example, user training can be used to facilitate customer understanding of 

retrieved data (or data format) and to improve perceptions of flexible presentation 

by making customers aware of available display or data manipulation options. 

Some improvements may have multidimensional effects on quality perceptions. 

User interface improvements may result in consumer perceptions that data is bet-

ter presented and thus more understandable. Similarly, perceptions of better syn-

tactic or semantic quality may result not only from efforts addressing those types 

of quality directly (e. g., improved data conformance to integrity rules) but also 

indirectly as a consequence of improvements to other aspects of quality (e. g., 

improved access to metadata that results in customers having a better understand-

ing of correct data formats).  

Given that subjective user perceptions are the basis for pragmatic data quality 

criteria, concepts from service quality theory may be applied (Parasuraman et al. 

1991, Pitt et al. 1995). Perceptions of pragmatic data quality criteria may be ob-

tained for expected and perceived quality and the gap between these perceptions 

indicates the severity of the problem. A possible way to fix a pragmatic data qual-

ity problem therefore may be to set more-realistic expectations through user train-

ing or education. 

To better understand the extent of data quality problems at the pragmatic level, 

it is necessary to survey data consumers and obtain their perceptions of expected 

and actual quality for each criterion within the pragmatic level. In order to survey 

data consumers, validated questionnaire instruments need to be developed. The 

ongoing development of such an instrument based on the InfoQual framework is 

described in Neiger, Price and Shanks (2007). Improvement programs will need to 

be planned based on careful analysis of user perceptions of problems. 

5 Improving Decision Making Using Data 

Quality Tags 

Data quality affects the effectiveness of decision making; however, it is unlikely 

that all data used to make a decision is of a uniform quality. A decision is based on 

a set of data of different types and possibly from different sources, each poten-

tially with its own data quality characteristics. This is especially true in the case  

of decision support systems, enterprise systems, and data warehouses, where data 

is obtained from multiple and/or external sources. If decision makers are given 
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access to data quality information, they are able to compare the relative quality of 

different types or sources of data when making decisions. Although this may fa-

cilitate decision making, questions remain as to whether the potential benefits 

outweigh the costs of creating, storing, and maintaining data tags. It is therefore 

important to assess the actual impact of data tagging on decision-making and 

whether specific factors such the decision-making strategy employed may influ-

ence its effectiveness. Section 2.2 discussed such studies; however, the limitations 

of previous work with respect to tag semantics must be addressed to ensure that 

the quality information provided is meaningful and the assessment of tag impact 

realistic. Tag semantics, including derivation rules, must be specified explicitly to 

ensure a comprehensive theoretical basis for and full explanation of the tag mean-

ing and to serve as a practical guideline to implementing such tags operationally. 

Section 3.2 describes a data quality framework that is both comprehensive, inte-

grating objective and subjective data quality perspectives, and rigorous, based on 

semiotic theory. This framework, InfoQual, can thus be used to provide a theoreti-

cal foundation for tag definition and semantics. Section 5.1 discusses tag defini-

tion in the context of InfoQual. Decision-making strategies are considered in Sec-

tion 5.2. 

5.1  Tag Definition 

Issues that must be considered in defining tags include the tag’s meaning (i. e., 

semantics), granularity, and level of consolidation. Each of these issues implies 

a range of possible choices in designing tags and, when considered in combina-

tion, a potentially unmanageable number of permutations. Since the creation, 

storage, and maintenance of tags incurs additional costs that offset potential bene-

fits, it is desirable to restrict the scope to those choices that are likely to be the 

most practical in terms of simplicity, cost, and use, as described below.  

With respect to tag meaning, different types of data quality tags can be defined 

based on InfoQual’s quality categories and criteria. When considering categories, 

a fundamental question that arises is the treatment of objective versus subjective 

quality aspects in tagging. Objective quality measures can be provided for a given 

data set since they are inherently based on that data set. In contrast, subjective 

quality measures are context dependent (e. g., varying based on the individual 

stakeholder or task) and must therefore be associated with additional contextual 

information. Thus, it can be argued that limiting tags to objective quality aspects 

will reduce overhead. In the context of InfoQual, this means that tags based on 

the syntactic and semantic quality categories (objective quality view) are more 

practical than those based on the pragmatic quality category (subjective quality 

view).  

Another question is the granularity of the data quality tag. Data quality tags can 

be specified at different levels of granularity (i. e., schema, relation, column, row, 

field within the relational model) with the obvious trade-off that overheads and 

information value increase at finer tagging granularities. In the context of relational 
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or table-based data models, column-level tagging is a natural compromise in the 

context of multicriteria decision making, since the underlying cognitive processes 

involve evaluation of alternatives (i. e., records) in terms of relevant criteria (i. e., 

attributes or columns). Column-level data quality tagging is the coarsest degree of 

granularity still likely to have an impact on decision making without incurring the 

excessive and/or escalating costs of record- or field-based tagging in large and/or 

expanding data sets. In the context of InfoQual, this necessarily limits the research 

scope to syntactic tags based on those data integrity rules whose implication in-

volves only one column and to semantic tags based on those criteria that involve 

columns (property correctness) rather than records (all other semantic category 

criteria).  

Closely related to the question of granularity is the level of consolidation used 

in defining a data quality tag. For example, consider two alternative designs possi-

ble for tagging a given column based on the syntactic quality category. One possi-

bility is to have separate tags for each data integrity rule relevant to that column. 

Alternatively, a single composite tag could be used that combines information 

across the set of data integrity rules relevant to that column. Although the first 

design is more informative, the latter simplifies use and reduces storage over-

heads. A single composite tag for syntactic data quality information is thus the 

preferred choice given the previously stated objectives of restricting scope to limit 

potential cost and complexity. Similar arguments justify the use of a single com-

posite rather than multiple semantic category tags for a given column, where the 

single composite tag consolidates real-world correspondence information across 

records in a table for that column. 

5.2  Decision-Making Strategies 

As discussed in Section 2.2, the impact of data tagging on decision-making is 

likely to be influenced by the particular decision-making strategy employed. In the 

context of data tagging and data tagging research by Chengular-Smith et al. 

(1999), Fisher et al. (2003), Shanks and Tansley (2002), decision making can be 

viewed as the process of choosing among multiple alternatives described by the 

same set of multiple attributes. Payne et al. (1976, 1993) suggest that a decision-

making strategy is adopted on the basis of a cost-benefit analysis, based on mak-

ing the best possible decision while minimizing the cognitive effort required in 

making the decision. There has been considerable research into decision-making 

strategies (Belton and Stewart 2002, Bouyssou et al. 2000, Clemen and Reilly 

2001, French 1988, Olsen 1996, Rivett 1994, Simon 1983, Simon 1996).  

Olsen (1996) presents a number of important decision strategies, including ad-

ditive (multi-attribute utility approach), conjunctive, outranking, additive differ-

ence, and elimination by attributes. The additive strategy involves evaluating 

each alternative separately by assigning a value to each attribute and combining 

a (weighted) additive expression to give an overall value for that alternative. The 

alternative with the highest overall value is then chosen. The conjunctive strategy 
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uses the principal of satisficing (Simon 1996) to reduce cognitive effort and in-

volves searching alternatives until an alternative is found with the value of each 

attribute exceeding some minimum standard value. The additive difference strat-

egy involves comparing alternatives directly on each attribute and then adding the 

differences to reach a decision. The elimination-by-attributes strategy (and the 

more-complex outranking strategy) involves comparing alternatives by first se-

lecting one attribute and then eliminating all alternatives that do not have the 

required value of that attribute. The process is repeated until only one alternative 

remains. 

Decision-making strategies may be categorized as either alternative- or attrib-

ute-based and compensatory or noncompensatory (Olsen 1996). In alternative-

based approaches multiple attributes of a single alternative are considered before 

other alternatives are processed. In contrast, in attribute-based processing the val-

ues of several alternatives on a single attribute are processed before other attrib-

utes are processed. In compensatory approaches, trade-offs are made between 

attributes and a good value of one attribute can compensate for bad value in other 

attributes. In contrast, in noncompensatory approaches a bad value on an impor-

tant attribute will ensure that an alternative would never be chosen. The additive 

strategy is an alternative-based compensatory strategy whereas the elimination-by-

attributes strategy is attribute based and noncompensatory. These two decision-

making strategies therefore have contrasting properties and provide a useful com-

parison for the purposes of determining whether the impact of data tagging is 

dependent on the decision-making strategy employed. 

6 Conclusion 

This paper explores data quality issues and their impact on decision making. Poor 

data quality can adversely impact decision-making: addressing this issue first 

requires a means of understanding data quality and then techniques for improving 

decision making by improving data quality or by accessing information about data 

quality. The InfoQual data quality framework provides a rigorous and comprehen-

sive means of understanding data quality. With the goal of improving the deci-

sion-making process and outcomes, the framework can be used as a sound basis 

for identifying typical data quality problems, defining improvement strategies to 

address these problems, and defining tags to provide data quality information to 

decision makers.  

Further research is required to find effective means of assessing data quality 

and to understand the impact of data quality on decision-making. In on-going 

research work, the InfoQual data quality framework provides a theoretical founda-

tion for the development of an instrument to assess subjective data quality (Neiger 

et al. 2007) and for defining the semantics of data quality tags. The definition of 

such tags represents the first stage of an empirical study examining the impact of 

data quality tagging on decision-making. The outcome of such research work is 
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significant for practitioners, as determining and storing data quality tags is an 

expensive process. The impact of data quality tagging on decision outcomes must 

be clearly understood before any investment can be justified.  
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CHAPTER 5 

Decision Makers and Their Need for Support 

Dianne J. Hall 

Department of Management, College of Business, Auburn University, Auburn, AL, USA 

Organizational decision-making is a complex process made more difficult by the tumultu-

ous environment in which many of today’s organizations find themselves. At the center of 

the decision-making process is the decision maker; this individual is a synthesis of experi-

ence, skill, values, and perspective. Not only must organizations identify, structure, and 

solve complex problems in an efficient manner; they must coordinate decision makers such 

that each individual’s characteristics expand the decision-making context and improve the 

outcome. Complexities such as these must be supported by systems designed to work 

within a framework of multiple perspectives. 

In this chapter, the author identifies the process of decision-making in various contexts. The 

concept of perspective, both individual and organizational, and how it affects decision-

making processes is introduced and examined. Decision support systems must be designed, 

created, and implemented such that support for the complexities of organizational decision-

making includes not only necessary and relevant information, but also exposure to a wider 

range of perspectives with which to work. 

Keywords: Decision-making processes; Decision-making context; Decision makers; Mul-

tiple perspectives 

1 Introduction 

In the economy of the 21st century, organizations are undergoing major changes in 

an effort to create competitive advantage. Many of the changes revolve around 

developing leaner, flatter, and perhaps more distributed organizations that strive to 

produce more with fewer employees. At the same time, competitive, global, envi-

ronmental, and economic stresses are becoming more prominent. Fewer employ-

ees must not only continue the operations of the organization, but must also be 

cognizant of their impact on these stressors. 

Addressing immediate and urgent issues throughout the organization leaves lit-

tle time for appropriate problem response. Both routine and unique problems may 

be solved by decision-making groups that are not able to fully investigate problem 

definition and structure, gather appropriate temporal data to analyze, perform 

modeling and analysis, or develop reasonable alternative choices of action. This 

inability may cause decisions to be poor or untimely, causing further problems in 

the future. 
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Because it is unlikely that the organizational stressors apparent today will be 

reduced in the near future, it is important that organizations are able to obtain and 

use information systems capable of providing assistance for the above processes. 

One commonly accepted system used in organizations is a decision support sys-

tem (DSS). DSS are designed to complement a decision maker’s ability and exper-

tise by providing information in an efficient manner; they are often relied on as 

a means to formulate efficient and effective decision-making that will guide an 

organization toward its goals. However, despite technological advances that have 

allowed DSS to become more proactive and autonomous, system support is only 

as effective as the context in which it functions and the individuals who use it.  

This chapter discusses the nature of decision-making, organizational context, 

and the decision makers involved. First, a review of organizational decision-

making is presented, followed by a discussion of organizational and individual 

perspectives. This is followed by a discussion of how decision support systems 

can help mediate some of the effects of decision context and perspective. 

2 Organizational Decision-Making 

The traditional view of organizational decision-making is that decision makers go 

through a structured process ranging from classification of the problem to choos-

ing a course of action (Dewey 1910, Simon 1960, Simon 1967, Mintzberg et al. 

1976). Encompassed in this view is the implicit notion that all relevant informa-

tion will be available during all steps of the process, that the manager is able to 

discern what this information is, and that the steps taken will be approached from 

a rational perspective. Despite these rather stringent assumptions, the view has 

persisted. 

2.1  Simon’s Traditional View of Organizational  

Decision-Making 

In the traditional view of decision-making, the steps of the process may be divided 

into three related yet distinct areas based on Simon’s Intelligence-Design-Choice 

(IDC) model (1960). This iterative model is illustrated in Figure 1 and is discussed 

below. 

The intelligence phase begins when a problem or opportunity is first noted. The 

indication of this is primarily a deviation between a desired state and the current 

state. For instance, a retailer may run an advertisement for a particular product in 

the hopes that an oversupply of that product will be alleviated. Two days after the 

advertisement runs in area newspapers, however, there is no noticeable improve-

ment in the level of inventory, nor does there appear to be an increase in business. 

The gap between the desired level of inventory and the current state of inventory 

indicates that the previously chosen action (placing the advertisement) is not 
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working. At this point, the retailer begins to question the symptom in the hopes of 

understanding the underlying problem, and commences the intelligence phase of 

Simon’s (1960) IDC model. 

The first step in the intelligence phase is to classify the problem. Classification 

is based on whether the problem is unique, similar to other known problems, or 

routine. This classification allows the decision maker to begin to formulate a defi-

nition of the problem and the beginning of an action plan. If the problem is routine, 

the remaining steps are likely to be developed through rules or heuristics based on 

prior choices and outcome analyses. Continuing the retail example above, neither 

excess inventory nor low store traffic are unique problems; they are, in fact, routine 

problems with established solutions such as running advertisements or using unad-

vertised management specials. Similar problems may also be addressed by rules or 

heuristics if they are similar enough to known problems. At a minimum, a manager 

is able to begin the analysis process based on similarities to known problems. 

A retail manager who recently began work at a clothing store may not have direct 

experience in excess clothing inventory, but would be able to apply experience in 

excess food inventory to begin to understand the process. Unique problems, how-

ever, often require strict attention to classification and the next steps in the process. 

Following classification, the next step in the intelligence phase is definition. 

While simple in concept, definition can be extremely difficult in practice, particu-

larly in situations where the problem is unique. The number of unknown variables 

in this situation is vast and inherent in its uniqueness is the inability of the decision 

maker to draw on past relevant experience. Thus, the decision maker is required to 

identify not only the problem as stated, but also its important characteristics. The 

problem must have a goal (e. g., inventory reduction) and clear specifications as to 

what constitutes attainment of that goal (e. g., a 50% reduction in inventory without 

reducing the sales price below cost). Incomplete definition or faulty specifications 

can cause multitudes of problems, ranging from gathering irrelevant information to 

developing ineffective or unacceptable solutions. 

Once an opportunity or problem has been identified and defined, reactive infor-

mation gathering begins. This process is considered the third step of the intelligence 

 

Figure 1. Intelligence-design-choice model (Adapted from Simon, 1960) 
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phase, although some information gathering may have occurred during the earlier 

steps. During this step, information gathered may cause changes to the definition or 

classification, requiring those steps to be revisited. Should this be the case, those 

earlier steps are reanalyzed and revised accordingly. Information gathering itself 

requires coordination. The decision maker must be cognizant of the information 

already stored throughout the organization that is relevant to the current problem, 

both as permanent storage and, within the organization’s human resources, as tacit 

knowledge. The gatherer must also know whether appropriate, timely, and relevant 

information exists outside the organization. Should more than one person be en-

gaged in this process, coordination of resources is paramount. 

The process of defining a desired state (e. g., reduction in inventory) occurs 

primarily after initial information gathering and extant knowledge review take 

place. This is the first process of the design phase and requires not only that the 

desired state is defined, but also that paths to the desired states (alternative solu-

tions) are developed. These paths may require assumptions or processes for which 

there is incomplete information. Accordingly, more reactive information gathering 

may be necessary. Any alternative that promises to solve the problem should be 

considered; more developed alternatives will give the decision maker a breadth of 

alternatives from which to choose, likely resulting in a more effective choice. 

Along with alternative generation goes alternative evaluation. For each alternative, 

it is important to ask whether the alternative is within the specifications estab-

lished during the specification step. For instance, giving away inventory would 

certainly achieve the goal to reduce inventory, but would not satisfy the condition 

of maintaining the sale price at or above cost. Thus, this alternative is inappropri-

ate for inclusion in the set of alternatives. An alternative to decrease the sales price 

to 10% over cost is likely to achieve inventory reduction and satisfy the constraint 

of keeping the sales price equal to or greater than cost. Another alternative would 

be to promote a buy one, get one free sale provided the price of the first item is 

high enough to cover both its cost and that of the free item. 

A potential problem during this step is the inability of the decision maker to 

separate what needs to be achieved from what can potentially be achieved. Simply 

stated, the most effective decision begins with a true understanding of the solu-

tions that will undoubtedly achieve the desired end, without consideration of com-

promises or other potential constraints (Drucker 1967). This does not imply that 

constraints or compromises do not affect the decision; however, their impact is felt 

during negotiations necessary to select an alternative. 

Selecting the most effective alternative is the function of the choice phase. This 

stage involves analyzing, comparing, and contrasting the developed alternatives. 

Budget, time, and technical constraints are considered such that the alternative 

with the best anticipated outcome (given the constraints) is selected. For instance, 

the third alternative above (buy one, get one free) will only be chosen if the inven-

tory of the first item is high enough to sustain the promotion, or can be increased 

prior to the promotion date. If neither is the case, the alternative is clearly not the 

best choice. Negotiating will also take place during this phase. For example, as the 

decision makers consider the 10% over cost alternative, they realize that an ad 
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campaign will cost more than the profit recouped at 10% over cost. Thus, a nego-

tiated alternative of 15% over cost or an in-store-only promotion may be sug-

gested. If these negotiated alternatives continue to satisfy the specifications, they 

are viable alternatives. 

Simon (1960) does not include implementation of the action nor subsequent 

analysis of the process or outcome in his treatise. These items have been consid-

ered by others (e. g., Mintzberg et al. 1976, Courtney 2001, Hall et al. 2003, Hall 

and Paradice 2005b) and are acknowledge by Simon. He prefers to consider them, 

however, as new decision-making activity, and states “I shall merely observe by 

the way that seeing that decisions are executed is again decision-making activ-

ity… [which] is indistinguishable” from making more detailed decisions (Simon 

1960, p. 3−4). He also acknowledges that within the model itself are several points 

that can be subdivided into multiple decision processes. This illustrates the com-

plexity behind the seemingly succinct model. These complexities can be exacer-

bated in certain decision-making contexts, particularly those of an affective nature. 

While this model has been proven over time, some of the assumptions underly-

ing it are potentially problematic. The steps imply a potentially infinite amount of 

time as information is gathered and alternatives are analyzed. Further, there is no 

guideline as to the amount of information that should be gathered or the number of 

alternatives that should be developed. The context of the decision is likewise not 

specifically addressed; it may be that context requires deviation from or modifica-

tion to the process. In fact, decision context is a critical factor to consider during 

a decision-making task. 

2.2  Decision-Making Context 

The context of a decision appears simple; it is defined to mean the setting in which 

the decision-making task is taking place. However, that setting may be extremely 

complex when all the factors are considered. Holsapple and Whinston (1996) 

discuss four contexts of decision-making. The first is the management level at 

which the decision is being made and often directly influences the classification of 

the decision from the intelligence phase discussed previously. Routine or func-

tional decisions to address routine problems are made at the operational and lower 

management level. This context involves structured problems that are repetitious, 

easy to define, and have a known quantity of variables and relationships. Deci-

sions made at the middle management level focus on problems that are similar to 

known problems and have some known variables and relationships. Strategic 

decisions are made primarily on unique or ill-structured problems (Mason and 

Mitroff 1973). These problems have a high degree of subjectivity and are difficult 

to define. 

These contexts continue to be common in organizations; however, as organiza-

tions flatten and boundaries between individuals and units blur, more decisions are 

being made at the cross-context level. Rather than make decisions within levels, 

individuals across levels of management may be involved in a decision-making task. 
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As Simon indicated, each decision-making scenario is a complexity of interrelated 

decisions and contexts. Even the simple retail example from above can be used to 

identify the complexities. The store manager cannot act in total isolation from the 

corporate office but must abide by decisions made at the strategic level (no sale price 

lower than 10% over cost, for instance). Thus, a prudent information-gathering act 

would be to verify that this edict is still in place and has not been restated. Similarly, 

there must be some consideration of why the item has excess inventory – a decision 

must be made as to the probable cause of the excess. A related decision may be one to 

solve the problem that caused the excess if possible. This decision is likely to involve 

multiple levels. For instance, the item may have been sent to the store because of 

a corporate policy that all stores will carry similar merchandise but the product is 

unreasonable in the market (e. g., a snow sled in Florida). The store manager may 

have made a bad decision when ordering the item. Another possibility is that the 

salespeople have not displayed or appropriately marketed the item. Each of these 

problems requires very different actions, but each must be addressed to prevent the 

initial decision context (the excess) from recurring. 

The above example also illustrates the notion of emergent versus established 

settings (Holsapple and Whinston 1996, p. 41). Inventory excesses are established 

situations – that is, they are common in the context of a retail store and thus classi-

fied as routine, or at most similar to known problems. As such, it is expected that 

the decision maker(s) will have experience in resolving the problem and that there 

are likely specified guidelines for resolution. Emergent situations, on the other 

hand, encompass those problems classified as unique and may include the upper 

end of similar problems. These problems by definition are primarily ill-structured 

and do not have heuristics on which to rely. Further, they may be so unique as to 

cause difficulties classifying and identifying them. As retail organizations began to 

include online shopping in their business models, this new way of reaching a cus-

tomer presented a unique problem to competitors without a Web presence. With no 

background in online selling, organizations found themselves trying to compete 

against a new way of doing business. 

Degree of concurrency is the third of the decision contexts discussed by Holsap-

ple and Whinston (1996). Again, the retail example can be used. Suppose that ne-

gotiations are underway for a product that will undoubtedly be a hot seller with 

a high profit margin. However, the decision to buy the product may not be made 

for another month, and receiving the product following that decision is likely to 

take several weeks. This product would likely be the ideal candidate for the buy 

one, get one free promotion. However, a decision cannot be made by the store 

manager until a decision is reached about acquiring the product. Thus, the decision 

about how to reduce the excess inventory may be delayed while the product acqui-

sition decision is made. In this situation, the manager may also opt to go ahead with 

the inventory reduction decision without regard for the outcome of the product 

acquisition decision. In a directly related concurrent decision scenario, there may 

not be flexibility in deciding whether to go ahead with the decision. Such is the 

case with manufactured parts where production of one part is required as the basis 

for production of the second part. 
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The last of the decision contexts discussed by Holsapple and Whinston (1996) 

is organization design. Specifically, how an organization manages its units and 

personnel, particularly as applied to decision-making, directly affects the context 

in which a decision is made. For instance, some organizations have centralized 

decision-making where most decisions are made by a select set of individuals. In 

addition, organizations may be tall with an established chain of command where 

decisions are made in a linear fashion. In some instances, decisions are made in 

organizational silos where the effect of the decision is not considered outside the 

unit boundaries. While this appears to be less confounding to the decision-making 

context, it is unrealistic to assume that the actions of one group will not in some 

way affect another. If one store manager offers a great promotion, even if the 

intent is to reduce their specific inventory, it is likely that other company stores in 

the general area will see a reduction in traffic and sales. 

It is evident from the above that even a well-structured decision process con-

tains complexities that may be difficult for a decision maker to identify and ad-

dress. Decision type and context add levels of complexity beyond that inherent in 

a decision scenario. However, true complexity enters the equation when the deci-

sion maker is considered as an individual with beliefs, biases, decision-making 

and cognitive styles, levels of education, and other individual differences that 

must be considered. 

3 In Consideration of Different Decision-Making 

Perspectives 

When speaking of organizational decisions and decision-making contexts, particu-

larly in light of a structured process, it is relatively easy to overlook the complexi-

ties of the decision maker. Few decisions are made in an organization by one indi-

vidual; at minimum, decisions are made by one person on the advice/research/ 

request of others. Each of these individuals approach problems differently. Some 

may react intuitively, preferring to minimize research. Others may be uncomfort-

able making a decision until all information is gathered and analyzed. Still others 

may consider only items of a quantitative nature. While none of these approaches 

may be better than another; each of them must coexist and perform together in 

decision-making contexts. Understanding individual differences and the perspec-

tives that are taken is critical to the understanding of how the decision-making 

process truly works in an organization. 

Individuals make many decisions on a daily basis. Some of these are personal de-

cisions and others are related to their position as an employee. While the context of 

these decisions may differ, there are similarities that underlie each process. How an 

individual perceives, classifies, and defines a problem; how that person engages in 

information gathering; and how analysis of gathered information proceeds is de-

pendent on that individual’s perspective. A perspective may be constructed from 

one’s experiences, values, or beliefs, or a combination thereof. Because of the depth 
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of this perspective, one is generally unaware of the impact it has on decision-making 

processes. Collectively, individual perspectives are apparent as organizational per-

spectives. 

3.1  Organizational Decision-Making Perspectives 

In their book The Unbounded Mind: Breaking the Chains of Traditional Business 

Thinking, Ian Mitroff and Harold Linstone discuss the notion of organizational 

perspectives. Using Edgar Singer’s philosophical basis as a background, they 

developed their Unbounded Systems Thinking (UST) model. This model pro-

motes the use of technical, organizational, and personal perspectives. 

Each of these perspectives has distinct underlying assumptions and values, and 

constructs unique insights to a given problem. The technical perspective embodies 

the scientific worldview and prefers to function with logic and rationality. Its goal 

is to analyze situations in a way that produces a series of possible rational problem 

solutions. Choice or implementation of a solution is secondary to the analysis. The 

technical perspective is a common one in organizations, and works well under 

a structured problem context. It is not effective in situations where the context is 

complex or where there is little or no background information. 

The organizational perspective has a societal worldview and prefers abstract 

thought. An organizational perspective does not imply that it exists only in an 

organization. It may be embodied in either a formal or informal grouping, as large 

as a worldwide religion to as small as a family unit (Mitroff and Linstone 1993, 

p. 99). This perspective pays particular attention to societal impact and to organ-

izational policy, and considers the culture and myths that are the foundation of the 

group. 

The personal perspective has an individualistic worldview and is concerned 

with values and morality. The goal of the personal perspective is individual gain 

of power or influence. When an individual has a strong personal perspective and is 

in a situation to provide leadership within a group, the personal perspective of that 

individual may serve to expand the context of a decision. The personal perspective 

is a function of the individual’s experiences and values, and thus is unique for 

each individual. 

The mode of inquiry as discussed by Mitroff and Linstone (1993) is the way 

that the perspective views a problem and formulates the solution. A functional 

mode of inquiry supports the idea that organizations use inquiry to support or 

achieve organizational objectives, relying on known processes and information to 

facilitate organizational goals and minimally increase organizational knowledge. 

Such a mode is adequate in situations where there are known variables, the prob-

lem is at worst moderately unstructured, and a solution is likely to be attained. The 

interpretive mode of inquiry applies a social theory to information, stressing 

communication and interpretation in the system. Socially oriented knowledge is 

the outcome of this perspective which closely parallels interpretive learning (Hine 

et al. 1996, Hine and Goul 1998). The third mode of inquiry is the critical mode; 
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this mode is concerned with examining the status quo for flaws, conflicts, or con-

tradictions and bringing those shortcomings to light. Both the interpretive and 

critical modes of inquiry management are socially oriented and therefore support 

the human aspect of a system. On the other hand, current approaches to learning 

and decision-making are decidedly functional, with a potential toward some ele-

ment of the interpretive perspective (for instance, group decision support systems). 

Table 1 presents the overall concepts behind the UST model. 

UST maintains that no problem can be adequately analyzed without attention 

being paid to the technical, organizational, and personal perspectives. According 

to Mitroff and Linstone, none of the perspectives by itself “suffices to deal with 

a complex system, but together they give a richer base for decision and action” 

(1993, p. 101). They suggest guidelines for integrating these perspectives, such as 

maintaining a balance among them. Importantly for decision-making, it must be 

recognized that each perspective may recognize, gather, and perceive as important 

vastly different types of information for the same decision context.  

It is generally not human nature to embody multiple perspectives, even when 

one has been made aware of alternative perspectives. This may be a particular 

problem in a group situation if any group member has real or imagined influence 

over the others. Individuals reacting from UST’s personal perspective may affect 

problem reformulation, validation, and information seeking/sharing. Cross, Rice 

and Parker (2001) find that the social context of a group is relevant not only to 

information seeking, but also to problem structuring and decision validation. This 

is particularly important in this era of corporate social responsibility, where deci-

sions made within an organization must not only be evaluated for their impact on 

the organization, but also for their impact on society (Ryan and Scott 1995, Fre-

derick 1998, Chae et al. 2001, Courtney 2001, Hunt and Haider 2001, Soule 2002). 

Although not directly discussing organizational perspectives, Hine and his col-

leagues (1996, 1998) discuss potential problems inherent when individuals of differ-

ing backgrounds and perspectives engage in a decision-making activity. They sche-

matically demonstrate the process of arriving at a shared interpretation that then 

Table 1. Mitroff/Linstone Unbounded Systems Thinking (adapted from Mitroff and Lin-

stone, 1993) 

 Technical  

perspective 

Organizational 

perspective 

Personal 

perspective 

Goal Problem solving, 

product 

Action, stability,  

process 

Power, influence, 

prestige 

General  

characteristics 

Empirical, rational, 

seeks the “truth” 

Altruistic,  

philanthropic, seeks 

human interaction 

Competitive,  

egocentric,  

seeks power 

Mode of  

inquiry 

Functional Interpretive Critical 

Decision  

criteria 

Best fit to data Societal gain Individual gain 
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benefits organizational decision-making. They suggest that organizations develop 

a representation scheme that allows interpretations to be compared. This scheme 

must be able to standardize the perspectives evident in individual interpretations 

such that a common understanding of the differences may occur. From this common 

understanding, conflict may be measured, addressed, and reduced. The authors sug-

gest that an individual’s beliefs form the building blocks of interpretation and there-

fore may be a potential measure for operationalizing and measuring equivocality. 

Courtney (2001) also demonstrates a process of reaching a shared interpretation 

(in his term, shared mental model) and considers individual beliefs as a basis of 

perspective in his paradigm for knowledge management, creation, and decision-

making. The approach put forward by Hine et al. (1996, 1998) is to recognize the 

potential for differing interpretations and to find ways to mediate and synthesize 

those differences, while Courtney (2001) actively encourages a number of per-

spectives in the decision context prior to synthesis. He suggests expanding Mitroff 

and Linstone’s (1993) UST model by adding aesthetic and ethical perspectives 

such that managers, stakeholders, system designers, and others have a foundation 

on which to search for and promote differences in the process of developing the 

shared mental model. 

An organization-wide mental model is critical to organizational learning and ef-

fective group decision-making, but in order to arrive at that state, the individuals 

involved must first broaden the scope of their thinking to understand the thinking 

of those around them (e. g., Hine and Goul 1998). Further, the broader the range of 

perspectives and alternatives considered, the more informed the eventual choice 

(e. g., Keeney 1999, Vahidov and Elrod 1999). More informed choices are better 

and result in more satisfying decisions, all other things being equal (e. g., Men-

necke and Valacich 1998). 

Recognizing and considering other perspectives exposes any different assump-

tions that may be influencing stakeholders, allowing the decision maker(s) to de-

termine which assumptions are accurate and relevant, and consequently to attain 

a better understanding of the problem at hand. Better understanding typically leads 

to better decision-making (e. g., Argyris and Schön, 1996; DiBella and Nevis, 

1998; Hine and Goul, 1998). However, decision makers often engage in the in-

formation gathering and choice processes from a perspective biased by their val-

ues, and are often unaware that they are being affected by them (Guth and Tagiuri 

1965). Thus, it is important that organizations recognize, and provide support for, 

individual values. 

3.2  Individual Values as Decision-Making Perspectives 

Values are discussed prominently in the literature although there is some disagree-

ment regarding the definition and effect of these values. Meglino and Ravlin (1998) 

define a value as an internalized belief regarding appropriate behavior; this impacts 

(among other things) how an individual interprets information. The authors con-

ducted a comprehensive review of the literature and proposed a framework for 
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identifying and classifying existing values research, pointing out the iterative nature 

of values and the way that values can influence both perception and behavior. The 

authors also discussed the need for individuals to reach an understanding of each 

other’s value systems in order to effectively coordinate action such as reaching 

a decision. This is the shared interpretation outcome of interpretive learning (Hine 

et al. 1996, Hine and Goul 1998). 

Shared interpretation requires a method by which individuals agree on a classifi-

cation scheme for interpreting facts and variables in the decision context. Categoriz-

ing can lead decision makers to consider and integrate context-specific information, 

and to make better decisions (Pinsonneault and Kraemer 1989, Benbasat and Lim 

1993, Hilmer and Dennis 2001). Categorization may be facilitated by cognitive map-

ping, a tool that allows individuals to organize their beliefs in a manner that increases 

understanding of their reasoning process. Individual values are frequently referred to 

as cognitive maps (Giola and Poole 1984, Betttenhausen and Murnighan 1985), mak-

ing them a natural candidate not only for categorization, but also for operationalizing 

beliefs. Encouraging the application of values has a positive impact on organizational 

decision-making behavior (e. g., O’Reilly et al. 1991, Schein 1992). 

Value-laden contexts present special problems for negotiating and decision-

making, particularly when an individual’s core values are prominent (Wade-

Benzoni et al. 2002). Providing a social environment in which these value conflicts 

may surface and be addressed may help alleviate biases associated with values and 

mediate affective responses from individual decision makers. An organization that 

has the ability to surface and store multiple value-based perspectives will enhance 

its ability to solve problems (Swanson 1999). The ability to surface the dissention 

created by differing values (and hence value-based perspectives) is necessary for 

interpretive learning (Hine et al. 1996, Hine and Goul 1998). Understanding indi-

vidual values will serve to increase the number of value-based perspectives from 

which an organization may view, interpret, and act on newly acquired information 

and to create knowledge (Hall 2002, Hall and Paradice 2005a). 

Individual values are an integral part of an individual’s behavior, particularly 

early in the decision-making process because they form the foundation of an indi-

vidual’s perspective. Decision support processes and components that enhance the 

use of personal values and promote value attunement can and should be developed. 

However, there has been limited research in the area of personal values and decision 

support, despite research suggesting that individual and organizational values are 

evident in organizations, and that conflict is a natural outcome of a diverse popula-

tion (Kiranne 1990, Schein 1992). When conflict is mediated, the process may lead 

to synthesized perspectives that serve to expand organizational memory and further 

enhance shared interpretation (Hall 2002, Hall and Paradice 2005a). This expanded 

organizational memory also serves to promote understanding of another’s perspec-

tive (perspective taking (Boland Jr. and Tenkasi 1995)), which in turn enhances 

comprehensible communication (Krauss and Fussell 1991), another facilitator of 

shared communication and interpretation. 

Hall and Davis (2006) suggest using individual values to create a decision-

making model. They use the work of Eduard Spranger (1928/1966), who believed 
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that individuals have a value profile that is based on theoretical, social, political, 

religious, aesthetic, and economic values. The theoretical value dimension is 

based on the discovery of truth and knowledge in a rational and scientific way. 

This dimension is very functional and works best when the situation or problem 

can be structured. The social value dimension incorporates an interpretive, philan-

thropic view – it seeks human interaction and considers the impact of action on the 

group or organization as a whole. The political value dimension is concerned with 

prestige and power, often at the expense of others, and incorporates a critical and 

power-oriented view. The religious value dimension aspires to make the world 

a better place, and is based on philosophical and interpretive views. The aesthetic 

value dimension views the world from an artistic, interpretive view and seeks to 

find form and harmony in a given scenario. The economic value dimension arises 

from a functional, practical view and seeks usability and material goods. 

A person may exhibit strong support for one value (e. g., religious), or exhibit 

a pattern of importance to multiple values. For instance, a typical masculine value 

profile is high on the economic, political, and theoretical dimensions and corre-

spondingly low on the religious, social, and aesthetic ones (Allport et al. 1970, 

Lubinski et al. 1996). This deeply ingrained value profile impacts the way that an 

individual views and interprets the world and seeks information. Such a deeply 

founded perspective affects decisions by imparting a value bias that is generally 

not recognized by the individual (Guth and Tagiuri 1965). Value profiles have 

been shown to remain relatively static over time (Lubinski et al. 1996), making 

them an appropriate construct and supporting their use as a measurement tool. 

Values, however, are not exclusive to individuals. 

Organizations exhibit the same types of value profiles, although the economic 

and theoretical dimensions are often predominant in business. In fact, many simi-

larities exist between the Spranger (1928/1966) value dimensions and the business 

value clusters advanced by Frederick (1992). Frederick defined five clusters of 

values necessary for business consideration: economical, environmental, political, 

technological, and that comprised of values within the individual. Using 

Spranger’s (1928/1966) value dimensions together defines the fifth cluster, but 

one can also immediately see the similarities between the first four business clus-

ters and the individual dimensions of the Spranger value profile. Table 2 presents 

a summary and comparison of the various perspectives discussed above. 

Using perspectives such as those shown in Table 2, organizations may be able 

to construct workgroups that represent many perspectives by combining people 

with different perspective strengths. Spranger’s perspectives within individuals, 

for instance, may be quantified by using Allport−Lindzey−Vernon’s study of 

values (1970). This may enhance an organization’s understanding of the perspec-

tives represented among its members, and may help the individuals better under-

stand themselves and the way that perspectives influence their decision-making. 
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4 The Need for Multiple-Perspective Decision 

Support 

Given the above discussion, it is easy to see that understanding the framework an 

individual develops to view and thus interpret their surroundings is important to 

understanding decision-making behavior, and may allow us to predict behavior in 

a specific context. Thus, it is not only important that we strive to understand how 

perspectives affect decision-making, but also that we encourage organizations to 

incorporate as many perspectives into a specific context as possible. This view is 

also represented by others who maintain that organizations should promote ethical 

behavior and social responsibility (e. g., Swanson 1999; Soule 2002). An individ-

ual’s interpretation of events and their subsequent actions are founded on their 

perspective that is defined by their value profile. Thus, the pertinent perspectives 

to address must be all of those that make up an individual’s value profile (theoreti-

cal, social, political, religious, aesthetic, and economic). 

Table 2. Comparison of perspectives 

Spranger 

(1928/1966) 

Theoreti-

cal 

Social Political Religious Aesthetic Economic 

Mitroff  

and  

Linstone 

(1993) 

Technical Organiza-

tional 

Personal    

Courtney 

(2001) 

Technical Organiza-

tional 

Personal Ethical Aesthetic  

Frederick 

(1992) 

Technolo-

gical 

Environ-

mental 

Political   Econo-

mical 

Goal Problem 

solving, 

product 

Action, 

stability, 

process 

Power, 

influence, 

prestige 

Equitability, 

elevation 

of mankind 

Harmony, 

artistry 

Usability, 

pragma-

tism 

General 

characteris-

tics 

Empirical, 

rational,  

seeks the 

“truth” 

Altruistic, 

philan-

thropic, 

seeks 

human 

interaction 

Competi-

tive, 

egocen-

tric, seeks 

power 

Moral, 

ethical, 

seeks unity 

with the 

universe 

Diverse, 

appreciates 

beauty, 

seeks form 

and har-

mony 

Utilitarian, 

wealth-

oriented, 

seeks 

tangible 

goods 

Mode of 

inquiry 

Functional Interpretive Critical Interpretive Interpretive Functional 

Decision 

criteria 

Best fit to 

data 

Societal 

gain 

Individ-

ual gain 

Highest 

level of 

understand-

ing 

Highest 

level of 

harmony 

and design 

Highest 

cost/ 

benefit 

ratio 
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Because value-based perspectives form the basis of an individual’s behavior, 

they must be acknowledged in organizations that wish to surface as many perspec-

tives as possible in a decision-making context (Allport et al. 1951, Lubinski et al. 

1996, Meglino and Ravlin 1998, Hall 2002, Hall and Paradice 2005a, Hall and 

Davis 2006). To accomplish this goal, organizations must encourage interpretive 

relationships among individuals and celebrate the differences of those individuals. 

To reduce conflict between organizational members, these relationships must exist 

in an environment where each perspective is recognized; this environment must 

also allow for continuous updating of individual and organizational perspectives.  

In some decision contexts, such as a crisis or when confronted by a new or 

novel set of circumstances, people may be forced to make decisions with limited 

information or time available for analysis. In such contexts, the set of alternatives 

developed, and ultimately the alternative chosen, may be greatly affected by per-

sonal values and the perspective those values precipitate. Because an individual’s 

perspective affects and biases their response in decision situations, we must build 

systems to help an individual consider multiple perspectives so that the assump-

tions of others are surfaced and analyzed, which in turn may promote shared men-

tal models and a broadened organizational perspective. 

Researchers have called for additional investigation into the human side of de-

cision-making and support. Stohr and Konsynski (1992) suggest a framework for 

decision process research that acknowledges the importance of the complexity of 

people and their individual characteristics, and suggest that those characteristics 

be studied. Meglino and Ravlin (1998) indicate that we know too little about how 

values affect behavior and call for more attention to decision-making behavior 

rather than decision outcome. 

Many researchers have investigated the need for organizations to support multi-

ple perspectives. Hine and Goul (1998) stress the need for organizations to engage 

in interpretive learning, during which members develop their own perspective of 

the organizational environment and work toward forming an organization-wide 

perspective based on these multiple interpretations. Argyris and Schön (1996) and 

DiBella and Nevis (1998) suggest that information stagnation may be reduced and 

organizational learning improved if groups are formed with individuals of different 

backgrounds (hence different perspectives) who are encouraged to interact and 

share their views during information acquisition, problem formulation and/or deci-

sion-making. A study by Kim, Hahn, and Hahn (2000) shows that groups that util-

ize a higher number of perspectives to refine hypotheses regarding problematic 

situations are more likely to correctly identify problems. 

Churchman (1971) approached the problems and benefits of multiple perspectives 

in systems in his book The Design of Inquiring Systems. Of particular importance is 

his Singerian inquirer, based on the writings of E. A. Singer, Jr. The Singerian in-

quirer is the most complex of the inquirers discussed by Churchman (1971), both in 

concept and in the fact that it incorporates other inquirers into its environment. This 

inquirer can be thought of as a continuous process that includes establishment of 

measures, replication, challenge of assumptions, and growth of organizational mem-

ory through knowledge growth by individual employees (Courtney 2001). The goal 
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of the Singerian inquirer is to create verified common knowledge, including vari-

ables such as rules, heuristics, and perspectives from any verified source until 

equivocality in the system has been reduced. If equivocality cannot be reduced using 

existing measures, the sweeping in process is employed. This process is often ac-

complished by encouraging divergent thinking; that is, encouraging users to consider 

alternative perspectives to mediate disagreements. When users routinely use such 

a process to expand how they collect and interpret information, and how they act on 

such information, they have increased their natural image (worldview) (Singer Jr. 

1959). When employees are encouraged to broaden their natural image during activi-

ties such as information acquisition, information discovery, or decision-making, it is 

probable that consensus will be achieved. 

Achieving consensus may be a critical success factor in organizational decision-

making, which is usually accomplished in a group setting. This setting forces social 

interaction to the forefront. Group interaction is an integral part of decision support 

and problem solving, and yet is often overlooked in the literature. Kwok and his 

colleagues (2002) propose that a multi-person, multi-criteria decision model may 

increase the probability of reaching consensus by encouraging communication from 

involved individuals. This communication gives rise to a mutual understanding 

among decision makers who view information and consider alternatives from mul-

tiple perspectives. 

Consensus may be difficult to achieve with traditional decision-making models. 

Naturalistic and classic decision models disagree in their approaches to the decision-

making process and may not be adequate for sustainable decision-making (Hersh 

1999). Sustainable decision scenarios very often impact many diverse individuals or 

groups, making it difficult not only to achieve consensus on a solution, but also on 

the pool of alternatives from which that solution may be chosen. A wider decision 

context requires an extension of the traditional organizational thinking process and 

may be necessary to generate appropriate alternatives. While discussing a frame-

work for management information systems, Gorry and Scott Morton (1971, p. 64) 

suggest that decision quality can be improved by “improving the quality of the in-

formation inputs or (by changing) the decision process.” Infusing multiple perspec-

tives into the decision scenario may accomplish both. 

Development of systems that support multiple perspectives has not been his-

torically evident in the decision support literature (an exception is literature on 

cooperative work and group decision-making) but is becoming more prevalent. 

Janssen and Sage (2000) introduce a support system designed to help an organiza-

tion process information received from a number of viewpoints. Mark (1997) 

discusses the use of conventions (a means to merge multiple perspectives) both 

between and within groups. Stolze (1994) and Finkelstein et al. (1992) suggest that 

uni-perspective approaches in systems development are potentially dangerous. 

Davies and Mabin (2001) suggest that multiple perspectives may be successfully 

merged when framing techniques are properly applied, and that the synthesis of 

the perspectives leads to greater insight and knowledge. 

Courtney (2001) discusses a decision-making paradigm for use in complex, dy-

namic environments. He suggests the use of an inquiring organizational structure to 
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implement such a paradigm, and maintains that, at the center of the paradigm, is 

a structure known as a mental model. This model is guided by an individual’s experi-

ence and value profile that defines the value-based perspective that an individual uses 

to make sense of a new problem scenario and to generate potential solutions. How-

ever, to be effective, a process must be in place that allows individuals to expand their 

mental models in a way that allows alternative perspectives to be evaluated. 

Hall and Davis (2006) extend Courtney’s model with Spranger’s (1928/1966) set 

of six values. Their value-based decision-making model combines the concept of 

interpretive learning with value-based perspectives; initial individual testing indi-

cates that a system can be designed to mediate the effect of individual value bias. 

Hall and colleagues have also demonstrated that the technical, organizational, and 

personal perspectives of an organization can be translated into a multi-agent deci-

sion support system (2005). 

5 Conclusion 

Complex, rapidly changing business environments affect decision makers in sev-

eral ways. Such environments spawn problems and opportunities requiring prompt 

attention. The increasingly large number of interactions between factors in the deci-

sion maker’s environment necessitates that any actions taken be not only rapid but 

also appropriate. Utilizing one perspective gives an individual the ability to focus 

on what the problem is whereas multiple perspectives requires the ability to focus 

on how that problem is being viewed. When multiple perspectives are utilized, the 

what of the problem often changes and the solution may become more evident. This 

process requires the support of a system that can embody beliefs and can work co-

operatively toward multi-perspective problem formulation and decision-making. 

The technology is available to create these systems to support and improve organ-

izational decision-making. Accordingly, more investigation into technological sup-

port for these complex issues is warranted. 
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This chapter explores the role of knowledge management for decision support. Traditional 

decision support focused on provision of analytical tools for calculating optimal solution 

for the decision problems. The modern approach to decision support assumes greater 

autonomy for the decision maker. The role of the system is in assisting a decision maker in 

finding relevant information, which the decision maker can convert to actionable 

knowledge by making sense of the problem situation. This requires the decision support 

system (DSS) to have an extended functionality for supporting knowledge work, including 

memory aids, explanation facilities, and some learning capability. DSSs supporting such 

functionality can be equally termed “knowledge management systems.” This chapter ex-

plores how decision support systems and knowledge management evolved in recent years. 

It identifies complementary features that these two fields furnish in supporting users to 

improve their abilities as intelligent knowledge workers. It argues that although these areas 

originated from different philosophical premises, computerized knowledge management 

has decision support as a core focus; at the same time, decision support systems will benefit 

if built with knowledge management functionality in mind. We suggest calling such 

systems “knowledge work support systems” emphasising the major focus of modern 

technology as a mediator between the user and the cognitive requirements of the task he or 

she needs to perform. We also explore some design principles for such systems following 

a design science approach. 

Keywords: Decision support; Design principles; Intelligent decision support; Organizatio-

nal learning; Knowledge management; Knowledge work 

1 Introduction 

This chapter explores knowledge management (KM) in a decision support context. 

Traditional decision support focuses mainly on provision of some analytical tools 

for better understanding of the decision problem and selection of the “best” 

alternative solution (Turban et al., 2007; Power, 2002). It has been built around 

a generic model of the problem domain, which could have been industry-specific 

or method-specific. The modern approach to decision support assumes greater 
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autonomy for the decision maker. The role of the system is assisting the decision 

maker in finding relevant information, which the decision maker can convert to 

actionable knowledge by making sense of the problem situation. Organizational 

desire for continuous evolution values such actionable knowledge as a source of 

learning, and aims to recognize and manage it as part of its knowledge assets. 

In the KM field some writers have argued against the view—often implicit in 

KM-writings—that KM is an end and is good per se. Our view is that KM is 

a means, not an end, for accumulating organizational capabilities. Snowden (2003) 

states that “Creating the conditions for innovation, along with enabling better 

decision making are the primary goals or functions of Knowledge Management”; 

and Smith et al. (2006) argue for decision- and action-oriented KM which means 

that KM should support decision-making and action-taking as well as that 

decision- and action-outcomes should be managed. Following Snowden and Smith 

et al., our premise in this chapter is that the aim of KM is to support and enable 

better decision making. 

We define KM as a continuous process of acquiring and deploying knowledge 

to improve decision making. When viewed from a KM perspective, a decision-

maker is engaged in a joint cognitive process of problem exploration with 

a decision support system providing necessary intelligent assistance in the areas  

of major uncertainty. Such systems are particularly important in the context of 

knowledge work, which, as defined by Encyclopaedia Britannica, “involves mani-

pulating abstract information and knowledge, rather than directly processing, 

manufacturing, or delivering tangible materials.” Discussing new requirements for 

systems supporting knowledge workers, Roy et al. (2001) emphazise the major 

role for cycles of decision-making as the primary focus of knowledge work “rather 

than a fixed sequence or series of well-defined tasks.” This requires a decision 

support system to have an extended functionality to support knowledge processes, 

such as reasoning, memory aids, explanation facilities, search functions, and some 

learning capability. A DSS supporting such functionality can be equally termed 

a “knowledge work support (KWS) system” (Burstein and Linger, 2003). It should 

be noted that not all decision support systems available or built recently provide 

such functionality. However, all KWS systems built to support knowledge flows 

can be equally useful for intelligent decision support. 

This chapter explores how decision support systems and knowledge manage-

ment have evolved in recent years. It identifies complementary features that these 

two fields contribute in supporting users for improving their abilities as intelligent 

knowledge workers. It argues that although these areas originated from different 

philosophical premises, computerized knowledge management has decision sup-

port as a core focus. At the same time, decision support systems will benefit if 

built with knowledge management functionality in mind. 

Decision support through knowledge management emanates from: (1) intelli-

gent DSS (primarily based on artificial intelligence and expert systems), and (2) 

knowledge management and organizational learning. We examine how these sys-

tems and areas underpin decision support through knowledge management and 

knowledge work support systems. 
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The remainder of the chapter is organized as follows: the next section briefly 

presents the foundations of decision support furnished by knowledge management. 

It is followed by two cases illustrating different critical aspects in knowledge 

management-based DSS. In Section 5 we present some design guidelines and 

principles for KWS systems. In the last section, we suggest directions for further 

research. 

2 The Foundations of Decision Support 

Through Knowledge Management 

Arnott and Pervan (2005) trace and describe the development of the DSS field. 

They identify several sub-groupings of research and practice comprising DSS 

landscape as depicted in Figure 1. In this chapter, we focus on the “new kid on the 

block”—knowledge management-based DSS. Figure 1 depicts this sub-group’s 

evolution and its dual foundations: (1) intelligent decision support systems, and 

(2) knowledge management and organizational learning. Knowledge management-

based DSS evolved from the study of intelligent DSSs, which was founded as an 

enhancement of personal DSSs through integration of theories from artificial 

intelligence and expert systems. Intelligent DSSs are covered in detail in Part 4 of 

this Handbook on Decision Support Systems. The major theoretical foundation for 

an organizational perspective on KWS is knowledge management (KM) and 

organizational learning  (OL).  

 

Figure 1. Evolution of the DSS field (Arnott and Pervan, 2005, p. 69) 
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In the next section, we describe more specifically how these two research fields 

have contributed to the new type of systems to support better integration and 

dynamic interaction between individual and organizational decision-making, 

which is typically expected in knowledge-work support. 

KM has received substantial attention from practitioners and academics since 

the early 1990s—for an extensive material and review of KM, see, Holsapple 

(2003). Organizational competitiveness is increasingly linked to an organization’s 

ability to manage and leverage information and knowledge. Knowledge 

management and decision support have a common aim: to make the decisions and 

actions taken on the basis of information and knowledge more effective and 

efficient. This aim drives the intention to better manage knowledge and thus 

ultimately improves decision making in a knowledge-work context. A goal of KW 

support is to provide decision makers with necessary intelligent assistance to be 

able to generate the right information and knowledge in the right forms, at the 

right times, and at the right costs. 

KM has had an impact on DSS research and practice (Holsapple and Joshi, 

2003). A major conference on “decision support through knowledge management” 

held in 2000 (Carlsson et al., 2000) was a prelude to now commonplace inclusion 

of KM tracks with decision-support overtones in major international conferences. 

Questions addressed by such research included (Carlsson and Lundberg, 2000): 

• How can decision processes and decision makers/knowledge workers be 

supported through KM? 

• What knowledge technologies are useful to enhance and amplify 

decision-making? 

• How can KM concepts support different decision-making paradigms? 

• What are the determinants and obstacles to effective and efficient 

decision support through KM? 

• What are KM methods and techniques and their effects on decision 

making? 

• What political and ethical issues are critical to successful knowledge 

management-based DSS? 

• What are the theories and perspectives on knowledge and what impli-

cations they make for decision support through KM? 

Below we address, in varying degree, the above questions and issues associated 

with supporting non-trivial decision-making of knowledge workers. Specifically, 

we examine first in general terms, and then with two cases, how decision processes 

and decision makers can be supported through KWS systems. Various approaches 

and technologies are presented, drawing both from intelligent DSSs and from KM. 

Case 1 highlights the technological component of KW support. Case 2 highlights 

socio-cultural and organizational issues related to effective and efficient use of KM 

in decision support—that is, a focus on processes and critical success factors for 

getting value from investments in KW support. The next section describes how 

KM and OL underpins KW support, which is followed by a description of how 

intelligent DSS provides a technical infrastructure for KW support. 
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2.1  KM and OL as a Foundation for KW Support 

Commentators on contemporary themes of strategic management stress that 

a firm’s competitive advantage flows from its unique knowledge and how that 

knowledge is managed (Nonaka and Teece, 2001). Some scholars even state that 

the only sustainable competitive advantage in the future will be effective and 

efficient organizational knowledge management (Davenport and Prusak, 1998; 

Nonaka and Takeuchi, 1995; von Krogh et al., 2000). 

Organizations have always “managed” knowledge more or less intentionally. 

The concept of creating, codifying, storing, distributing, exchanging, integrating, 

and using knowledge in organizations is not new, but management practice is 

becoming increasingly more knowledge-focused (Truch et al., 2000). Furthermore, 

organizations are increasingly dependent on specialist competencies and on 

employees using their cognitive capabilities and expertise in performing know-

ledge work (Newell et al., 2002). This leads to the realization that organizational 

intellectual capital is at least as important as its physical counterpart in achieving 

long-term viability (Jashapara, 2004). 

Recent interest in organizational knowledge prompts the issue of how to 

manage knowledge to an organization’s benefit, and suggests information and 

communication technologies (ICT) as the means for managing knowledge to fully 

achieve such benefit. Baskerville and Dulipovici (2006) argue that KM builds on 

theoretical foundations from information economics, strategic management, 

organizational culture, organizational behavior, organizational structure, artificial 

intelligence, quality management, and organizational performance measurement. 

Generally, KM refers to identifying and leveraging the individual and collective 

knowledge of an organization to support that organization in becoming more 

competitive (Davenport and Prusak 1998; Baird and Henderson, 2001). For pre-

sent purposes, we view KM as a broad concept that addresses the full range of 

processes whereby an organization deploys knowledge (Burstein and Linger 

2003). These processes include acquisition, distribution, and use of knowledge  

in the organization. Moreover, we recognize that KM has socio-cultural and or-

ganizational, as well as technological, components (Burstein and Linger, 2006; 

Alavi and Leidner, 2001; Holsapple and Joshi, 2000). We distinguish between 

KM itself and KW support systems. The latter is an intersection of the two com-

ponents above, while the former includes both those components and intelligent 

DSS to provide individual knowledge workers with channels for acquiring, 

creating, and sharing knowledge with the aim of implementing organizational 

learning. 

Numerous views of knowledge are discussed in the information systems, or-

ganizational strategy, management, and organization theory literature, as well as 

in the philosophy literature in general, and the philosophy of science literature in 

particular (Blackler, 1995; Sparrow, 1998). Different views of knowledge lead to 

different conceptualizations of KM and of the role of ICT (Carlsson et al., 1996; 

Alavi and Leidner, 2001). We recognize these different views, but for our focus—
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decision support through knowledge management—we stress the links between 

knowledge, work practice, and decisions. Hence, we focus on knowledge as used 

in decision-making and action-taking. 

While a great deal of KM research is focused on knowledge creation (Alavi and 

Leidner, 2001; Holsapple and Joshi, 1999), KW support technologies can aid 

knowledge storage, retrieval, transfer, and application by supporting individual 

and organizational decision-making, individual and organizational memory, and 

knowledge access. An array of technologies can be used for these aids, for 

example, knowledge repositories and directories, groupware, electronic bulletin 

boards, discussion forums, intelligent DSS, expert systems, and workflow systems 

(Becerra-Fernandez et al., 2004). 

Our view is that the KW support system (KWSS) refers not to a specific 

technology, but rather to a perspective on how to support task-related decision 

processes—decision support through KM—and how ICT can be used to fulfil the 

aim of this perspective. This perspective forms a basis for a task-based KM 

(Burstein and Linger, 2003). According to Burstein and Linger (2003, 2006) KW 

support assists users in overcoming cognitive limitations when performing 

knowledge work, specifically, it facilitates learning, remembering, and sense 

making for specific task performance. A KW support system is a combination of 

intelligent technologies and organizational processes designed to ensure that 

critical knowledge acquired as a result of organizational operations is strategically 

recognized and, where possible, codified for future re-use. 

From an ICT perspective, the term KWSS refers to a class of information 

systems applied to the management of individual and organizational knowledge 

processes and flows. KWSS is an ICT-based system developed and used in order 

to support and enhance organizational processes of knowledge creation, stor-

age/retrieval, transfer, and application in order to support decision-makers (Alavi 

and Leidner, 2001). While not all decision support through KM initiatives involve 

the use of ICT, with warnings against placing an over-emphasis on the use of ICT 

in KM not being uncommon (Davenport and Prusak, 1998; McDermott 1999; 

Swan et al., 1999; Walsham 2001), many KM-initiatives rely on technology as an 

important enabler for supporting complex decision making during knowledge 

work. We emphasize that KWSS should provide support not just for practical task 

performance but for intellectual processes associated with such work. In addition, 

social and cultural issues play a significant role in effective KW support. Later, in 

Case 2 we illustrate such non-technological issues and their impact on organi-

sational operation and performance. 

From an implementation perspective, KWS usually focus on codification of 

knowledge. Tacit knowledge is more difficult to manage, and alternative ap-

proaches have been suggested to manage this type of knowledge, such as know-

ledge networks (Seufert et al., 1999) or communities of practice (Wenger and 

Snyder, 2000). Related to these two KM initiatives, two different KM strategies 

related to KW support have been articulated: the codification strategy and the 

personalization strategy (Hansen et al., 1999). The codification strategy focuses on 

making knowledge explicitly. This strategy requires the use of storage techno-
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logies that make storage and search of knowledge possible. The second strategy 

focuses on supporting networking between employees, thus focusing on creating 

access to people in other business units (e. g., via so-called “yellow pages” or 

knowledge directories). Knowledge directories have the aim of suggesting the 

names of persons having relevant knowledge for the decision at hand. Yellow 

pages are increasingly part of Enterprise Resource Planning (ERP) systems’ 

Human Resource Management (HRM) module. For the rest of the chapter, we 

focus mainly on the codification strategy as the means for managing organizatio-

nal knowledge. 

For the purpose of codification strategy, we can distinguish between different 

types of knowledge and respective methods of collecting and representing it. As 

noted above, the literature presents various ways to define and classify knowledge 

(see for example, Becerra-Fernandez et al., 2004 or Holsapple, 1995). For our 

purpose we distinguish between: (1) proven knowledge, (2) heuristics (knowledge 

that has been found using primarily scientific methods), (3) best practices 

knowledge (knowledge primarily based on empirical methods and pragmatism), 

and (4) narratives (which are declarative recordings of past experiences useful as 

the basis for analogical reasoning). 

Proven knowledge is knowledge that has been proved to be true primarily using 

scientific methods. This type of knowledge is relatively easy to capture and com-

municate, as it mostly exists in explicit form, recordable in words and diagrams. 

Heuristics refers to knowledge that is often found useful. It can also be justified 

using scientific methods, however in a limited specific context. To codify such 

knowledge, one must capture not just pure facts, but also a context in which these 

facts hold true. Best practices, which is knowledge primarily based on empirical 

observation (Davenport and Prusak, 1998), is strongly related to pragmatism: it 

relates to the practical observations of experiences, which have been demonstrated 

to bring useful results every time a particular strategy is employed. Such know-

ledge can have limited application especially in a very dynamic organizational 

context. 

Narratives and stories are forms of knowledge used “for embedding tacit know-

ledge” (Jashapara, 2004). Narratives can inform decision makers because they are 

consolidations of individuals’ experiences. Narratives can be made available to 

decision-makers. Brown and Duguid (1991) found that storytelling allowed in-

dividuals to keep track of the sequences of behaviour and their theories, and 

thereby to work toward imposing a coherent, causal account on apparently random 

sequences of events to decide what to do next. Stories thus also act as repositories 

of accumulated wisdom. Good stories are packages of different causal relation-

ships, and the more complexity and subtlety they capture, the more there is to be 

learned (Klein, 1998). 

In the next section we describe specific technical expectations from KW 

support in a context of intelligent DSS implementation. 
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2.2  Intelligent DSS as a Foundation for KW Support 

Intelligent decision support (IDS) provides technological support for knowledge 

work (Burstein and Linger, 2003). Knowledge work requires additional functionality 

that is not usually available in traditional model-based decision support systems. 

Knowledge production, which is assumed as a by-product of knowledge work 

requires support in learning, memory, and reasoning processes. This functionality is 

required by individuals as well as in supporting interaction within group work by the 

communities of practice. 

IDS assumes deep understanding of the task and assumes that the user has 

a clear mental model of the task, which he or she can share with other members of 

the community of practice in a process of knowledge work. Upon entering the 

process of decision making, a user strives to achieve sufficient understanding of 

the problem in the task in order to figure out alternative actions and how to select 

the “best” or appropriate action based on the user’s knowledge of the context of 

the decision. An IDS allows users of such systems to maintain multiple roles and 

creates explicit channels for facilitating knowledge management lifecycle as 

described in the earlier sections. A task he or she needs to perform generates 

a body of task-specific knowledge, which forms a part of organizational memory 

that can be shared and owned by a Community of Practice. 

In the next section we describe an example of a decision case, which can 

benefit from intelligent decision support to knowledge work. This case will have 

a stronger technical focus than case 2. 

3 Case 1: A KWS System for Improving 

Meteorological Forecasting 

San Pedro and Burstein describe how an intelligent decision support approach can 

be applied to tropical cyclone forecasting (San Pedro and Burstein, 2003; San 

Pedro et al., 2005). A knowledge-management-based approach in this case facili-

tates acquiring and preserving an individual forecaster’s experiential knowledge in 

order to transform it into useful organizational knowledge in a form that is 

sharable and accessible by others in the future. 

Tropical cyclone forecasting is a complex task, which expects that forecasters 

possess and apply a variety of skills and knowledge every time they face it. They 

are required to estimate characteristics of a current cyclone, for example, future 

location, motion, and intensity. They are trained in a wide range of prediction 

techniques and models, which they need to differentiate and apply accordingly, 

depending on local context, available technology, and accepted policies. The 

forecasters face tight deadlines and are under pressure for up-to-date and reliable 

weather prediction. A forecaster faces difficult tasks of assimilating all the 
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available data, of choosing the most appropriate combination of techniques, of 

applying all known analytical models and operational strategies to come up with 

reliable optimal forecast products within time and other resources constraints. 

In general, the forecast process begins with the acquisition of current meteoro-

logical data. A large volume of data needs to be processed multiple times each day 

via parallel manual and computer processing (San Pedro et al., 2005). The 

forecasters often face incomplete and possibly conflicting data coming from 

various sources of observations. The results of manual and computer processing 

are then integrated in the synthesis part of the process. During this synthesis, 

a forecaster is presented with a number of alternatives resulting from computer 

simulation and manual techniques. The forecast products emerge out of this 

process and must be distributed in real-time. Such complex knowledge work un-

doubtedly involves substantial uncertainty and imprecision in the means whereby 

forecast products are produced and delivered. This uncertainty and imprecision 

stems from the application of subjective knowledge and judgments of forecasters, 

as well as from limitations in the accuracy that can be achieved from particular 

mathematical models. 

An intelligent decision support approach has been proposed as a mechanism to 

address the above concerns and uncertainties of that decision situation (San Pedro 

et al., 2005). The aim is to address the challenges of the classical Intelligence-

Design-Choice-Implementation cycle by applying modern approaches to imple-

menting intelligent features. Case-based reasoning (CBR) and fuzzy multicriteria 

decision-making (FMDM) are being used as appropriate approaches for imple-

menting the IDS. CBR is a means for solving a new problem by using or adapting 

solutions to old problems (Kolodner, 1993). It provides a basis for reasoning, 

remembering, and learning; for simulating natural language expressions; for 

improving performance and for providing access to organizational memory. 

Multicriteria decision-making methods solve a decision problem by evaluating 

and comparing a number of alternatives against several, possibly conflicting, cri-

teria and selecting the best alternative based on some aggregation of these evalua-

tions and comparisons (Olson, 1995). Multicriteria decision making modeling is 

used to represent past knowledge when storing it in an appropriate knowledge 

repository for later re-use. 

Under uncertain and imprecise conditions, fuzzy sets are used with multicriteria 

decision-making to provide techniques for modelling preferences, evaluating 

alternatives, aggregating preferences, selecting best alternatives, and ranking or 

sorting alternatives into categories. 

MCDM and fuzzy measurement assist in the representation of domain 

knowledge for modelling decision problems during the Intelligence and Design 

stages, whereas intelligent features of analogical reasoning, learning, and memory 

are facilitated by the CBR component during analysis for making choices and 

implementing selected strategies. 

The proposed CBR-FMDM framework involves iterative application of an 

FMDM evaluation technique that retrieves past cases having similar attributes to 

the current case; matches retrieved past cases with the current case; compares 
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similar past cases with each other to determine the superior ones using the Pareto 

domination principle; and selects those similar cases that best match the current 

case with respect to attributes or criteria of varying importance. This framework 

enhances intelligent support by providing decision makers with an easier, more 

natural interface and incorporating subjective judgment. Such functionality is 

important in situations where there is no way of calculating a strictly optimal 

solution and where expert knowledge of past situations is the only valuable 

resource to improving a current decision-making process. In line with the 

principles of knowledge management, the task of tropical cyclone forecasting is 

addressed in terms of physical task performance, as well as experiential 

knowledge production and learning. The ICT approaches proposed in this case 

study illustrate such possibilities and present a convincing argument about the 

long-term benefits of such systematic knowledge management in this context (San 

Pedro et al., 2005). 

4 Case 2: A KW Support System for Improving 

Operations and Performance 

This is a case of a company-wide initiative to implement a KW support system 

(called Alpha) in an international firm (called Pulp)—for a more detailed 

description of the case, see Carlsson and Kalling (2006). Alpha has been aimed at 

the sharing of manufacturing knowledge to improve operations and performance 

through more effective and efficient decision-making. Pulp has 38 plants (profit 

centers) located in Europe. The knowledge in Alpha was codified from both 

internal sources (from knowledgeable plants) and external sources (from the field 

of science, consultants, alliance partners, machine suppliers, etc.). It is stored in 

a knowledge base and is continuously growing and updated. Knowledge was 

articulated as production methods and procedures, or as recommendations, suitable 

under certain conditions. Methods were documented in memos/reports and in 

knowledge repositories, accessible over the corporate intranet. In total, the 

“library” of methods included thousands of advice documents on machine 

maintenance, machine optimization, scheduling principles, and so on. The 

initiative is administered centrally, by a technical department, including technical 

experts as well as a knowledge base administrator. 

A longitudinal study of the implementation and use of Alpha, using both 

quantitative performance measures (Stage 1) and qualitative data (Stage 2) was 

performed. Through the study it was possible to identify critical processes and 

critical success factors. Stage 1 has revealed that while there might be successful 

knowledge sharing and use, this does not necessarily mean that performance has 

improved. Given the initiative’s goal, stage 1 findings imply that organizations 

embarking on a KW support venture need to accomplish the following three 

managerial phases: 
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1) Knowledge sharing, 

2) Cost or price improvements, and 

3) Profit improvements. 

Six plants singled out for Stage 2 differed from each other in terms of success 

(Table 1). Stage 2 has identified eight further factors that appear to distinguish 

between success (profit improvement) and failure: 

1) Local perception of the sharing initiative, 

2) Aspiration and strategic ambitions, 

3) View on internal competition, 

4) View on the nature of knowledge shared (in Alpha), 

5) Initiative management and control, 

6) Local communication, 

7) Ability to manage strategic implications of learning, and 

8) Corporate control mechanisms. 

These factors are discussed below in accordance with each of the three managerial 

phases. Table 1 illustrates phases that plants have accomplished, and which types 

of factors were associated with each phase. 

Table 1. Phase factors and plant accomplishment 

Process phase accomplished 0 1 2 3 

Factors  1–6 2,8 7,8 

Plant no. 1,2 3 4 5,6 

Phase 1: Managing Sharing 

The first issue was to make sure that knowledge was shared and converted into 

improved production performance. It appeared to be affected by factors 1 to 6. 

Plants 1 and 2, which failed, indicated difficulties in these areas, while the other 

plants did not. 

The local perception of the sharing initiative varied between the plants. The 

successful plants focused more on the knowledge provided by Alpha, and the 

possibilities of the benchmarking setup. Local aspirations and strategic ambitions 

also appeared to discriminate between the plants. One production manager said: 

“Even with the knowledge and experience that I have, I sometimes find radical 

solutions in Alpha. It surprises you, and you never get too much knowledge.” 

A third factor was the view on internal competition. Because the sharing 

initiative included knowledge repositories of both methods and performance 

results, and because there were annual awards, a sense of competition emerged. 

More successful plants embraced internal competition. The view on the nature of 

the shared knowledge showed some interesting differences. In general, part of the 

purpose of the sharing initiative is to articulate (make explicit) knowledge about 

certain work routines. However, it appeared that in this case, less successful plants 

perceive production knowledge to be more tacit and difficult to articulate, than do 
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successful plants. Initiative management and control also differed between 

successful and less successful plants. The initial idea of the central initiative 

management was that plants should set (at least) one-year plans for each machine—

outlining waste, speed, and productivity targets, and then monitor and obtain 

feedback on progress with some regularity. The ambition was that production 

managers should be involved in the local assessments, if not the general manager. 

The intention was also that local plants should have creative meetings and forums 

for discussion about methods and ways to proceed. The less successful plants did 

less in this respect than others.  

A sixth factor refers to plant-internal communication of results and implications. 

It appears that the less successful plants sense an urge to improve communication of 

what has been done and achieved within production to other stakeholders. 

Improvements of activities other than production appear to be perceived as 

potentially conflicting with productivity improvements. 

Phase 2: Managing the Conversion of Knowledge 

Plant 3, although successful in taking on new knowledge, actually failed to 

convert it into cost or sales improvements. Relating it to the eight overarching 

managerial factors, aspirations and strategic ambitions, as well as corporate con-

trol mechanisms, explain a large proportion of plant differences. 

In relation to aspiration and strategic ambition, one issue in plant 3 is that it 

lacked the incentive provided by a competitive market. Its profit levels have 

always (for decades) been high, albeit declining due to recent market entries and 

price cuts. Sales volume has declined as well. The plant strategy has not been 

based on low-price, low-cost, but on a higher degree of differentiation. Plant 3 has 

been relatively slow in cost reductions such as material costs rationalizations and 

cutting labor costs. Plants that did convert production performance into financial 

improvements were more focused on making the necessary changes. 

While the market was perceived as stable, there was no immediate hurry to cut 

costs and further improve margin. The corporate head office, which controlled 

business units mainly through setting up one or two financial targets in relation  

to a budget (corporate control mechanisms), felt no urge to alter or extend tar- 

get variables, as long as units delivered according to budget. There was no mea-

suring of whether improved production performance actually was linked to cost 

reductions. 

Phase 3: Improving Profit Margins 

The third and final concern was related to making sure that improvements in costs 

(or sales) are not offset by other costs or by declining prices. Plant 4 has been 

successful in keeping labor and other costs down, but also experienced declining 

price levels. The ability to manage the strategic implications of learning as well as 

corporate control mechanisms were factors explaining some of the differences 

between successful and non-successful plants. 
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While plant 4 succeeded well with both production performance and cost 

reductions, it also suffered from declining price levels. Four different explanations 

were offered by respondents: (1) increased production performance not only 

reduced costs but also prices through reduced customer-perceived quality, 

(2) sales people simply give away cost cuts to customers through lowered prices, 

(3) causalities were reversed, that overcapacity on markets force price reductions, 

and that price “giveaways” generated respective responses to market forces, and 

(4) leakage of knowledge to competitors, or that of competitors, led to replicating 

the cost cuts. These four explanatory factors could partly be described as an ability 

or inability to manage the strategy implications of learning. One factor that could 

stimulate the ability to deal with the strategic implications is the corporate control 

mechanisms. Extensions of the performance targets to include metrics that 

compare production improvements with profit improvements would have been 

welcome, according to some respondents. 

As noted in Section 2.1, KW support encompasses socio-cultural and organ-

izational as well as technological components. From a technological perspective 

Alpha was a fairly good system. It had, for example, memory aids and explanation 

facilities and was a critical part of Pulp’s organizational learning capability. The 

case describes and explains from a non-technological perspective why a KWS 

system works or fails. The case also illustrates how to address that KW support as 

a means to an end. The major contribution of the case is the description and 

explanation of how some, but not all, of the plants using the KW support turned 

use into “cost or process improvements.” Even fewer plants were able to turn the 

“cost or process improvements” into “profit improvements.” The study suggests 

that contextual factors are critical in getting value from investments in KW 

support. 

5 Design Knowledge and Principles 

for KW Support Systems 

One of the aims of the illustrative cases was to highlight that KW support system 

design is both like and unlike material object, or artefact, design. The first case 

illustrates an architecture focused on material object design. The weather fore-

casting system has its major focus on generating a set of significant knowledge 

objects from the past to be re-usable in similar situations in the future. In this case, 

the level of codification of the past knowledge narratives should be high enough to 

ensure the system’s ability to “make-sense” of the new context in order to find and 

retrieve relevant information to assist the decision maker. Its ability to learn new 

knowledge and collect it for future use means that it supports not only physical 

task performance, but higher-level conceptualization of the activity and production 

of useful learning outcomes to be stored and shared among forecasters as 

a community of practice. Forecasters involved in performing particular knowledge 
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work create a Body of Knowledge, part of which can be formally represented in 

a computable form as part of a knowledge-base of a KWS system. 

Such system implementation necessitates a very deep understanding of the 

nature and requirements of the work activity. Linger and Aarons (2005) and 

Arrons et al. (2005) describe in detail the nature of the forecasters work—demons-

trating explicitly what the specific expectations of the support systems are, from 

the knowledge management perspective. In particular, they highlight deficiencies 

of the current standalone systems, which do not support learning and transparent 

knowledge exchange between the members of the community of practice. Such 

deficiencies are not obvious if assessed from the standard DSS design architecture 

perspective. 

The components of the DSS design [e. g., Dialogue Management (User 

Interface), Data Management, Model Management, Knowledge-based subsystem 

(Turban et al., 2007)] taken in isolation from the context in which they are 

deployed to support specific knowledge workers do not guarantee the overall 

success of the decision support provided. As illustrated in the second case, the 

KW support must be not only technologically good (i. e., good object design), but 

must also fit the overall socio-cultural “landscape” in which the work is per-

formed. The case also illustrates that both technological and non-technological 

implementation process has to be designed and carefully managed. 

From the second case, it appears to be possible to recognize tentative design 

propositions. The identified three phases and eight critical success factors form the 

basis for such design propositions. A tentative design proposition (highest level) 

could say that if you want to achieve profit improvement in an operational 

environment through the use of a KW support then manage all three phases and 

make sure that the critical success factors (CSFs) are fulfilled. This quite generic 

and heuristic design proposition can be broken down to more specific design 

propositions when the context of any problems are recognized and properly 

managed. 

6 Conclusions and Further Research 

This chapter has explored a “new kid on the DSS block”: KM-based DSSs, which 

we refer to as Knowledge Work Support systems. This term better reflects the 

purpose of such a system to satisfy the requirements of knowledge workers and 

knowledge work. We argue that knowledge work support systems are a new 

generation of information systems that explicitly acknowledges two key com-

ponents of modern knowledge work—social and technical, and play the role of an 

integrator to dynamically assist the interaction between the two. 

We have explored the theoretical underpinnings of these types of decision 

support. KWS systems, as represented in Figure 1, have branched out of 

intelligent decision support and transformed into knowledge-management-based 
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decision support in order to meet organizational expectations in creating and 

maintaining evolving knowledge demands. Knowledge-based decision support has 

been described as a process of manufacturing new knowledge by enhancing users’ 

ability to update their prior knowledge based on the information provided by the 

system (Holsapple and Whinston, 1996). Such “manufactured” new knowledge 

requires well-supported recognition and special care if the aim is to include it into 

the cycle of continuous organizational learning. 

Through two cases we have highlighted that to successfully design, build, and 

implement a KWS system the designer is required to (1) design the system 

(traditional object design) and (2) also design the implementation and continuous 

knowledge maintenance process. We have argued that further research on KWS 

support should focus on the development of design propositions that can be used 

by DSS-professionals to ensure higher levels of success and uptake of KWS 

systems as a part of overall technological infrastructure for organizational 

knowledge management. These propositions need to be further field-tested for 

possible refinement and extensions. We expect that well-grounded design 

propositions that have been tested empirically will further advance the field of 

decision support and help “computers [to] mediate and structure the work of 

knowledge workers” (Davenport, 2005, p 55). 
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Academic researchers from many disciplines have been studying computerized decision 

support systems (DSSs) for approximately 40 years. This chapter briefly summarizes the 

history of decision support systems and provides examples of DSSs for each of the catego-

ries in the expanded DSS framework (Power 2002), including communications-driven, 

data-driven, document-driven, knowledge-driven and model-driven DSSs. Trends suggest 

continuing adoption of new technologies in DSS and past events suggest decision support 

may follow the path of other applied design disciplines like computer architecture and 

software engineering. 
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framework 

1 Introduction 

Computerized decision support systems became practical with the development of 

minicomputers, timeshare operating systems, and distributed computing. The his-

tory of the implementation of such systems begins in the mid-1960s. In a technol-

ogy field as diverse as decision support, chronicling history is neither neat nor 

linear. Different people perceive the field of decision support systems from various 

vantage points and report different accounts of what happened and what was im-

portant (Arnott and Pervan 2005, Eom and Lee 1990b, McCosh and Correa-Perez 

2006, Power 2003, Power 2004a, Silver 1991). As technology evolved new com-

puterized decision support applications were developed and studied. Researchers 

used multiple frameworks to help build and understand these systems. Today, one 

can organize the history of DSSs into the five broad DSS categories explained in 

Power (2001, 2002, 2004b), including: communications-driven, data-driven, docu-

ment-driven, knowledge-driven and model-driven decision support systems. 

This chapter traces decision support applications and research studies related to 

model and data-oriented systems, management expert systems, multidimensional 

data analysis, query and reporting tools, online analytical processing (OLAP), 

business intelligence, group DSSs, conferencing and groupware, document man-

agement, spatial DSSs, and executive information systems as the technologies 



122 Daniel J. Power 

emerge, converge and diverge. All of these technologies have been used to support 

decision making. A timeline of major historical milestones relevant to DSSs is 

included in Appendix A. 

The study of decision support systems is an applied discipline that uses know-

ledge and especially theory from other disciplines. For this reason, many DSS 

research questions have been examined because they were of concern to people 

who were building and using specific DSSs. Hence much of the broad DSS 

knowledge base provides generalizations and directions for building more effec-

tive DSSs (Baskerville and Myers 2002, Keen 1980). 

The next section describes the origins of the field of decision support systems. 

Section 3 discusses the decision support systems theory development that occurred 

in the late 1970s and early 1980s. Section 4 discusses important developments to 

communications-driven, data-driven, document-driven, knowledge-driven and 

model-driven DSSs (Power 2002). The final section briefly discusses how deci-

sion support practice, research, and technology is continuing to evolve. 

2 Decision Support Systems Origins 

In the 1960s, researchers began systematically studying the use of computerized 

quantitative models to assist in decision making and planning (Raymond 1966, 

Turban 1967, Urban 1967, Holt and Huber 1969). Ferguson and Jones (1969) 

reported the first experimental study using a computer-aided decision system. 

They investigated a production scheduling application running on an IBM 7094. 

In retrospect, a major historical turning point was Michael S. Scott Morton’s 

(1967) dissertation field research at Harvard University. 

Scott Morton’s study involved building, implementing, and then testing an in-

teractive, model-driven management decision system. Fellow Harvard Ph.D. stu-

dent Andrew McCosh asserts that the “concept of decision support systems was 

first articulated by Scott Morton in February 1964 in a basement office in 

Sherman Hall, Harvard Business School” (McCosh 2002) in a discussion they had 

about Scott Morton’s dissertation. During 1966, Scott Morton (1971) studied how 

computers and analytical models could help managers make a recurring key busi-

ness planning decision. He conducted an experiment in which managers actually 

used a management decision system (MDS). Marketing and production managers 

used an MDS to coordinate production planning for laundry equipment. The MDS 

ran on an IDI 21 inch cathode-ray tube (CRT) with a light pen connected using 

a 2400 bit per second (bps) modem to a pair of Univac 494 systems. 

The pioneering work of George Dantzig, Douglas Engelbart, and Jay Forrester 

likely influenced the feasibility of building computerized decision support sys-

tems. In 1952, Dantzig became a research mathematician at the Rand Corporation, 

where he began implementing linear programming on its experimental computers. 

In the mid-1960s, Engelbart and colleagues developed the first hypermedia–
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groupware system called NLS (oNLine System). NLS facilitated the creation of 

digital libraries and the storage and retrieval of electronic documents using hyper-

text. NLS also provided for on-screen video teleconferencing and was a forerunner 

to group decision support systems. Forrester was involved in building the SAGE 

(Semi-Automatic Ground Environment) air defense system for North America 

completed in 1962. SAGE is probably the first computerized data-driven DSS. 

Also, Professor Forrester started the system dynamics group at the Massachusetts 

Institute of Technology Sloan School. His work on corporate modeling led to 

programming DYNAMO, a general simulation compiler. 

Around 1970, business journals started to publish articles on management deci-

sion systems, strategic planning systems, and decision support systems (Sprague 

and Watson 1979). For example, Scott Morton and colleagues McCosh and 

Stephens published decision support related articles in 1968. The first use of the 

term decision support system was in Gorry and Scott-Morton’s (1971) Sloan 

Management Review article. They argued that management information systems 

primarily focused on structured decisions and suggested that the supporting infor-

mation systems for semi-structured and unstructured decisions should be termed 

“decision support systems”. 

T.P. Gerrity Jr. focused on decision support systems design issues in his 1971 

Sloan Management Review article titled “The design of man-machine decision 

systems: an application to portfolio management”. The article was based on his 

Massachusetts Institution of Technology (MIT) Ph.D. dissertation. His system was 

designed to support investment managers in their daily administration of a client’s 

stock portfolio. 

John D. C. Little, also at the Massachusetts Institute of Technology, was study-

ing DSSs for marketing. Little and Lodish (1969) reported research on MEDIAC, 

a media planning support system. Also, Little (1970) identified criteria for design-

ing models and systems to support management decision making. His four criteria 

included: robustness, ease of control, simplicity, and completeness of relevant 

detail. All four criteria remain relevant in evaluating modern decision support 

systems. By 1975, Little was expanding the frontiers of computer-supported mod-

eling. His DSS, called Brandaid, was designed to support product, promotion, 

pricing, and advertising decisions. Little also helped develop the financial and 

marketing modeling language known as EXPRESS. 

In 1974, Gordon Davis, a professor at the University of Minnesota, published 

his influential text on management information systems. He defined a management 

information system as “an integrated, man/machine system for providing infor-

mation to support the operations, management, and decision-making functions in 

an organization” (Davis 1974, p.5). Chapter 12 was entitled “Information system 

support for decision making” and Chapter 13 was titled “Information system sup-

port for planning and control”. Davis’s framework incorporated computerized 

decision support systems into the emerging field of management information 

systems. 
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Peter Keen and Charles Stabell (1978) claim the concept of decision support 

systems evolved from “the theoretical studies of organizational decision making 

done at the Carnegie Institute of Technology during the late 1950s and early '60s 

and the technical work on interactive computer systems, mainly carried out at the 

Massachusetts Institute of Technology in the 1960s” (p.112). Herbert Simon’s 

books (1947, 1960) and articles provide a context for understanding and support-

ing decision making. 

In 1995, Hans Klein and Leif Methlie noted “A study of the origin of DSS has 

still to be written. It seems that the first DSS papers were published by PhD stu-

dents or professors in business schools, who had access to the first time-sharing 

computer system: Project MAC at the Sloan School, the Dartmouth Time Sharing 

Systems at the Tuck School. In France, HEC was the first French business school 

to have a time-sharing system (installed in 1967), and the first DSS papers were 

published by professors of the School in 1970” (p.112). 

3 Theory Development 

In the mid- to late 1970s, both practice and theory issues related to DSSs were 

discussed at academic conferences including the American Institute for Decision 

Sciences meetings and the ACM SIGBDP Conference on Decision Support Sys-

tems in San Jose, CA in January 1977 (the proceedings were included in the jour-

nal Database). The first International Conference on Decision Support Systems 

was held in Atlanta, Georgia in 1981. Academic conferences provided forums for 

idea sharing, theory discussions, and information exchange. 

At about this same time, Keen and Scott Morton’s DSS textbook (1978) pro-

vided the first broad behavioral orientation to decision support system analysis, 

design, implementation, evaluation, and development. This influential text pro-

vided a framework for teaching DSS in business schools. McCosh and Scott-

Morton’s (1978) DSSs book was more influential in Europe. 

In 1980, Steven Alter published his MIT doctoral dissertation results in an in-

fluential book. Alter's research and papers (1975, 1977) expanded the framework 

for thinking about business and management DSSs. Also, his case studies pro-

vided a firm descriptive foundation of decision support system examples. A num-

ber of other MIT dissertations completed in the late 1970s also dealt with issues 

related to using models for decision support. 

Alter concluded from his research (1980) that decision support systems could 

be categorized in terms of the generic operations that can be performed by such 

systems. These generic operations extend along a single dimension, ranging from 

extremely data-oriented to extremely model-oriented. Alter conducted a field 

study of 56 DSSs that he categorized into seven distinct types of DSSs. His seven 

types include: 
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• File drawer systems that provide access to data items. 

• Data analysis systems that support the manipulation of data by comput-

erized tools tailored to a specific task and setting or by more general 

tools and operators. 

• Analysis information systems that provide access to a series of deci-

sion-oriented databases and small models. 

• Accounting and financial models that calculate the consequences of 

possible actions. 

• Representational models that estimate the consequences of actions on 

the basis of simulation models. 

• Optimization models that provide guidelines for action by generating 

an optimal solution consistent with a series of constraints. 

• Suggestion models that perform the logical processing leading to a spe-

cific suggested decision for a fairly structured or well-understood task. 

Donovan and Madnick (1977) classified DSSs as institutional or ad hoc. Institu-

tional DSSs support decisions that are recurring. Ad hoc DSSs support querying 

data for one time requests. Hackathorn and Keen (1981) identified DSSs in three 

distinct yet interrelated categories: personal DSSs, group DSSs and organizational 

DSSs. 

In 1979, John Rockart of the Harvard Business School published a groundbreak-

ing article that led to the development of executive information systems (EISs) or 

executive support systems (ESS). Rockart developed the concept of using informa-

tion systems to display critical success metrics for managers. 

Robert Bonczek, Clyde Holsapple, and Andrew Whinston (1981) explained 

a theoretical framework for understanding the issues associated with designing 

knowledge-oriented decision support systems. They identified four essential as-

pects or general components that were common to all DSSs: 1. A language system 

(LS) that specifies all messages a specific DSS can accept; 2. A presentation sys-

tem (PS) for all messages a DSS can emit; 3. A knowledge system (KS) for all 

knowledge a DSS has; and 4. A problem-processing system (PPS) that is the soft-

ware engine that tries to recognize and solve problems during the use of a specific 

DSS. Their book explained how artificial intelligence and expert systems tech-

nologies were relevant to developing DSSs. 

Finally, Ralph Sprague and Eric Carlson’s (1982) book Building Effective De-

cision Support Systems was an important milestone. Much of the book further 

explained the Sprague (1980) DSS framework of data base, model base, and dia-

log generation and management software. Also, it provided a practical and under-

standable overview of how organizations could and should build DSSs. Sprague 

and Carlson (1982) defined DSSs as “a class of information system that draws on 

transaction processing systems and interacts with the other parts of the overall 

information system to support the decision-making activities of managers and 

other knowledge workers in organizations” (p.9). 
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4 DSS Applications Development 

Beginning in about 1980, many activities associated with building and studying 

DSSs occurred in universities and organizations that resulted in expanding the 

scope of DSS applications. These actions also expanded the field of decision sup-

port systems beyond the initial business and management application domain. 

A literature survey and citation studies (Alavi and Joachimsthaler 1990, Eom 

and Lee 1990a, Eom 2002, Arnott and Pervan 2005) suggest the major applica-

tions for DSSs emphasized manipulating quantitative models, accessing and ana-

lyzing large data bases, and supporting group decision making. Much of the 

model-driven DSS research emphasized use of the systems by individuals, i. e., 

personal DSSs, while data-driven DSSs were usually institutional, ad hoc, or or-

ganizational DSSs. Group DSS research emphasized impacts on decision process 

structuring and especially brainstorming. 

The discussion in this section follows the broad historical progression of DSS 

research and the first subsection examines model-driven DSSs, then the focus 

turns to data-driven DSSs and executive information systems and notes the grow-

ing prominence of such systems beginning in the late 1980s. The origins of com-

munications-driven DSSs are then briefly explored and the bifurcation into two 

types of group DSSs, model-driven and communications-driven. Developments in 

document storage technologies and search engines made document-driven DSSs 

more widely available as web-based systems. The last subsection summarizes 

major developments in Artificial Intelligence (AI) and expert systems that made 

suggestion or knowledge-driven DSSs practical. 

4.1  Model-Driven DSSs 

Scott-Morton’s (1971) production planning management decision system was the 

first widely discussed model-driven DSS, but Ferguson and Jones’ (1969) produc-

tion scheduling application was also a model-driven DSS. Many of the early deci-

sion systems mentioned in Section 2, e. g., Sprinter, MEDIAC and Brandaid, are 

probably model-driven DSSs. 

Model-driven DSSs emphasize access to and manipulation of financial, optimi-

zation, and/or simulation models. Simple quantitative models provide the most 

elementary level of functionality. Model-driven DSSs use limited data and parame-

ters provided by decision makers to aid decision makers in analyzing a situation, 

but in general large data bases are not needed for model-driven DSSs (Power 

2002). Early versions of model-driven DSSs were called model-oriented DSSs by 

Alter (1980), computationally-oriented DSSs by Bonczek et al. (1981) and later 

spreadsheet-oriented and solver-oriented DSSs by Holsapple and Whinston (1996). 
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The first commercial tool for building model-driven DSSs using financial and 

quantitative models was called IFPS, an acronym for interactive financial planning 

system. It was developed in the late 1970s by Gerald R. Wagner and his students 

at the University of Texas. Wagner’s company, EXECUCOM Systems, marketed 

IFPS until the mid 1990s. Gray’s Guide to IFPS (1983) promoted the use of the 

system in business schools. Another DSS generator for building specific systems 

based upon the analytic hierarchy process (Saaty 1982), called Expert Choice, was 

released in 1983. Expert Choice supports personal or group decision making. 

Ernest Forman worked closely with Thomas Saaty to design Expert Choice. 

In 1978, Dan Bricklin and Bob Frankston co-invented the software program 

VisiCalc (visible calculator). VisiCalc provided managers the opportunity for 

hands-on computer-based analysis and decision support at a reasonably low cost. 

VisiCalc was the first killer application for personal computers and made possible 

the development of many model-oriented, personal DSSs for use by managers. 

The history of microcomputer spreadsheets is described in Power (2000). In 1987, 

Frontline Systems founded by Dan Fylstra marketed the first optimization solver 

add-in for Microsoft Excel. 

In a 1988 paper, Sharda et al. reviewed the first 15 years of model-driven DSS 

research. They concluded that research related to using models and financial plan-

ning systems for decision support was encouraging but certainly not uniformly 

positive. As computerized models became more numerous, research focused on 

model management and on enhancing more diverse types of models for use in 

DSSs such as multicriteria, optimization, and simulation models. 

The idea of model-driven spatial decision support system (SDSSs) evolved in 

the late 1980s (Armstrong et al. 1986) and by 1995 the SDSS concept had become 

firmly established in the literature (Crossland et al. 1995). Data-driven spatial 

DSSs are also common. 

4.2  Data-Driven DSS 

In general, data-driven DSSs emphasize access to and manipulation of a time 

series of internal company data and sometimes external and real-time data. Simple 

file systems accessed by query and retrieval tools provide the most elementary 

level of functionality. Data warehouse systems that allow the manipulation of data 

by computerized tools tailored to a specific task and setting or by more general 

tools and operators provide additional functionality. Data-driven DSSs with on-

line analytical processing (Codd et al. 1993) provide the highest level of function-

ality and decision support that is linked to analysis of large collections of histori-

cal data. Executive information systems are examples of data-driven DSSs (Power 

2002). Initial examples of these systems were called data-oriented DSSs, analysis 

information systems (Alter 1980) and retrieval-only DSSs by Bonczek et al. 

(1981). 
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One of the first data-driven DSSs was built using an APL-based software pack-

age called AAIMS, an analytical information management system. It was devel-

oped from 1970–1974 by Richard Klaas and Charles Weiss at American Airlines 

(Alter 1980). 

As noted previously, in 1979 John Rockart’s research stimulated the develop-

ment of executive information systems (EIS) and executive support systems 

(ESS). These systems evolved from single-user model-driven decision support 

systems and from the development of relational database products. The first EIS 

used pre-defined information screens maintained by analysts for senior executives. 

For example, in the fall of 1978 development of an EIS called Management In-

formation and Decision Support (MIDS) began at Lockheed-Georgia (Houdeshel 

and Watson 1987). 

The first EIS were developed in the late 1970s by Northwest Industries and 

Lockheed “who risked being on the ‘bleeding edge’ of technology.” Few even 

knew about the existence of EIS until John Rockart and Michael Treacy’s article, 

“The CEO Goes On-line,” appeared in the January-February 1982 issue of the 

Harvard Business Review” (Watson et al. 1997, p.6). Watson et. al (1997) further 

note “A major contributor to the growth of EIS was the appearance of vendor-

supplied EIS software in the mid-1980s. Pilot Software’s Command Center and 

Comshare’s Commander EIS made it much easier for firms to develop an EIS by 

providing capabilities for (relatively) easy screen design, data importation, user-

friendly front ends, and access to news services” (p.6). In a related development in 

1984, Teradata’s parallel processing relational database management system 

shipped to customers Wells Fargo and AT&T. 

In about 1990, data warehousing and on-line analytical processing (OLAP) be-

gan broadening the realm of EIS and defined a broader category of data-driven 

DSSs (Dhar and Stein 1997). Nigel Pendse (1997), author of the OLAP report, 

claims both multidimensional analysis and OLAP had origins in the APL pro-

gramming language and in systems like Express and Comshare’s System W. Ny-

lund (1999) traces the developments associated with business intelligence (BI) to 

Procter and Gamble’s efforts in 1985 to build a DSS that linked sales information 

and retail scanner data. Metaphor Computer Systems, founded by researchers like 

Ralph Kimball from Xerox’s Palo Alto Research Center (PARC), built the early 

P&G data-driven DSS. Staff from Metaphor later founded many of the business 

intelligence vendors: The term BI is a popularized, umbrella term coined and 

promoted by Howard Dresner of the Gartner Group in 1989. It describes a set of 

concepts and methods to improve business decision making by using fact-based 

support systems. BI is sometimes used interchangeably with briefing books, report 

and query tools, and executive information systems. In general, business intelli-

gence systems are data-driven DSSs. 

Bill Inmon and Ralph Kimball actively promoted decision support systems 

built using relational database technologies. For many information systems practi-

tioners, DSSs built using Oracle or DB2 were the first decision support systems 

they read about in the popular computing literature. Ralph Kimball was the “doc-
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tor of DSS” and Bill Inmon was the “father of the data warehouse”. By 1995, 

Wal-Mart’s data-driven DSS had more than 5 terabytes of on-line storage from 

Teradata that expanded to more than 24 terabytes in 1997. In more recent years, 

vendors added tools to create web-based dashboards and scorecards. 

4.3  Communications-Driven DSSs 

Communications-driven DSSs use network and communications technologies to 

facilitate decision-relevant collaboration and communication. In these systems, 

communication technologies are the dominant architectural component. Tools 

used include groupware, video conferencing and computer-based bulletin boards 

(Power 2002). 

Engelbart's 1962 paper “Augmenting human intellect: A conceptual frame-

work” is the anchor for much of the later work related to communications-driven 

DSSs. In 1969, he demonstrated the first hypermedia/groupware system NLS 

(oNLine System) at the Fall Joint Computer Conference in San Francisco. Engel-

bart invented both the computer mouse and groupware. 

Joyner and Tunstall’s article (1970) reporting testing of their conference coor-

dinator computer software is the first empirical study in this research area. Murray 

Turoff’s (1970) article introduced the concept of computerized conferencing. He 

developed and implemented the first computer mediated communications system 

(EMISARI) tailored to facilitate group communications. 

In the early 1980s, academic researchers developed a new category of software 

to support group decision making called “group decision support systems”, abbre-

viated GDSSs (Gray 1981, Huber 1982, Turoff and Hiltz 1982). Mindsight from 

Execucom Systems, GroupSystems developed at the University of Arizona, and 

the SAMM system developed by University of Minnesota researchers were early 

group DSSs. 

Eventually GroupSystems matured into a commercial product. Jay Nunamaker 

Jr. and his colleagues wrote in 1992 that the underlying concept for GroupSystems 

had its beginning in 1965 with the development of Problem Statement Lan-

guage/Problem Statement Analyzer at the Case Institute of Technology. In 1984, 

the forerunner to GroupSystems called PLEXSYS was completed and a computer-

assisted group meeting facility was constructed at the University of Arizona. The 

first Arizona facility, called the PlexCenter, housed a large U-shaped conference 

table with 16 computer workstations. 

On the origins of SAMM, Dickson et al. (1992) report that Brent Gallupe, 

a Ph.D. student at the University of Minnesota, decided in 1984 “to program his 

own small GDSS system in BASIC and run it on his university’s VAX computer”. 

DeSanctis and Gallup (1987) defined two types of GDSSs. Basic or level one 

GDSSs are systems with tools to reduce communication barriers, such as large 

screens for display of ideas, voting mechanisms, and anonymous input of ideas 

and preferences. These are communications-driven DSSs. Advanced or level two 
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GDSSs provide problem-structuring techniques, such as planning and modeling 

tools. These are model-driven group DSSs. Since the mid-1980s, many research 

studies have examined the impacts and consequences of both types of group 

DSSs. Also, companies have commercialized model-driven group DSS and 

groupware. 

Kersten (1985) developed NEGO, a computerized group tool to support nego-

tiations. Bui and Jarke (1986) reported developing Co-op, a system for coopera-

tive multiple criteria group decision support. Kraemer and King (1988) introduced 

the concept of collaborative decision support systems (CDSSs). They defined 

them as interactive computer-based systems to facilitate the solution of ill-

structured problems by a set of decision makers working together as a team. 

In 1989, Lotus introduced a groupware product called Notes and broadened the 

focus of GDSSs to include enhancing communication, collaboration and coordina-

tion among groups of people. Notes had its roots in a product called PLATO 

Notes, written at the Computer-based Education Research Laboratory (CERL) at 

the University of Illinois in 1973 by David R. Woolley. 

In general, groupware, bulletin boards, audio and videoconferencing are the 

primary technologies for communications-driven decision support. In the past few 

years, voice and video delivered using the Internet protocol have greatly expanded 

the possibilities for synchronous communications-driven DSS. 

4.4  Document-Driven DSSs 

A document-driven DSS uses computer storage and processing technologies to 

provide document retrieval and analysis. Large document databases may include 

scanned documents, hypertext documents, images, sounds, and video. Examples 

of documents that might be accessed by a document-driven DSS are policies and 

procedures, product specifications, catalogs, and corporate historical documents, 

including minutes of meetings and correspondence. A search engine is a primary 

decision-aiding tool associated with a document-driven DSS (Power 2002). These 

systems have also been called text-oriented DSSs (Holsapple and Whinston 1996). 

The precursor for this type of DSS is Vannevar Bush’s (1945) article titled “As 

we may think”. Bush wrote “Consider a future device for individual use, which is 

a sort of mechanized private file and library. It needs a name, and to coin one at 

random, ‘memex’ will do.” Bush’s memex is a much broader vision than that of 

today’s document-driven DSS. 

Text and document management emerged in the 1970s and 1980s as an impor-

tant, widely used computerized means for representing and processing pieces of 

text (Holsapple and Whinston 1996). The first scholarly article for this category of 

DSS was written by Swanson and Culnan (1978). They reviewed document-based 

systems for management planning and control. Until the mid-1990s little progress 

was made in helping managers find documents to support their decision making. 

Fedorowicz (1993, 1996) helped define the need for such systems. She estimated 
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in her 1996 article that only 5 to 10 percent of stored business documents are 

available to managers for use in decision making. The world-wide web technolo-

gies significantly increased the availability of documents and facilitated the devel-

opment of document-driven DSSs. 

By 1995, the world-wide web (Berners-Lee 1996) was recognized by a number 

of software developers and academics as a serious platform for implementing all 

types of decision support systems (Bhargava and Power 2001). 

4.5  Knowledge-Driven DSSs 

Knowledge-driven DSSs can suggest or recommend actions to managers. These 

DSSs are person-computer systems with specialized problem-solving expertise. 

The expertise consists of knowledge about a particular domain, understanding of 

problems within that domain, and skill at solving some of these problems (Power 

2002). These systems have been called suggestion DSSs (Alter 1980) and know-

ledge-based DSSs (Klein and Methlie 1995). Goul et al. (1992) examined artificial 

intelligence (AI) contributions to DSS. 

In 1965, a Stanford University research team led by Edward Feigenbaum cre-

ated the DENDRAL expert system. DENDRAL led to the development of other 

rule-based reasoning programs including MYCIN, which helped physicians diag-

nose blood diseases based on sets of clinical symptoms. The MYCIN project re-

sulted in development of the first expert-system shell (Buchanan and Shortliffe 

1984). 

Bonczek et al.’s (1981) book created interest in using these technologies for 

DSSs. In 1983, Dustin Huntington established EXSYS. That company and product 

made it practical to use PC based tools to develop expert systems. By 1992, some 

11 shell programs were available for the MacIntosh platform, 29 for IBM-DOS 

platforms, four for Unix platforms, and 12 for dedicated mainframe applications 

(National Research Council 1999). Artificial Intelligence systems have been de-

veloped to detect fraud and expedite financial transactions, many additional medi-

cal diagnostic systems have been based on AI, and expert systems have been used 

for scheduling in manufacturing operation and web-based advisory systems. In 

recent years, connecting expert systems technologies to relational databases with 

web-based front ends has broadened the deployment and use of knowledge-driven 

DSS. 

5 Conclusions: Looking Ahead 

Decision support practice, research and technology continue to evolve. By 1996, 

Holsapple and Whinton had identified five specialized types of DSSs, including 

text-oriented DSSs, database-oriented DSSs, spreadsheet-oriented DSSs, solver-
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oriented DSSs, and rule-oriented DSSs. These last four types of DSSs match up 

with some of Alter’s (1980) categories. Arnott and Pervan (2005) traced the evo-

lution of DSSs using seven sub-groupings of research and practice: personal 

DSSs, group support systems, negotiation support systems, intelligent DSSs, 

knowledge-management based DSSs, executive information systems/business 

intelligence, and data warehousing. These sub-groupings overlap, but reflect the 

diverse evolution of prior research. 

This chapter used an expanded DSS framework (Power 2001, 2002) to retro-

spectively discuss the historical evolution of decision support systems. Beginning 

in approximately 1995, the world-wide web and global internet provided a tech-

nology platform for further extending the capabilities and deployment of comput-

erized decision support. The release of the HTML 2.0 specifications with form 

tags and tables was a turning point in the development of web-based DSS. New 

handheld PCs, wireless networks, expanding parallel processing coupled with very 

large databases, and visualization tools are continuing to encourage the develop-

ment of innovative decision support applications. 

Historians use two approaches to apply the past to the future: reasoning by 

analogy and projection of trends. In many ways, computerized decision support 

systems are like airplanes, coming in various shapes, sizes and forms, technologi-

cally sophisticated, and a very necessary tool in many organizations. Decision 

support systems research and development will continue to exploit any new tech-

nology developments and will benefit from progress in very large databases, arti-

ficial intelligence, human-computer interaction, simulation and optimization, 

software engineering, telecommunications, and from more basic research on be-

havioral topics like organizational decision making, planning, behavioral decision 

theory, and organizational behavior. 

Trends suggest that data-driven DSSs will use faster, real-time access to larger, 

better integrated databases. Model-driven DSSs will be more complex, yet under-

standable, and systems built using simulations and their accompanying visual 

displays will be increasingly realistic. Communications-driven DSSs will provide 

more real-time video communications support. Document-driven DSSs will access 

larger repositories of unstructured data and the systems will present appropriate 

documents in more useable formats. Finally, knowledge-driven DSSs will likely 

be more sophisticated and more comprehensive. The advice from knowledge-

driven DSSs will be better and the applications will cover broader domains. 

The future of decision support systems will certainly be different than the op-

portunistic and incremental innovations seen in the recent past. Decision support 

systems as an academic discipline is likely to follow a path similar to computer 

architecture and software engineering and become more rigorous and more clearly 

delineated. DSS consulting, teaching and research can be mutually supportive and 

each task can help establish a niche for those interested in building and studying 

DSSs whether in colleges of information, business, or Engineering. 

The history of decision support systems covers a relatively brief span of years 

and the concepts and technologies are still evolving. At this point in the evolution 
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of computerized DSS, it is interesting to reflect upon why so many researchers 

have built and studied these systems. What is so intriguing about supporting deci-

sion makers? In the available historical archives of the field, we do not get much 

sense of why the DSS pioneers were interested in this topic. It seems plausible that 

DSS research and development will continue to create both intrinsic and extrinsic 

business and academic research rewards for entrepreneurs, IT staff, managers and 

faculty researchers. 
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Appendix A. Decision Support Systems Time Line 

Year Major Milestones 

1945 Bush proposed Memex 

1947 Simon book titled Administrative Behavior 

1952 Dantzig joined RAND and continued research on linear programming 

1955  Semiautomatic Ground Environment (SAGE) project at M.I.T. Lincoln Lab uses 

first light pen; SAGE completed 1962, first data-driven DSS 

1956 Forrester started System Dynamics Group at the M.I.T. Sloan School 

1960 Simon book The New Science of Management Decision; Licklider article on 

“Man-Computer Symbiosis” 

1962 Licklider architect of Project MAC program at M.I.T.; Iverson’s book A Pro-

gramming Language (APL); Engelbart's paper “Augmenting Human Intellect: 

A Conceptual Framework” 

1963 Englebart established Augmentation Research Center at SRI 

1965  Stanford team led by Feigenbaum created DENDRAL expert system; Problem 

Statement Language/Problem Statement Analyzer (PSL/PSA) developed at Case 

Institute of Technology 

1966 UNIVAC 494 introduced; Tymshare founded and Raymond article on computer 

time-sharing for business planning and budgeting 
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Year Major Milestones 

1967 Scott Morton’s dissertation completed on impact of computer-driven visual dis-

play devices on management decision-making process; Turban reports national 

survey on use of mathematical models in plant maintenance decision making 

1968 Scott Morton and McCosh article; Scott Morton and Stephens article; Englebart 

demonstrated hypermedia–groupware system NLS (oNLine System) at Fall Joint 

Computer Conference in San Francisco 

1969  Ferguson and Jones article on lab study of a production scheduling computer-

aided decision system running on an IBM 7094; Little and Lodish MEDIAC, 

media planning model; Urban new product model-based system called 

SPRINTER 

1970 Little article on decision calculus support system; Joyner and Tunstall article on 

Conference Coordinator computer software; IRI Express, a multidimensional 

analytic tool for time-sharing systems, becomes available; Turoff conferencing 

system 

1971 Gorry and Scott Morton SMR article first published use of term Decision Support 

System; Scott Morton book Management Decision Systems; Gerrity article Man-

Machine decision systems; Klein and Tixier article on SCARABEE 

1973 PLATO Notes, written at the Computer-based Education Research Laboratory 

(CERL) at the University of Illinois by David R. Woolley 

1974 Davis’s book Management Information Systems; Meador and Ness article DSS 

application to corporate planning 

1975 Alter completed M.I.T. Ph.D. dissertation “A Study of Computer Aided Decision 

Making in Organizations”; Keen SMR article on evaluating computer-based 

decision aids; Boulden book on computer-assisted planning systems 

1976 Sprague and Watson article “A Decision Support System for Banks”; Grace paper 

on Geodata Analysis and Display System 

1977 Alter article “A Taxonomy of Decision Support Systems”, Klein article on Fin-

sim; Carlson and Scott Morton chair ACM SIGBDP Conference DSS Conference 

1978 Development began on Management Information and Decision Support (MIDS) 

at Lockheed-Georgia; Keen and Scott Morton book; McCosh and Scott Morton 

book; Holsapple dissertation completed; Wagner founded Execucom to market 

IFPS; Bricklin and Frankston created Visicalc (Visible Calculator) microcom-

puter spreadsheet; Carlson from IBM, San Jose plenary speaker at HICSS-11; 

Swanson and Culnan article document-based systems for management planning  

1979 Rockart HBR article on CEO data needs 

1980 Sprague MISQ article on a DSS Framework; Alter book; Hackathorn founded 

MicroDecisionware 

1981 First International Conference on DSS, Atlanta, Georgia; Bonczek, Holsapple, 

and Whinston book; Gray paper on SMU decision rooms and GDSS 
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Year Major Milestones 

1982 Computer named the “Man” of the Year by Time Magazine; Rockart and Treacy 

article “The CEO Goes On-Line” HBR; Sprague and Carlson book; Metaphor 

Computer Systems founded by Kimball and others from Xerox PARC; ESRI 

launched its first commercial GIS software called ARC/INFO; IFIP Working 

Group 8.3 on Decision Support Systems established 

1983 Inmon Computerworld article on relational DBMS; IBM DB2 Decision Support 

database released; Student Guide to IFPS by Gray; Huntington established Exsys; 

Expert Choice software released 

1984 PLEXSYS, Mindsight and SAMM GDSS; first Teradata computer with relational 

database management system shipped to customers Wells Fargo and AT&T; 

MYCIN expert system shell explained 

1985 Procter & Gamble use first data mart from Metaphor to analyze data from check-

out-counter scanners; Whinston founded Decision Support Systems journal; 

Kersten developed NEGO 

1987 Houdeshel and Watson article on MIDS; DeSanctis and Gallupe article on GDSS; 

Frontline Systems founded by Fylstra, marketed solver add-in for Excel 

1988 Turban DSS textbook; Pilot Software EIS for Balanced Scorecard deployed at 

Analog Devices 

1989 Gartner analyst Dresner coins term business intelligence; release of Lotus Notes; 

International Society for Decision Support Systems (ISDSS) founded by Holsap-

ple and Whinston 

1990 Inmon book Using Oracle to Build Decision Support Systems; Eom and Lee co-

citation analysis of DSS research 1971–1988 

1991 Inmon books Building the Data Warehouse and Database Machines and Decision 

Support Systems; Berners-Lee’s World Wide Web server and browser, become 

publicly available 

1993 Codd et al. paper defines online analytical processing (OLAP) 

1994 HTML 2.0 with form tags and tables; Pendse’s OLAP Report project began 

1995  The Data Warehousing Institute (TDWI) established; DSS journal issue on Next 

Generation of Decision Support; Crossland, Wynne, and Perkins article on Spatial 

DSS; ISWorld DSS Research pages and DSS Research Resources 

1996 InterNeg negotiation software renamed Inspire; OLAPReport.com established; 

1997 Wal-Mart and Teradata created then world’s largest production data warehouse at 

24 Terabytes (TB) 

1998 ACM First International Workshop on Data Warehousing and OLAP 

1999 DSSResources.com domain name registered 

2000 First AIS Americas Conference mini-track on Decision Support Systems 

2001 Association for Information Systems (AIS) Special Interest Group on Decision 

Support, Knowledge and Data Management Systems (SIG DSS) founded 

2003 International Society for Decision Support Systems (ISDSS) merged with AIS 

SIG DSS 
 



 

CHAPTER 8 

Reference Disciplines 

of Decision Support Systems 

Sean B. Eom 

Department of Accounting and Management Information Systems, Southeast Missouri 

State University, Cape Girardeau, MO, USA 

This chapter identifies the roots of decision support system (DSS) research and empirically 

investigates the intellectual relationship between the DSS subspecialties and the reference 

disciplines, using author cocitation analysis of an author cocitation frequency matrix de-

rived from an extensive database of DSS literature covering the period of 1971 through 

1999. The chapter traces a unidirectional flow of intellectual materials to the DSS area from 

its reference disciplines to probe how concepts and findings by researchers in the contribut-

ing disciplines have been picked up by DSS researchers to be applied, extended, and re-

fined in the development of DSS research subspecialties. Author cocitation analysis uncov-

ers several contributing disciplines including multiple-criteria decision making, cognitive 

science, organization science, artificial intelligence, psychology, communication theory, 

and systems science. 

Keywords: Decision support systems; Reference disciplines; Author cocitation analysis; 

Diffusion of research 

1 Introduction 

The area of decision support systems has made meaningful progress over the past 

two decades and is in the process of solidifying its domain and demarcating its 

reference disciplines. Few empirical studies have been conducted to provide con-

crete evidence concerning the bidirectional flow of intellectual materials between 

the decision support system (DSS) area and its reference disciplines. Study of 

reference disciplines helps DSS researchers identify the roots of DSS research and 

the intellectual relationship between the DSS subspecialties and the reference 

disciplines to facilitate development of articulated theory in the field. Studying 

reference disciplines enriches DSS research as investigators adopt their theories, 

methodologies, philosophical bases, and assumptions, as well as assess what these 

theories imply for DSS research (Goul et al. 1992, Keen 1980). This chapter is 

based on several earlier studies including (Eom 1997, Eom 1998, Eom 2000, Eom 

2002, Eom and Farris 1996). 
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2 Data and Research Methodology 

A bibliographic database has been created consisting of cited reference records 

taken from citing articles in the DSS area for the period 1971–1999. A citing arti-

cle is one that: (1) discusses the development, implementation, operation, use, or 

impact of DSSs, or DSS components; or (2) is explicitly related to the develop-

ment, implementation, operation, use, or impact of DSSs or DSS components. The 

database contains 25,339 cited reference records extracted from 1,616 citing arti-

cles. 

Applying author cocitation analysis to this extensive database of DSS literature 

lets us identify the most prominent DSS reference disciplines. Author cocitation 

analysis (ACA) is the principal bibliometric tool used to establish relationships 

among authors in an academic field, and thus can identify subspecialties of a field 

and indicate how closely each of these subgroups is related to each of the other 

subgroups. The cocitation matrix generation system we have developed gives 

access to cited coauthors, as well as first authors. 

Here, a final set of 146 authors is identified by applying the overall cocitation 

frequency exceeding 25 with himself/herself. See McCain (1990) for a detailed 

discussion of several different approaches to compiling a list of authors. The raw 

cocitation matrix of 146 authors is converted to the correlation coefficient matrix. 

The matrix is further analyzed by the factor and cluster analysis program SAS 

(a hierarchical agglomerative clustering program with Ward's trace option) in 

order to identify the intellectual relationships between decision support systems 

and other academic disciplines. The cocitation frequency matrix among all authors 

in the DSS area and its reference disciplines is used as an input to the ACA. All 

multivariate statistical techniques aim to group and classify all author variables 

into several subgroups with common underlying hidden structures. See Eom 

(2003) for a more detailed description of ACA. 

The result of the hierarchical clustering is illustrated in Figure 1 as a dendo-

gram involving hierarchical clustering of six DSS research subspecialities (white 

rectangles) and eight reference disciplines (shaded rectangles). It also shows ex-

ternal heterogeneity between clusters. The DSS research subspecialties that are 

revealed are: foundations, group DSSs, model management, user inter-

face/individual differences, multiple-criteria decision support systems (MCDSSs), 

and implementation. Eight other conceptual groupings define the reference disci-

plines of DSS: systems science, organizational science, cognitive science, artificial 

intelligence, multiple-criteria decision making, communication science, and psy-

chology. 

The remainder of the paper is organized into two major sections. The first of 

these discusses the intellectual relationship between DSSs and business disci-

plines. The other is concerned with non-business disciplines’ contributions to the 

DSS area. 
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3 Intellectual Relationship Between DSS 

and Business Disciplines 

3.1  Organization Science Contributions to DSS 

DSS Design and Organization Science: A detailed understanding of individual, 

group, and organizational decision processes is a prerequisite for effective DSS 

design. DSS researchers have developed several development methodologies such 

as a decision centered approach (Gerrity 1971), an organizational change process 

 

Figure 1. Dendrogram illustrating hierarchical clustering 
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approach (Keen and Scott Morton 1978), the ROMC (representation, operations, 

memory aids, and control mechanisms) approach (Sprague and Carlson, 1982), 

and a systems-oriented approach (Ariav and Ginzberg 1985). The organizational 

change process approach of Keen and Scott Morton necessitates the understanding 

of both the normative decision process that the system is intended to generate and 

the actual decision process that exists. Organizational decision-making models 

such as the rational model, the organizational process model, and the satisficing 

model have contributed to the development of DSS design methodologies. 

Another group of organization scientists, such as Daft and Lengel (1986), has 

sought to answer the question: why do organizations process information? Their 

study of organizational information requirements and the hierarchy of media rich-

ness has been widely cited to justify the implementation of group decision support 

systems (GDSSs) as a tool that conveys the richest information. Daft and Lengel 

contend that organizations can be structured to provide correct and sufficient in-

formation for reducing uncertainty and to provide information of suitable richness 

(defined as the ability of information to change understanding within a time inter-

val) to reduce equivocality as well. The contributions of organization science are 

further detailed in Eom and Farris (1996). 

User Interfaces and Organization Science: Newell and Simon (1972) point out 

that for the individual to be equipped to make correct decisions, an organization 

must place her/him in a psychological environment that will adapt her/his decisions 

to the organization's objectives and that will provide the individual with the infor-

mation needed to make decisions correctly. Mason and Mitroff extend the work of 

Newell and Simon, hypothesizing that “the designers of information systems 

should not force all psychological types to conform to one type of information 

system, rather each psychological type should be given the kind of information to 

which he is psychologically attuned and uses most effectively” (1973, p.478). The 

seminal work of Mason and Mitroff propelled the emergence of the individual 

differences research subspecialty in both management information system and 

decision support system areas, which persisted as a research focal point for nearly 

two decades during the 1970s and 1980s. 

GSS and Organization Science: Delbecq et al. (1975) experimentally compared 

three alternative methods for group decision making: the conventional interacting 

(discussion) group, the nominal group technique, and the Delphi technique. Many  

of these techniques and ideas such as silent and independent idea generation, present-

ing each idea in a round-robin procedure, silent independent voting, and so forth have 

been successfully utilized in the development of group decision support systems. 

3.2  Multiple-Criteria Decision Making Contributions 

to DSS 

Multiple-criteria decision making (MCDM) deals with a general class of problems 

that involve multiple attributes, objectives, and goals (Zeleny, 1982). By their 
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nature, MCDM problems usually have numerous non-dominated solutions. To 

single out a decision alternative, Geoffrion et al. (1972) suggest interactive proce-

dures for multiple-criteria optimization. Keeney and Raiffa (1976) developed the 

theory and methods of quantifying preferences over multiple objectives to help an 

individual decision maker structure multiple objective problems and make 

a choice among a set of pre-specified alternatives. An array of diverse MCDM 

techniques provides decision makers with more flexibility in solving ill-structured 

problems through direct interaction with analytical models. The MCDM algo-

rithms/techniques include ordinal comparisons, pairwise alternative comparisons, 

implicit utility functions, goal programming and analytical hierarchical process, 

and others. 

Zeleny challenges the reader with the following statement: “No decision mak-

ing occurs unless at least two criteria are present. If only one criterion exists, mere 

measurement and search suffice for making a choice” (Zeleny 1982, p.74). An 

important reason for the emergence of MCDM model-embedded decision support 

systems (MCDSSs) is that MCDM complements DSSs and vice versa due to the 

differences in underlying philosophies, objectives, support mechanisms, and rela-

tive support roles (Nazareth 1993). Readers are directed to Eom and Min (1999) 

for a more in-depth discussion. 

3.3  Other Business Discipline Contributions to DSS 

Several business disciplines, not included in Figure 1, have cocitation frequencies 

very close to the cut-off threshold of 25: accounting, economics, management 

science, and strategic management. 

Accounting: To most decision makers, including accountants, maintaining con-

sistency of judgment is critically important. Libby (1981) demonstrates how be-

havioral decision theory developed by cognitive scientists enriches the understand-

ing of accounting problems with an ultimate goal of decision improvement through 

the improvement of the consistency of judgment. His research focuses on the ex-

aminations of the effects of heuristics on the accuracy of judgment using statistical 

decision theory, such as Bayes’ theorem, as a criterion for evaluating intuitive or 

probabilistic judgments. These approaches provided a theoretical foundation for 

developing DSSs (including expert systems) to estimate the probability of bank-

ruptcy, predict fraud, evaluate sample evidence and make sample-size choice in 

audit settings, rank importance of materiality factors, and make many other judg-

ments of probability. 

Economics: DSS researchers have referenced the economic theory of teams to 

explain various issues in designing and implementing group decision support sys-

tems. Especially notable is the theory of games (von Neumann and Morgenstern 

1954), which is concerned with providing strategies for the games, both zero-sum 

and non-zero-sum, played by two or more persons with different interests and con-

strained by different rules of the game. On the other hand, the economic theory of 
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teams of Marschak and Radner (1972) is concerned with the case of several per-

sons who have common interests in making decisions. This theory aims at finding 

economic (optimal and efficient) means of providing information and of allocating 

it among participants in the team decision maker, so that the best results can be 

achieved with respect to common interests of the team participants. 

Management Science: Management science (also known as operations re-

search or quantitative methods) models have been essential elements of DSSs. As 

shown by a previous survey of DSS applications (Eom and Lee 1990b, Eom and 

Kim, 2006), forecasting and statistical models, simulation, integer programming, 

linear programming, and network models are powerful tools that have been in-

creasingly embedded in DSSs. A follow-up survey found that the use of determi-

nistic models such as linear programming and integer programming has been 

increasing (Eom and Lee 1990a). Advances in algorithms such as the large-scale 

primal transshipment algorithm (Bradley et al. 1977) developed by management 

scientists make it possible for unsophisticated users to obtain readily understand-

able outputs (Nemhauser 1993). Advanced implementations of algorithms such as 

simplex methods, the new interior point, branch-and-bound algorithms, and so 

forth have been incorporated in commercially available software tools for DSS 

development (e. g., Excel). 

Strategic Management: Porter's (1980, 1985) work on techniques for analyz-

ing industries and competitors and creating/sustaining superior performance, as 

well as the multidimensional framework of Fredericks and Venkatraman (1988), 

have provided an impetus and theoretical basis for developing DSSs that 

• analyze an organization’s external environment, its industry’s trends, 

mergers and acquisitions, and product/market position, 

• facilitate strategic planning at various levels (corporate, division, depart-

ment) and with various functions, plus selecting a grand strategy, 

• manage a portfolio of new product development research projects, 

• evaluate strategy and support integrated strategic planning processes, 

• managing organizational crises (Eom et al. 1997). 

4 Intellectual Relationship Between DSSs 

and Non-business Disciplines 

4.1  Systems Science Contributions to DSSs 

Systems science originated from the experimental sciences, general systems the-

ory, and cybernetics. It has evolved into a distinct field concerned with the devel-

opment of theory to explain the structure and behavior of various systems. The 

systems approach is the application of systems theory and systems thinking to real 

world systems: it aims at a better understanding of the organization as a system 
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and at predicting future states of the organization through model building. The 

essence of the systems approach is explained by Ackoff (1975, p.viii): 

A system is a whole that cannot be taken apart without loss of its essential 

characteristics, and hence it must be studied as a whole. Now, instead of ex-

plaining a whole in terms of its parts, parts began to be explained in terms of 

the whole. 

Systems Science and Implementation: A great deal of information systems re-

search has been motivated by the belief that the user's cognitive style should be 

considered as an important factor in the design of decision support systems and 

management information systems, and that decisions seem to be a function of 

a decision maker's cognitive makeup (which differs for different psychological 

types). In the 1970s and 1980s, researchers in this area focused on (1) useful clas-

sification of behavioral variables for attaining successful system design, (2) con-

sideration of the system user's cognitive style/psychological type in the design and 

implementation of the successful system (Mason and Mitroff 1973, Zmud 1979), 

and (3) the evaluation of graphical and color-enhanced information presentation 

and other presentation formats (Dickson et al.1977). 

Churchman and Schainblatt (1965) laid out a matrix that explains the types of 

confrontation between the manager and the scientist that may cause the implemen-

tation problem. The implementation matrix was further extended by Huysmans 

(1970) and Doktor and Hamilton (1973) to conclude that the cognitive styles of 

users/managers did affect the chances of implementation. Subsequently, the ma-

jority of researchers on DSS implementation research have expanded the imple-

mentation success factors to include, in addition to cognitive styles, other user-

related factors such as personality, demographics, and user-situational variables, 

and have focused on the empirical examination of the relationship between the 

user-related factor and implementation success (Alavi and Joachimsthaler 1992). 

Systems Science and DSS Design: Churchman (1971) developed the theory of 

designing inquiring systems, which defined a set of necessary conditions for con-

ceiving a system. The set of conditions provides the system designer with a set of 

precepts for building an integral system. Ariav and Ginzberg (1985) applied his 

theory of design integrity to designing effective DSSs. They asserted that effective 

DSS design must explicitly consider a common set of DSS elements simultane-

ously including DSS environment, task characteristics, access pattern, DSS roles 

and function, and DSS components. This strongly reflects Churchman's view that 

“all systems are design nonseparable” (Churchman 1971, p.62). Attempts are 

being made to apply his theory of designing inquiring systems to collaborative, 

human-computer problem solving to enhance creativity (Angehrn 1993). 

4.2  Cognitive Science Contributions to DSSs 

The central component of cognitive science is the study of the human adult's typi-

cal cognitive activities such as language understanding, thinking, visual cognition, 
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and action. This is achieved by drawing on a number of disciplines such as lin-

guistics, artificial intelligence, philosophy, cognitive psychology, neuroscience, 

and cognitive anthropology (Von Eckardt 1993). Of these numerous contributing 

disciplines, cognitive psychology has been especially influential in the develop-

ment of the individual differences/user interface, implementation, and foundation 

subspecialties of the DSS area (see Figure 1). Cognitive psychology deals with the 

study of visual information processing; neuroscience and neural networks; cogni-

tive skills in problem solving; reasoning (including reasoning about probability); 

judgment and choice; recognizing patterns, speech sounds, words, and shapes; 

representing descriptive and procedural knowledge; learning and memory; and 

structure and meaning of languages, including morphology and phonology. 

Cognitive Science and Foundation: Tversky and Kahneman (1974) describe 

an aspect of human cognitive limitation: cognitive biases that arise from the reli-

ance on judgmental heuristics. They show that people rely on several heuristic 

principles in making judgments under uncertainty (representativeness, availability 

of instances, and adjustment from an anchor), which are usually effective, but lead 

to systematic and predictable errors. Einhorn and Hogarth (1981) have reviewed 

behavioral decision theory to place it within a broad psychological context. In so 

doing, they emphasize the importance of attention, memory, cognitive representa-

tion, conflict, learning, feedback to elucidate the basic psychological processes 

underlying judgment, and choice. They conclude that decision makers use differ-

ent decision processes for different tasks. The decision processes are sensitive to 

seemingly minor changes in the task-related factors. 

Cognitive Science and User Interfaces: The theory of problem solving ad-

vanced by Newell and Simon (1972) recognizes many of the dimensions along 

which the total human system can vary (e. g., tasks, time scale, phylogenetic 

scale), although their theory was not directly concerned with personality variables 

(individual differences). The limitations of the human information processing 

system, a relatively slow serial processor with small short-term memory (Newell 

and Simon 1972), and the study of cognitive biases (Tversky and Kahneman 

1974) contributed to the development of the ROMC approach to the user interface 

design (Sprague and Carlson 1982). The ROMC approach emphasizes that a focus 

for user interface design is to provide users with familiar representations (graphs, 

plots, maps, charts, etc.) in order to communicate some aspect of the decision to 

other persons, and that several types of memory aids should be provided to extend 

the users’ limited memory. 

Cognitive psychology (Einhorn and Hogarth 1981, Tversky and Kahneman 

1974, Winograd and Flores 1986), imagery theory, dual-coding theory, structured 

modeling, and problem-solving theory (Newell and Simon, 1972) have made im-

portant contributions toward a better understanding of the relationship between the 

effectiveness of problem structuring and an individual’s general thinking skills. Loy 

(1991) finds that a user's ability to create and use visual images is positively related 

to better problem-solving and problem-structuring performance. His findings imp- 

ly that further DSS research is necessary to develop interactive graphics-based 



 Reference Disciplines of Decision Support Systems 149 

problem-structuring aids which can provide effective support for decision makers 

who do not possess highly developed visual thinking skills. 

Cognitive Science and Implementation: The theory of Newell and Simon 

(1972) has been applied to understand relationships between problem presentation 

to decision makers and successful implementation of DSSs. The organization of 

the problem representation significantly influences the structure of the problem 

space and the problem-solving processes decision makers use. Therefore, when 

their problem-solving processes are adapted to the problem representation, deci-

sion makers make effective decisions, and this leads to successful implementa-

tions of DSSs. 

4.3  Artificial Intelligence Contributions 

to DSS Model Management 

Since 1975, model management has developed as an important DSS research 

specialty that encompasses several topics including model construction, model 

base structure and representation, and model base processing (Blanning 1993). 

Artificial intelligence (AI), as depicted in Figure 1, has strongly influenced the 

development of the model management subspecialty. The concept of knowledge-

based model management systems was introduced to support tasks of formulating 

a new decision model and/or choosing an existing model from the model base, 

analyzing the model, and interpreting the model's result (Bonczek et al. 1979, 

1980, Elam et al. 1980, Elam and Konsynski 1987). Other researchers present the 

use of artificial techniques for determining how models and data should be inte-

grated and for representing models and developing mechanical methods for auto-

matic selection, synthesis, and sequencing of models in response to a user query 

(Bonczek et al. 1981, Blanning 1982, Dutta and Basu 1984). See Elam and Kon-

synski (1987), Blanning et al. (1992), and Chang et al. (1993) for a thorough re-

view of the application of AI to enhance DSS capabilities of model management. 

Goul et al. (1992) assert that future DSS research must reflect the reality from 

AI that machine-based intelligence has become an important aspect of computer-

based support for humans. They address a need for revising the definition and 

focus of DSS to include the idea that selected tasks, in limited domains, involving 

human decision maker judgment and intuition can be performed by computer-

based intelligent agents as well as humans. A subsequent survey has found that 

there are DSS applications in which knowledge-based DSSs are indeed replacing 

human decision makers' judgments (Eom et al.1997). 

Research of intelligent agents (known also knowbots, softbots, or adaptive sys-

tems) is an emerging interdisciplinary area involving investigators from such di-

rections as expert systems, decision support systems, cognitive science, psychol-

ogy, databases, and so on. According to Riecken (1994), the primary purpose of 

agent research is to develop software systems that engage and help all types of end 

users in order to reduce work and information overload, teach, learn, and perform 
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tasks for the user. In the 1992 Franz Edelman DSS prize-winning paper, Angehrn 

(1993) introduces the conversational framework for decision support as a basis of 

a new generation of active and intelligent DSSs and executive information sys-

tems. The active DSS is equipped with the tools (stimulus agents) that will act as 

experts, servants, or mentors to decide when and how to provide advice and criti-

cism to the user, while the user formulates and inquires about his or her problems 

under the continuous stimulus of electronic agents. This is an important step in the 

evolution of knowledge-based organizations (Holsapple and Whinston 1987). 

These intelligent DSSs will increasingly have the ability to learn from their ex-

periences, thereby adapting to users and situations (Mirchandani and Pakath 1999) 

4.4  Psychology Contributions to Group DSSs 

Psychology appears to be one of the major disciplines that has greatly influenced 

the development of DSSs intended to support the multiple participants engaged in 

making a group decision. Psychology is a diverse field with many branches such 

as cognitive psychology (as discussed earlier), industrial and organizational psy-

chology, and social and behavioral psychology. Social psychology applies the 

scientific method of systematic observation, description, and measurement to the 

study of human social behavior – how human individuals behave, feel, and inter-

act, and how they influence, think, and feel about one another (Brehm and Kassin 

1990). The social behavior of the individual can be analyzed with a focus on one 

person, dyads of two people, and groups of three or more people. It seeks to dis-

cover how people are influenced, why they accept influence, and what variables 

increase or decrease the effectiveness of social influence (Aronson 1998). It stud-

ies human behaviors such as aggression, attraction, prejudice, conformity, self-

justification, and interpersonal communication. 

An important issue in the study of GDSSs is how to minimize the dysfunctions 

of group interaction processes such as evaluation apprehension, cognitive inertia, 

domination by a few individuals, and so on. In devising GDSSs to minimize the 

dysfunctions, researchers have sought to build on and extend the research results 

of group dynamics, which seeks the answer to the following question: How is 

behavior influenced by others in a group? In the area of group dynamics, Shaw 

(1981) and McGrath (1984) provide an integrative conceptual framework for syn-

thesizing the voluminous body of group research and present approaches to the 

study of groups. They examine factors that facilitate or inhibit group behavior and 

problem solving as an interrelated process of social interaction. The factors in-

clude the physical environment of groups, personal characteristics of group mem-

bers, group composition, group structure, leadership, group tasks and goals, and so 

forth. According to McGrath (1984), all groups can be classified as: vehicles for 

delivering social influence; structures for patterning social interaction; or task 

performance systems. He focuses on the nature, the causes, and the consequences 

of group interaction processes, defined as dynamic interplay of individual and 

collective behavior of group members. 
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A series of experiments by psychologists such as Diehl and Stroebe (1987) 

conclude that “individuals brainstorming alone and later pooling produce more 

ideas, of a quality at least as high, as do the same number of people brainstorming 

in a group” due to several possible reasons such as evaluation apprehension, free 

riding, and production blocking. A significant finding of Diehl and Strobe's ex-

periments is their recognition of the magnitude of production blocking impacts on 

productivity loss of brainstorming groups. By manipulating blocking directly, 

Diehl and Strobe (1987) were able to determine that production blocking accounts 

for most of the productivity loss of real brainstorming groups. Therefore, their 

findings suggest that it might be more effective to ask group members first to 

develop their ideas in individual sessions; then these ideas could be discussed and 

evaluated in a group session. 

Siegel and others (1986) investigate the behavioral and social implications of 

computer-mediated communications, seeking to answer the question: do com-

puter-mediated communications change group decision making? Results of their 

experiments suggest that simultaneous computer-mediated communication signifi-

cantly affects efficiency, member participation, interpersonal behavior, and group 

choice, when compared to the face-to-face meetings. Using computerized com-

munication, they found that it took more time to develop group consensus, and 

fewer remarks were exchanged. However, more decision proposals were intro-

duced. Computer-mediated communication showed more equal participation of 

group members and more uninhibited communication; in addition, decisions devi-

ated further from initial individual opinions. For overviews of the extensive litera-

ture on how GDSSs affect the group losses and gains recognized by social psy-

chologists, see Nunamaker et al. (1997) and Fjermestad and Hiltz (1999, 2001). 

Janis and Mann (1977) analyzed psychological processes involved in conflict, 

choices, commitment, and consequential outcomes and advance a descriptive 

conflict theory. Their theory is concerned with when, how, and why psychological 

stress generated by decisional conflict impinges on the rationality of a person’s 

decisions and how people actually cope with the stresses of decisional conflicts. 

Based on the theoretical assumptions derived from extensive research on the psy-

chology of stress, Janis and Mann provide a general theoretical framework for 

integrating diverse findings from psychological/behavioral science research and 

reviewed the main body of psychological/behavioral science research concerning 

the determinants of decisional conflicts. 

Osborn (1963) is another psychologist whose work has influenced the devel-

opment of the GDSS subspecialty. He argues that most human mental capacities 

such as absorption, retention, and reasoning can be performed by computers, with 

the exception of the creative ability to generate ideas. He further contends that 

nearly all humans have some imaginative talent. Osborn identifies two broad 

classes of imagination (controllable and uncontrolled by the will of the individ-

ual). GDSS researchers have focused on extending his idea about human imagina-

tion that can be driven at the will of the individual, by investigating how it can be 

further developed by a GDSS. 
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4.5  Communication Theory Contributions to GDSSs 

The study of human communication is an interdisciplinary field investigating 

communication processes of symbolic interaction (Littlejohn 1982).The field of 

human communication is broadly divided into interpersonal, group, organiza-

tional, and mass communication. Communication theorists (e. g., Fisher 1970, 

1980) have addressed questions of group decision making such as: How do groups 

affect individuals? What factors contribute to task output? 

Stemming from the human communication school of thought, coordination the-

ory has been proposed as a guiding set of principles for developing and evaluating 

GDSSs. Coordination theory analyzes various kinds of dependencies among ac-

tivities and investigates the identification and management of coordination proc-

esses (Malone and Crowston, 1994). Research in the interdisciplinary study of 

coordination is grounded in several disciplines such as computer science, organi-

zation science, management science, economics, psychology, and systems science. 

General systems theory in particular (Churchman 1971, Churchman 1979) pro-

vides cybernetic models of the interplay between computers, group members, 

goals, and other factors. 

4.6  Contributions to the DSS Field 

from Other Disciplines 

Computer Science: Database management (Chen 1976, Maier 1983, Ullman, 

1982), from the discipline of computer science, has substantially influenced deci-

sion support system foundations, architectures, and implementations since the 

early days of the DSS field (Bonczek et al. 1978, 1981, Sprague and Carlson 

1982). Ongoing innovations in database management, such as multi-dimensional 

data models, data warehousing, data marts, high level query languages, and dis-

tributed databases continue to be important to DSS progress. 

Database management has also impacted the DSS specialty area of model man-

agement. The structured modeling approach of Geoffrion (1987) is an extension of 

the entity-relationship data model and advocates a set of model manipulation op-

erators. In the model processing area, Blanning (1982) investigates important 

issues in the design of relational model bases and presents a framework for devel-

opment of a relational algebra for the specification of join operations in model 

bases. Dolk and Konsynski (1984) developed a model abstraction structure for 

representing models as a feasible basis for developing model management sys-

tems. Dolk and Kottemann (1993) attempt to connect both AI and database man-

agement systems to evolve a theory of model management via model integration 

that relies heavily on relational database theory. They speculate that the emer-

gence of a theory of model management is inevitable. 
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In addition to data base management, computer scientists, such as Shneiderman 

(1987), have influenced the development of research in the subspecialty of DSS 

user interface design and evaluation. 

Knowledge Management: The emergent, cross-functional discipline of know-

ledge management (KM) is too new to appear in the cocitation analysis. Neverthe-

less, it is inextricably related to the subjects of decision making and decision sup-

port (Holsapple and Whinston 1983, 1987, Holsapple 1995, Jones 2006). Looking 

ahead, it is likely to serve as a significant DSS reference discipline. 

5 Conclusion 

Decision making with its attendant issues is a subject of research in many disci-

plines. To contribute to a full understanding of DSS as a field of study, we have 

examined, in a historical context, the intellectual connections of decision support 

systems research to a variety of reference disciplines. We have shown that DSS 

research has benefited from the investigations of business disciplines such as 

organization science, management science (including MCDM), accounting, and 

strategic management. It has also benefited from the investigations of many dis-

ciplines outside the business arena such as artificial intelligence, systems science, 

psychology, cognitive science, computer science, and communication theory. 

Through a thorough examination of the intellectual relationships between DSS 

research subspecialties and contributing disciplines, we can observe patterns of 

positive, constructive interactions. First, ideas, concepts, and terms (e. g., elec-

tronic meeting, groupware, teleconferencing) were coined by researchers in di-

verse academic disciplines. Second, research findings in reference disciplines such 

as AI and MCDM have been applied to forge new DSS research subspecialties 

such as artificially intelligent decision support systems and multiple-criteria deci-

sion support systems. Third, reference disciplines such as database management 

have been applied and extended to build a theory of models as a guide to the man-

agement of models in DSSs. Research based on the well-established reference 

disciplines with abundant theories is most likely to lead to the development of new 

theories. However, there is also a danger in extending ideas from other disciplines. 

More than a decade of intense research on cognitive styles and individual difference 

research, extending the ideas and works of Newell and Simon (1972) to derive opera-

tional information systems design principles, appears to have come to an end. Huber 

(1983) concluded that the accumulated research findings as well as further cogni-

tive style research are unlikely to lead to operational guidelines for DSS designs. 

On the other hand, many ideas developed from psychologists, communication 

theorists, organization scientists, and computer scientists have positively contrib-

uted to the emergence of new research in areas such as GDSSs. 
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CHAPTER 9 

DSS Architecture and Types  

Clyde W. Holsapple 
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This chapter presents a generic architecture that provides terminology for discussing deci-

sion support systems and furnishes a unifying framework for guiding explorations of the 

multitude of issues related to designing, using, and evaluating these systems. The architec-

ture is comprised of four main subsystems: language system, presentation system, know-

ledge system, and problem-processing system. By varying the makeup of these four ele-

ments, different types of decision support systems are produced. Several of the most 

prominent types of decision support systems are described from an architectural viewpoint.  

Keywords: Architecture; Decision support system; DSS; Framework; Knowledge system; 

Language system; Presentation system; Problem-processing system 

1 Introduction 

As the prior chapters suggest, decision support systems are defined in terms of the 

roles they play in decision processes. They provide knowledge and/or knowledge-

processing capability that is instrumental in making decisions or making sense of 

decision situations. They enhance the processes and/or outcomes of decision mak-

ing. A decision support system (DSS) relaxes cognitive, temporal, spatial and/or 

economic limits on the decision maker. The support furnished by the system al-

lows a decision episode to unfold 

• in more-productive ways (e. g., faster, less expensively, with less effort),  

• with greater agility (e. g., alertness to the unexpected, higher ability to 

respond), 

• innovatively (e. g., with greater insight, creativity, novelty, surprise), 

• reputably (e. g., with higher accuracy, ethics, quality, trust), and/or 

• with higher satisfaction by decisional stakeholders (e. g., decision par-

ticipants, decision sponsors, decision consumers, decision implementers) 

versus what would be achieved if no computer-based decision support were used. 

These concepts are illustrated in Figure 1.  

The black box, which represents a decision process, can be thought of as: be-

ing sliced into Simon’s three stages of intelligence, design, and choice; containing 
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a particular decision mechanism such as optimization, elimination-by-aspects, or 

nominal group technique; being improvised or having a predefined infrastructure; 

being simple and fixed or as a complex, adaptive process; and so forth. As the 

two windows into the decision process indicate, the process can involve the ac-

tions of a DSS as well as other participants. The decision sponsor, participant(s), 

implementer, and consumer may be distinct individuals; or, an individual may 

play more than one of these roles. When a DSS (or multiple DSSs) is involved in 

a decision process, it affects the process and its outcome in at least one of the 

indicated PAIRS (productivity, agility, innovation, reputation, satisfaction) direc-

tions (Hartono and Holsapple 2004). 

Within the foregoing notion of what DSSs are, there is wide variation in terms 

of possible DSS application domains, particular characteristics of DSSs, function-

alities designed into these systems, approaches that are offered for interacting with 

them, ways in which DSSs are incorporated into decision processes, and kinds of 

benefits that accrue from DSS usage. Such variations are examined at length in the 

many chapters that follow. This chapter introduces an architecture that is shared 

by all DSSs, giving a unified way of thinking about them. Care must be taken to 

understand that the architecture does not define what a DSS is; rather, it functions 

as an ontology that gives a common language for design, discussion, and evalua-

tion of DSSs, regardless of their manifold variations. 

An architecture is essentially a framework for organizing our thoughts about 

something. It identifies the major elements to be considered in developing and 

using something. The general architecture of houses identifies such important 

elements as a plumbing system, an electrical system, an air-treatment system, and 

a system of rooms. It also identifies relationships among these elements. Similarly, 

the architecture of decision support systems can be described by a generic frame-

work that identifies essential elements of a DSS and their interrelationships. These 

elements are various kinds of systems that are configured in a certain way. 

 

Figure 1. The role of a decision support system in decision making 
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Here, we begin with an overview of the four generic systems that are basic 

elements of any DSS. Their relationships to each other and to the DSS’s users are 

shown to be simple and straightforward. We then examine several more-special-

ized DSS frameworks that are special cases of the generic framework. Each char-

acterizes one category of DSSs, such as text-oriented DSSs, database-oriented 

DSSs, spreadsheet-oriented DSSs, solver-oriented DSSs, rule-oriented DSSs, and 

compound DSSs. 

2 The Generic Architecture 

for Decision Support Systems 

Structurally, a decision support system has four essential components: 

• a language system (LS) 

• a presentation system (PS) 

• a knowledge system (KS) 

• a problem-processing system (PPS) 

These determine its capabilities and behaviors (Bonczek et al. 1980, 1981a, Dos 

Santos and Holsapple 1989, Holsapple and Whinston 1996). The first three are 

systems of representation. A language system consists of all messages the DSS 

can accept. A presentation system consists of all messages the DSS can emit. 

A knowledge system consists of all knowledge the DSS has stored and retained. 

By themselves, these three kinds of systems can do nothing, neither individually 

nor in tandem. They are inanimate. They simply represent knowledge, either in the 

sense of messages that can be passed or representations that have been accumu-

lated for possible future processing. 

Although they are merely systems of representation, the KS, LS, and PS are es-

sential elements of a DSS. Each is used by the fourth element: the problem-

processing system. This system is the active component of a DSS. A problem-

processing system is the DSS’s software engine. As its name suggests, a PPS is 

what tries to recognize and solve problems (i. e., process problems) during the 

making of a decision. Figure 2 illustrates how the four subsystems of a DSS are 

related to each other and to a DSS user. The user is typically a decision maker or 

a participant in a decision maker. However, a DSS developer or administrator or 

some data-entry person or device could also be a DSS user. In any case, a user 

makes a request to the DSS by selecting a desired element of its LS. This could be 

a request to accept knowledge, to clarify previous requests or responses, to solve 

some problem faced by the decision maker, to detect problems, and so forth. Once 

the PPS has been requested to process a particular LS element, it does so. This 

processing may very well require the PPS to select some portion of the KS con-

tents, acquire some additional knowledge from external sources (e. g., a user), or 

generate some new knowledge (perhaps using selected or acquired knowledge in 
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doing so). The processing can change the knowledge held in the KS by assimilat-

ing generated or acquired knowledge. The PPS can emit responses to the user by 

choosing what PS elements to present.  

Thus, some PPS behaviors are overt (witnessed by the user via PPS emission of 

PS elements) and others are covert (strictly internal, yielding assimilations of 

knowledge into the KS). A problem-processing system does not always have to be 

reactive, in the sense of producing behaviors that are reactions to a user’s request. 

PPS activity can be triggered by events that are detected inside the DSS or outside 

the DSS (Holsapple 1987). For instance, a particular change to the KS content 

may trigger some covert or overt PPS behavior such as alerting the user about the 

need for a decision about some disturbance or an entrepreneurial opportunity. 

Similarly, the acquisition of a particular fact about the DSS’s environment (via 

a monitoring device, for example) may trigger overt or covert PPS behavior such 

as analysis of a situation’s plausible outcomes with the results being assimilated 

into the KS for subsequent use. 

The first-order PPS abilities as described above are consistent with previous 

characterizations of the generic architecture, but they are also expanded based on 

primary knowledge-manipulation activities identified in the collaboratively engi-

neered knowledge-management ontology (Holsapple and Joshi 2002, 2003, 2004). 

The five knowledge-manipulation abilities depicted in Figure 2 are the primary, 

front-line abilities that comprise a DSS’s contributions to the outcome of a par-

ticular decision episode. These abilities are exercised by the PPS as it works to 

find and/or solve problems within a decision process.  

The second-order abilities of a PPS shown in Figure 2 are concerned with over-

sight and governance of first-order abilities within and/or across decision episodes. 

 

Figure 2. Basic architecture for decision support systems 
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These, too, expand on previous characterizations of the generic DSS architecture 

based on the knowledge-management ontology, which identifies coordination, con-

trol, and measurement as important influences on the arrangement and interplay  

of the five knowledge manipulation within and across knowledge-management 

episodes (Holsapple and Joshi 2000, 2003, 2004). These influences may be whol- 

ly exerted by users; or, as Figure 2 indicates, a decision support system’s PPS  

may be equipped to govern its own exercise of first-order knowledge-manipulation 

abilities.  

Coordination refers to a PPS ability of arranging knowledge-manipulation 

tasks, and the knowledge flows that connect these tasks, into particular configura-

tions and sequences in the interest of PAIRS results for decision processes. These 

manipulation tasks and knowledge flows can be performed by the PPS itself, by 

users of the DSS, or a mixture of both computer and human processors. In addi-

tion to governing processing patterns, the coordination ability also involves the 

allocation or assignment of particular processors (computer or human) to particu-

lar knowledge-manipulation tasks. Control refers to the ability to ensure the qual-

ity (validity and utility), security, privacy, and sufficiency of knowledge process-

ing that occurs in the course of a decision process in the interest of PAIRS results. 

Measurement refers to the ability to track processing and outcomes within and 

across decision-making episodes in terms of desired criteria. Such measurements 

become a basis for evaluating DSS performance, and perhaps for implementing 

adaptive DSSs which are able to improve their behaviors over time based on their 

decision support experiences.  

As Figure 2 illustrates, the generic DSS architecture recognizes that multiple 

types of knowledge may be accommodated within a DSS’s knowledge system. 

The most basic of these are descriptive knowledge (often called information), 

procedural knowledge, and reasoning knowledge (Holsapple 1995). The first is 

knowledge that describes the state of some world of interest. It could be a past 

state, present state, future state, expected state, speculative state, and so forth. The 

world could be actual, potential, hypothetical, symbolic, fixed, dynamic, physical, 

intellectual, emotive, and so forth. In contrast, procedural knowledge characterizes 

how to do something (perhaps in one of the worlds of interest). It is a step-wise 

specification of what to do in order to accomplish some task or explore some di-

rection. Neither descriptive nor procedural in nature, reasoning knowledge speci-

fies what conclusion is valid when a specific situation is known to exist. It speci-

fies logic that links a premise with a conclusion. The semantics of this linkage can 

be varied, including causal, correlative, associative, definitional, advisory, or ana-

logical relationships. 

Knowledge of one or more of the three types will exist in the KS of every DSS. 

All of this knowledge is susceptible to use by the PPS abilities. The three vertical 

bars depicted in the knowledge system of Figure 2 indicate three knowledge orien-

tations that cut across the knowledge types: domain, relational, and self. Know-

ledge oriented toward a domain is the descriptive, procedural, and/or reasoning 

knowledge that the PPS uses in grappling with the subject matter of that decision 

domain. Relational knowledge is what the decision support system knows about 



168 Clyde W. Holsapple 

those with whom it interacts. This includes such KS contents as profiles of user 

preferences, capabilities, and behaviors, plus knowledge about interpreting LS 

elements and picking PS elements. Self knowledge is what the DSS knows about 

its own capabilities and behaviors, including KS contents about the structure of 

the KS itself and characterizations of what is allowed into the KS via the PPS 

assimilation activity. It is fair to say that most DSSs tend to focus on the treatment 

of domain knowledge, although the other two knowledge orientations can be very 

important from a PAIRS viewpoint.  

Figure 2 illustrates a way of organizing the LS and PS contents into subsets 

based on the semantics of messages. Some of these subsets may be quite small or 

even empty for a particular DSS. Yet another way of categorizing LS requests and 

PS responses could be based on distinctions in the styles of messages rather than 

differences in their contents. Stylistic distinctions can be quite pronounced, and 

a particular DSS may have requests or responses in more than one stylistic cate-

gory. A DSS’s user interface is defined by its LS, its PS, its PPS abilities of know-

ledge acquisition and emission, and its KS contents that the PPS uses for interpret-

ing LS elements and for packaging knowledge into PS elements. 

In the generic DSS architecture, we see the crucial and fundamental aspects 

common to all decision support systems. To fully appreciate the nature of any 

specific decision support system, we must know about the particular requests that 

make up its LS, the particular responses that make up its PS, the particular know-

ledge representations allowed (or existing) in its KS, and the particular know-

ledge-processing capabilities of its PPS. If we are ignorant of any of these, then 

we cannot claim to have a working knowledge of the DSS. Nor are we in a posi-

tion to thoroughly compare and contrast the DSS with other decision support sys-

tems. Developers of DSSs are well advised to pay careful attention to all four 

components when they design and build decision support systems. 

3 A Brief History Generic Architecture’s Evolution 

The generic architecture for decision support systems began to take shape in the 

mid-1970s (Holsapple 1977). In this formative stage, the workings of the problem 

processor were emphasized, encompassing such abilities as perception (including 

decoding of user requests and finding paths to needed knowledge in the KS), prob-

lem recognition, model formulation, and analysis. It also emphasized the integra-

tion of units of data and modules of procedural knowledge in a computer-based 

representation that the problem processor could access. This representation in-

volved extensions to traditional database-management notions, allowing the treat-

ment of both descriptive and procedural knowledge. 

Although the ideas of a language system and presentation system were implied 

in the early rendition of the architecture, they did not become explicit until later 

(Bonczek et al. 1980, 1981a, Holsapple 1984, Dos Santos and Holsapple 1989). 
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The initial work on the framework recognized that a KS could hold (and a PPS 

could process) types of knowledge other than the descriptive and procedural varie-

ties. Since then, the possibilities for including reasoning knowledge in a KS have 

been explored in greater depth (Bonczek et al. 1981b, Holsapple 1983, Holsapple 

and Whinston 1986, 1996).  

The original discussion of the architectural framework advocated incorporation 

of artificial intelligence mechanisms into DSSs to produce intelligent decision 

support systems. This was further developed (Bonczek et al. 1979, 1980, 1981a, 

1981b, Holsapple and Whinston 1985, 1986) and, today, it is not unusual to find 

such mechanisms in the PPSs and KSs of decision support systems.  

The original discussion of the architecture emphasized the importance of 

knowledge representation and processing in the functioning of a DSS and ad-

vanced the idea of a generalized problem-processing system. This is a PPS that is 

invariant across a large array of DSSs and decision-making applications, with all 

variations being accommodated by different KSs that all work with the same PPS. 

An implementation of this concept appeared in 1983 in the guise of the Know-

ledgeMan (i. e., the Knowledge Manager) tool for building decision support sys-

tems (Holsapple and Whinston 1983, 1988). This commercial implementation 

integrated traditionally distinct knowledge-management techniques into a single 

processor that could draw on diverse kinds of objects in a KS (including cells, 

fields, variables, text, solvers, forms, charts, menus, and so on) within the context 

of a single operation during a problem solving task. Software integration has 

become increasingly common. KnowledgeMan was expanded to add a rule man-

agement capability, yielding a generalized PPS (called Guru) for building artifi-

cially intelligent DSSs (Holsapple and Whinston 1986, Osborn and Zickefoose 

1990). 

With the rise of multiparticipant DSSs, devised to support multiple persons who 

engage in making a joint decision, the generic architecture expanded to include 

a coordination ability within the PPS, and distinctions between private versus pub-

lic portions of the KS, LS, and PS were identified (Holsapple and Whinston 1996). 

Each private segment of the KS is comprised of knowledge representations that are 

accessible to only to a particular user (e. g., a particular participant involved in the 

joint decision), whereas the public portion of the KS holds knowledge representa-

tions accessible to all participants in joint decision making. Each private subset of 

the LS is comprised of those messages that the PPS will accept only from a particu-

lar participant, whereas all participants can invoke any of the messages in the LS’s 

public segment. Similarly, each private subset of the PS is comprised of those mes-

sages that the PPS will emit only to a particular participant, whereas all participants 

can view any of the messages in the PS’s public segment.  

With the emergence of knowledge management as a field of substantial re-

search over the past decade, the architecture’s PPS second-order abilities have 

been further expanded as shown in Figure 2. The architecture allows for meas-

urement and control abilities as described previously. Also, the naming of PPS 

first-order abilities has been somewhat adjusted to conform to knowledge-mana-

gement theory. 
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4 DSS Variations 

Although the generic architecture gives us a common base and several fundamen-

tal terms for discussing decision support systems, it also lets us distinguish among 

different DSSs. For instance, two DSSs could have identical knowledge and pres-

entation systems but differ drastically in their respective language systems. Thus, 

the language a user learns for making requests to one DSS may well be of little 

use in making requests to the other DSS. The two LSs could vary in terms of the 

style and/or content of requests they encompass. Or, they could vary in terms of 

dividing lines between public versus private segments. 

As another example, two DSSs could have identical PPSs and similar LSs and 

PSs. Even the kinds of knowledge representations permitted in their KSs could be 

the same. Yet, the two DSSs might exhibit very different behaviors because of the 

different knowledge representations actually existing in their KSs. Moreover, 

either could exhibit behaviors today it was incapable of yesterday. This situation is 

commonly caused by alterations to its KS contents through either the acquisition 

or generation of knowledge that is subsequently assimilated. That is, a DSS can 

become more knowledgeable. 

Even though a relatively generalized problem processor can exist, DSSs can also 

differ by having diverse PPSs. All PPSs possess the first-order abilities of acquisi-

tion, selection, assimilation, and emission. Many have a knowledge-generation 

ability too. The exact character of each ability can differ widely from one problem-

processing system to the next. For example, the selection and generation abilities of 

one PPS may be based on a spreadsheet technique for managing knowledge, 

whereas that technique is entirely absent from some other PPS that emphasizes 

database-management or rule-management techniques for handling knowledge. 

This implies KS differences as well. When a PPS employs a spreadsheet processing 

approach, the DSS’s knowledge system uses a corresponding spreadsheet approach 

to knowledge representation. In contrast, if a DSS’s problem processor relies on 

a database-management technique for processing knowledge, then its KS must 

contain knowledge represented in terms of databases. In other words, DSSs can 

differ with respect to the knowledge-management techniques with which their PPSs 

are equipped and that govern the usable representations held in their KSs. 

Many special cases of the generic DSS architecture can be identified by view-

ing KS contents and PPS abilities is in terms of the knowledge-management tech-

niques employed by a DSS. Each technique characterizes a particular class of 

decision support systems by: 

• restricting KS contents to representations allowed by a certain know-

ledge-management techniques(s), and 

• restricting the PPS abilities to processing allowed by the technique(s). 

The result a specialized architecture with the generic traits suggested in Figure 2, 

but specializing in a particular technique or techniques for representing and pro-

cessing knowledge (Holsapple and Whinston 1996). 
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For example, a special class of decision support systems uses the spreadsheet 

technique of knowledge management. The KS of each DSS in this class consists 

of descriptive and procedural knowledge represented in a spreadsheet fashion. The 

PPS of such a DSS consists of software that can acquire knowledge for manipulat-

ing these representations, select or generate knowledge from them, and present 

them in a form understandable to users. In contrast, the DSS that uses a database-

management technique has very different representations in its KS, and it has 

a PPS equipped to process them rather than providing spreadsheet representations. 

Although both spreadsheet and database DSS classes adhere to the generic archi-

tecture, each can be viewed in terms of its own more specialized framework. 

Several of the more common specialized frameworks are examined here: text, 

hypertext, database, spreadsheet, solver, expert system, and compound frameworks. 

Each characterizes a type or class of decision support systems. Many other DSS 

types are conceivable. Most tend to emphasize one or two knowledge-management 

techniques for representing KS contents and defining PPS behaviors. As we intro-

duce these special cases of the generic architecture, we also present broad outlines 

of corresponding knowledge-management techniques that they employ. Subsequent 

chapters examine many of these types of DSSs in greater detail.  

4.1  Text-Oriented Decision Support Systems 

For centuries, decision makers have used the contents of books, periodicals, let-

ters, and memos as textual repositories of knowledge. In the course of decision 

making, their contents are available as raw materials for the manufacturing pro-

cess. The knowledge embodied in a piece of text might be descriptive, such as 

a record of the effects of similar decision alternatives chosen in the past, or a de-

scription of an organization’s business activities. It could be procedural know-

ledge, such as passage explaining how to calculate a forecast or how to acquire 

some needed knowledge. The text could embody reasoning knowledge, such as 

rules of thumb indicating likely causes of or remedies for an unwanted situation. 

Whatever its type, the decision maker searches and selects pieces of text to be-

come more knowledgeable, to verify impressions, or to stimulate ideas. 

In the 1970s and especially in the 1980s, text management emerged as an im-

portant, widely used computerized means for representing and processing pieces 

of text. Although its main use has been for such clerical activities (preparing and 

editing letters, reports, and manuscripts, for instance), it can also be of value to 

decision makers (Keen 1987, Fedorowicz 1989). The KS of a text-oriented DSS is 

made up of electronic documents, each being a textual passage that is potentially 

interesting to the decision maker. 

The PPS consists of software that can perform various manipulations on contents 

of any of the stored documents. It may also involve software that can help a user in 

making requests. The LS contains requests corresponding to the various allowed 

manipulations. It may also contain requests that let a user ask for assistance covering 
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some aspect of the DSS. The PS consists of images of stored text that can be emitted, 

plus messages that can help the decision maker use the DSS.  

An example will help illustrate the value of text-oriented DSSs to decision 

makers. Imagine that you are a product manager concerned with ensuring the 

success of a technically complex product. A number of the many decisions you 

face involve deciding about what features the product should have. Such decisions 

depend on many pieces of knowledge. Some tell about the technical feasibility of 

features, whereas others indicate research, development, and production costs 

associated with various features. You need to know about the features offered by 

competing products. How would potential customers assess the cost-benefit trade-

offs of specific features? What legal, health, safety, and maintenance issues must 

you consider for each potential feature? 

During the course of each week, you get an assortment of product ideas that de-

serve to be checked out when you get the time – if only you could remember all of 

them. With a text-oriented DSS, you keep electronic notes about the ideas as they 

arise, which consists of typing in the text that you want the PPS to assimilate into 

its KS. You might put all the ideas in a single, large file of text. Or, it may be 

more convenient to organize them into multiple text files and folders (e. g., ideas 

about different features are stored as text in different files). You may want to ex-

pand on an idea that has been stored in the KS. To do so, you use the LS to select 

the document holding that idea and to revise it. If an idea needs to be discarded, 

then the corresponding text is deleted instead of revised. 

Suppose you want to make a decision about the inclusion or nature of some 

product feature. The stored text containing ideas about that feature can be selected 

from the KS, emitted for viewing on a console or on paper. Rather than rummag-

ing through the selected text, you may want to restrict your attention to only those 

ideas concerned with the cost of the feature. Then, you use the LS to indicate that 

the PPS should select text having the “cost” keyword and emit its surrounding text 

for display. The KS can hold other pieces of text entered by an assistant who col-

lects and summarizes information about features of competing products, for as-

similation into the KS. Selection via focused searching or browsing through such 

text may also support your efforts at reaching the feature decision. 

Traditional text-management software does little in the way of generating know-

ledge that could be applied to support a decision. However, generating knowledge 

from text is becoming increasingly important through such functionalities as text 

mining (Nasukawa and Nagano 2001, Froelich et al. 2005) and content analysis 

(Neundorf 2004).  

4.2  Hypertext-Oriented Decision Support Systems 

In general, a text-oriented DSS supports a decision maker by electronically keep-

ing track of textually represented knowledge that could have a bearing on deci-

sions. It allows documents to be electronically created, revised, and reviewed by 
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a decision maker on an as-needed basis. The viewing can be exploratory browsing 

in search of stimulation or a focused search for some particular piece of know-

ledge needed in the manufacture of a decision. In either event, there is a problem 

with traditional text management: it is not convenient to trace a flow of ideas 

through separate pieces of text. There is no explicit relationship or connection 

between the knowledge held in one text file and the knowledge in another. 

This problem is remedied by a technique known as hypertext. Each piece of 

text is linked to other pieces of text that are conceptually related to it. For instance, 

there may be a piece of text about a particular competitor. This text can be linked 

to pieces of text about other competitors. It can also be connected to each piece of 

text that discusses a feature offered by that competitor. It is probably associated 

with still other text summarizing current market positions of all competing pro-

ducts. This summary, is in turn, linked to text covering the results of market sur-

veys, to a narrative about overall market potential, to notes containing marketing 

ideas, and so forth. 

In addition to the PPS capabilities of a traditional text-oriented DSS, a user can 

request the creation, deletion, and traversal of links. In traversing a link, the PPS 

shifts its focus (and the user’s) from one piece of text to another. For instance, 

when looking at market-summary text, you want more information about one of 

the competitors noted there. Thus, you request that the PPS follow the link to that 

competitor’s text and display it to you. In examining it, you see that it is linked to 

one of the features that is of special interest to you. Requesting the PPS to follow 

that link brings a full discussion of that feature into view. Noting that it is con-

nected to another competitor, you move to the text for that competitor. This ad hoc 

traversal through associated pieces of text continues at your discretion, resembling 

a flow of thoughts through the many associated concepts in your own mind. 

The benefit of this hypertext kind of DSS is that it supplements a decision 

maker’s own capabilities by accurately storing and recalling large volumes of 

concepts and connections that he or she is not inclined personally to memorize 

(Minch 1989, Bieber 1992, 1995).  

With the advent and explosive growth of the World Wide Web, hypertext rep-

resentations of knowledge are so commonplace that they are often taken for 

granted. Web-oriented DSSs comprise a large portion of the class of hypertext-

oriented DSSs. Indeed, the World Wide Web can be viewed as a vast distributed 

KS, whose PPS is also distributed – having a local browser component and remote 

components in the guise of server software (Holsapple et al. 2000). 

4.3  Database-Oriented Decision Support Systems 

Another special case of the DSS architecture consists of those systems developed 

with the database technique of knowledge management. Although there are several 

important variants of this technique, perhaps the most widely used is relational 

database management. It is the variant we consider here. Rather than treating data 
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as streams of text, they are organized in a highly structured, tabular fashion. The 

processing of these data tables is designed to take advantage of their high degree of 

structure. It is, therefore, more intricate than text processing. 

People have used database management in decision support systems using since 

the early years of the DSS field (e. g., Bonczek et al. 1976, 1978, Joyce and Oliver 

1977, Klass 1977). Like text-oriented DSSs, these systems aid decision makers by 

accurately tracking and selectively recalling knowledge that satisfies a particular 

need or serves to stimulate ideas. However, the knowledge handled by database-

oriented DSSs tend to be primarily descriptive, rigidly structured, and often ex-

tremely voluminous. 

The computer files that make up its KS hold information about table structures 

(e. g., what fields are involved in what tables) plus the actual data value contents 

of each table. The PPS has three kinds of software: a database control system, an 

interactive query processing system, and various custom-built processing systems. 

One – but not both – of the latter two could be omitted from the DSS. The data-

base control system consists of capabilities for manipulating table structures and 

contents (e. g., defining or revising table structures, finding or updating records, 

creating or deleting records, and building new tables from existing ones). These 

capabilities are used by the query processor and custom-built processors in their 

efforts at satisfying user requests. 

The query processing system is able to respond to certain standard types of re-

quests for data retrieval (and perhaps for help). These requests comprise a query 

language and make up part of the DSS’s language system. Data-retrieval requests 

are stated in terms of the database’s structure. They tell the query processor the 

fields and tables for which the user is interested in seeing data values. The query 

processor then issues an appropriate sequence of commands to the database con-

trol system, causing it to select the desired values from the database. These values 

are then presented in some standard listing format (an element of the PS) for the 

user to view. 

For a variety of reasons, users may prefer to deal with custom-built processors 

rather than standard query processors. They may give responses more quickly to 

requests a standard query could not handle, presenting responses in a specially 

tailored fashion without requiring the user to learn the syntax of a query language 

or to use as many keystrokes. A custom-built processor might be built by the 

DSS’s user but is more likely to be constructed by someone who is well versed in 

computer science. Such a processor is often called an application program, be-

cause it is a program that has been developed to meet the specific needs of a mar-

keting, production, financial, or other application. 

Embedded within a custom-built processor program is the logic to interpret 

some custom-designed set of requests. In such an application program, there will 

be commands to the database control system, telling it what database manipula-

tions to perform for each possible request. There will also be the logic necessary 

for packaging responses in a customized manner. There may even be some calcu-

lations to generate new knowledge based on values from the database. Calculation 
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results can be included in an emitted response and/or assimilated into the KS for 

subsequent use. 

By the 1990s, a special class of database systems known as data warehouses had 

emerged. A data warehouse is a large collection of data integrated from multiple 

operational systems, oriented toward a particular subject domain, whose content is 

not over-written or discarded, but is time-stamped as it is assimilated (Inmon 2002). 

A data warehouse may have the look of a relational database or a multidimensional 

database (Datta and Thomas 1999). Data warehouse technology was specifically 

conceived to devise KSs for high-performance support of decision-making proc-

esses.  

4.4  Spreadsheet-Oriented Decision Support Systems 

In the case of a text-oriented DSS, procedural knowledge can be represented in 

textual passages in the KS. About all the PPS can do with such a procedure is 

display it to the user and modify it at the user’s request. It is up to the user to carry 

out the procedure’s instructions, if desired. In the case of a database-oriented DSS, 

extensive procedural knowledge cannot be readily represented in the KS. How-

ever, the application programs that form part of the PPS can contain instructions 

for analyzing data selected from the database. By carrying out these procedures, 

the PPS can emit new knowledge (e. g., a sales forecast) that has been generated 

from KS contents (e. g., records of past sales trends). But, because they are part of 

the PPS, a user cannot readily view, modify, or create such procedures, as can be 

done in the text-oriented case. 

Using the spreadsheet technique for knowledge management, a DSS user not 

only can create, view, and modify procedural knowledge assimilated in the KS, 

but also can tell the PPS to carry out the instructions they contain. This gives DSS 

users much more power in handling procedural knowledge than is achievable with 

either text management or database management. In addition, spreadsheet man-

agement is able to deal with descriptive knowledge. However, it is not nearly as 

convenient as database management in handling large volumes of descriptive 

knowledge, nor does it allow a user to readily represent and process data in textual 

passages.  

In a spreadsheet-oriented DSS, the knowledge system is comprised of files that 

house spreadsheets, each being a grid of cells. It may be a small grid, involving 

only a few cells, or very large, encompassing hundreds (or perhaps thousands) of 

cells. Each cell has a unique name based on its location in the grid. In addition to 

its name, each cell can have a definition and a value. A cell definition tells the PPS 

how to determine that cell’s value. There are two common kinds of cell defini-

tions: constants and formulas. The value of a cell defined as a constant is merely 

the constant itself. In contrast, a formula contains names of other cells, perhaps 

some constants, and some operators or functions indicating how to combine the 

values of named cells and constants. The result of this calculation becomes the 

value of the cell having a formula definition. 



176 Clyde W. Holsapple 

Taken together, the formulas of a spreadsheet constitute a chunk of procedural 

knowledge, containing instructions that the PPS can carry out to generate new 

knowledge. The results of performing this procedure are cell values of interest to 

the user. Spreadsheet-oriented DSSs are typically used for what-if analyses in 

order to see the implications of some set o assumptions embodied in the cell defi-

nitions. They support a decision maker by giving a rapid means of revaluating 

various alternatives. Today, spreadsheet-oriented DSSs are heavily used in organi-

zations (McGill and Koblas 2005). 

In addition to holding procedural knowledge (in the guise of formula cells) and 

descriptive knowledge (in the guise of numeric constant cells), a spreadsheet file 

can also hold some simple presentation knowledge and linguistic knowledge. 

When specifying a spreadsheet, a user can define some cells as string constants 

(e. g., “Sales”) to show up as labels, titles, and explanations when the spreadsheet 

is displayed. This presentation knowledge makes the results of calculations easier 

to grasp. 

Conversely, a user’s task in making a request (especially to define cells) can be 

eased by macros. A macro is a name (usually short) the user can define to corre-

spond to an entire series of keystrokes. The macro and its meaning are stored as 

linguistic knowledge in a spreadsheet file, effectively extending the LS. For in-

stance, the macro name D might be defined to mean the keystrokes D5*D6−D7. In 

subsequent requests, macro names such as D can be used instead of the lengthy 

series of keystrokes they represent. To interpret such a request, the PPS finds the 

meaning of the macro name in its KS. 

4.5  Solver-Oriented Decision Support Systems 

Another special class of decision support systems is based on the notion of 

solvers. A solver is a procedure consisting of instructions that a computer can 

execute in order to solve any member of a particular class of problems. For in-

stance, one solver might be able to solve depreciation problems. Another might be 

designed to solve portfolio analysis problems. Yet another might solve linear op-

timization problems. Solver management is concerned with the storage and use of 

a collection of solvers (Holsapple and Whinston 1996, Lee and Huh 2003).  

A solver-oriented DSS is frequently equipped with more than one solver, and 

the user’s request indicates which is appropriate for the problem at hand. The 

collection of available solvers is often centered around some area of problems 

such as financial, economic, forecasting, planning, statistical, or optimization 

problems. Thus, one DSS might specialize in solving financial problems; another 

has solvers to help in various kinds of statistical analysis; and yet another might do 

both of these. 

There are two basic approaches for incorporating solvers into a DSS: fixed and 

flexible. In the fixed approach, solvers are part of the PPS, which means that a sol-

ver cannot be easily added to or deleted from the DSS nor readily modified. The 

set of available solvers is fixed, and each solver in that set is fixed. About all 



 DSS Architecture and Types 177 

a user can choose to do is execute any of the PPS solvers. This ability may be 

enough for many users’ needs. However, other users may need to add, delete, 

revise and combine solvers over a lifetime of a DSS. With this flexible approach, 

the PPS is designed to manipulate (e. g., create, delete, update, combine, coordi-

nate) solvers according to user requests. First, consider the fixed approach in a bit 

more detail, and then do the same for the flexible approach. 

In the fixed solver case, the PPS commonly has the ability to acquire, assimilate, 

select, and emit descriptive knowledge in the KS in the form of data sets, problem 

statements, and/or report templates. A data set is a parcel of descriptive knowledge 

that can be used by one or more solvers in the course of solving problems. It usu-

ally consists of groupings or sequences of numbers organized according to conven-

tions required by the solvers. For example, we may have used PPS to assimilate 

a data set composed of revenue and profit numbers for each of the past 15 years. 

This data set could be used by a basic statistics solver to give the average and stan-

dard deviation of revenues and profits. The same data set could be used by a fore-

casting solver to produce a prediction of next year’s profit, assuming a certain 

revenue level for the next year. Using a different data set, this same solver could 

produce a forecast of sales for an assumed level of advertising expenditures. Thus, 

many solvers can use a data set, and a given solver can feed on multiple data sets. 

In addition to data sets, it is not uncommon for this kind of DSS to hold prob-

lem statements and report format descriptions in its KS. Because the problem 

statement requests permitted by the LS can be very lengthy, fairly complex, and 

used repeatedly, it can be convenient for a user to edit them (i. e., create, recall, 

revise them), much like pieces of text. Each problem statement is an LS element 

that indicates the solver and mode of presentation to be used in printing or display-

ing the solution. The latter may designate a standard kind of presentation (e. g., 

a pie graph with slice percentages shown) or a customized report. The format of 

such a report is something the user specifies. Details of this specification can be-

come quite lengthy and, therefore, are convenient to store as presentation know-

ledge in the KS. This knowledge defines a portion of the PS. 

The flexible approach to handling solvers in a DSS also accommodates data 

sets and perhaps problem statements or report formats in its KS. But, the KS holds 

solver modules as well. A solver module is procedural knowledge that the PPS can 

execute to solve a problem. Each module requires certain data to be available for 

its use before its instructions can be carried out. Some of that data may already 

exist in KS data sets. The remaining data must either be furnished by the user 

(i. e., in the problem statement) or generated by executing other modules. In other 

words, a single module may not be able to solve some problems. Yet, they can be 

solved by executing a certain sequence of modules (Bonczek et al. 1981b). Results 

of carrying out instructions in the first module are used as data inputs in executing 

the second module, whose results become data for the third or subsequent module 

executions, and so forth, until a solution is achieved. Thus, a solver can be formed 

by combining and coordinating the use of available modules so that the data out-

puts of one can be data inputs to another. 
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The LS contains problem statements as well as requests that let a user edit KS 

contents. It may also contain requests for assistance in using the system. In a prob-

lem statement, the user typically indicates which module or module sequence is to 

be used in addressing the problem. It may also specify some data to serve as mod-

ule inputs or identify data sets as module inputs. Upon interpreting such a request, 

the PPS selects the appropriate module or modules from the KS. With some DSSs 

of this kind, the PPS is able to select modules that are implied (but not explicitly 

identified) in the problem statement or to combine modules into a proper sequence 

without being told a definite sequence in the problem statement. This capability 

may be rely on KS reasoning knowledge about what solver module to use in each 

given situation. 

By bringing a copy of a selected module into its working memory, the PPS is 

able to carry out the procedure of instructions it contains. The input data it needs 

to work on and the output data it generates are also kept in working memory while 

the module is being executed. After the PPS is finished executing a module, its 

instructions and any data not needed by the next module to be executed are elimi-

nated from the PPS’s working memory. They are replaced by a copy of the next 

module and data inputs it needs. The PPS may need to restructure data produced 

by formerly executed modules so it can be used by the module that is about to be 

executed. Thus, the PPS coordinates the executions of modules that combine to 

make up the solver for a user’s problem statement. 

The LS requests that a user employs to edit KS contents mirror corresponding 

PPS capabilities. In broad terms, they allow users to create, revise, and delete 

modules or data sets (and perhaps report templates or problem statements as well). 

In creating a new module, for instance, a user would specify the instructions that 

make up this piece of procedural knowledge. Typically, this is done in much the 

same way that text is entered when using a text-management technique. However, 

the instructions are stated in a special language (e. g., programming language) that 

the PPS can understand and, therefore, carry out during the module execution. 

Assimilating a new module into the KS can also involve facilities for testing it to 

ensure that it produces correct results and for converting the module to an equiva-

lent set of instructions that the PPS can process more efficiently. 

As in the fixed approach, a flexible solver-oriented DSS may allow users to re-

quest a customized presentation of solver results. The desired formatting can be 

specified as part of the problem statement request. Alternatively, it could be stored 

in the KS as a template that can be revised readily and used repeatedly by simply 

indicating its name in problem statements. 

4.6  Rule-Oriented Decision Support Systems 

Another special case of the generic DSS architecture is based on a knowledge-

management technique that involves representing and processing rules. This tech-

nique evolved within the field of artificial intelligence, giving computers the ability 

to manage reasoning knowledge. Recall that reasoning knowledge tells us what 
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conclusions are valid when a certain situation exists. Rules offer a straightforward, 

convenient means for representing such fragments of knowledge. A rule has the 

basic form 

 If: description of a possible situation (premise) 

 Then: indication of actions to take (conclusion) 

 Because: justification for taking those actions (reason) 

This format says that if the possible situation can be determined to exist, then the 

indicated actions should be carried out for the reasons given. In other words, if the 

premise is true, then the conclusion is valid. 

The KS of a rule-oriented DSS holds one or more rule sets, where each rule set 

pertains to reasoning about what recommendation to give a user seeking advice on 

some subject (Holsapple and Whinston 1986). For instance, one set of rules might 

be concerned with producing advice about correcting a manufacturing process that 

is turning out defective goods. Another rule set might hold reasoning knowledge 

needed to produce recommendations about where to site additional retail outlets. 

Yet another rule set could deal with portfolio advice sought by investors. In addi-

tion to rule sets, it is common for the KS to contain descriptions of the current state 

of affairs (e. g., current machine settings, locations of competing outlets, an inves-

tor’s present financial situation). Such state descriptions can be thought of as val-

ues that have been assigned to variables. 

Aside from requests for help and for editing state descriptions, users of a rule-

oriented DSS can issue two main types of requests for decision support purposes. 

The LS contains requests for advice and requests for explanation. For example, in 

making a decision about what corrective action to take, the decision maker may 

request the DSS to advise him or her about the likely causes of cracks in a metal 

part. The decision maker may subsequently request an explanation of the rationale 

for that advice. Correspondingly, the PS includes messages presenting advice and 

explanations. 

The problem processor for a rule-oriented DSS has capabilities for creating, re-

vising, and deleting state descriptions. Of greater interest is the capability to do 

logical inference (i. e., to reason) with a set of rules to produce advice sought by 

a user. The problem processor examines pertinent rules in a rule set, looking for 

those whose premises are true for the present situation. This situation is defined by 

current state descriptions (e. g., machine settings) and the user’s request for advice 

(e. g., citing the nature of the quality defect). When the PPS finds a true premise, it 

takes the actions specified in that rule’s conclusion. This action sheds further light 

on the situation, which allows premises of still other rules to be established as true, 

causing actions in their conclusions to be taken. Reasoning continues in this way 

until some action is taken that yields the requested advice or the PPS gives up due 

to insufficient knowledge in its KS. The PPS also has the ability to explain its 

behavior both during and after conducting the inference. There are many possible 

variations for the inference process for both the forward reasoning approach just 

outlined and the alternative reverse-reasoning approach which involves goal-

seeking (Holsapple and Whinston 1986, 1996).  
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A rule-oriented DSS is also known as an expert system because it emulates the 

nature of a human expert from whom we may seek advice in the course of making 

a decision (Bonczek et al. 1980, Holsapple and Whinston 1986). This special kind 

of DSS is particularly valuable when human experts are unavailable, too expen-

sive, or perhaps erratic. Rather than asking the human expert for a recommenda-

tion and explanation, the expert system is asked. Its rule sets are built to embody 

reasoning knowledge similar to what its human counterpart uses. Because its in-

ference mechanisms process those rules using basic principles of logic, the PPS 

for this kind of decision support system is often called an inference engine. 

An expert system is always available for consultation: 24 hours per day, seven 

days per week, year-round. It does not charge high fees every time it is consulted. 

It is immune to bad days, personality conflicts, political considerations, and over-

sights in conducting inference. To the extent that its reasoning and descriptive 

knowledge is not erroneous, it can be an important knowledge source for decision 

makers. 

4.7  Compound Decision Support Systems 

Each of the foregoing special cases of the generic DSS framework has tended to 

emphasize one knowledge-management technique, be it text, hypertext, database, 

spreadsheet, solver, or rule management. Each supports a decision maker in ways 

that cannot be easily replicated by a DSS oriented toward a different technique. If 

a decision maker would like the kinds of support offered by multiple knowledge-

management techniques, there are two basic options: 

• Use multiple DSSs, each oriented toward a particular technique 

• Use a single DSS that encompasses multiple techniques  

Some decision makers prefer the first option. Others prefer the second. 

The first option is akin to having multiple staff assistants, each of whom is well 

versed in a single knowledge-management technique. One is good at representing 

and processing text, another at handling solvers, another at managing rules, and so 

forth. Each has its own LS and PS, which the decision maker must learn in order 

to make requests and appreciate responses. When results of using one technique 

need to be processed via another technique, it is the decision maker’s responsibil-

ity to translate responses from one DSS into requests to another DSS. For in-

stance, a solver-oriented DSS might produce an economic forecast that a rule-

oriented DSS needs to consider when reasoning about where to locate a new retail 

outlet.  

There are several approaches to integration across DSSs: conversion, clipboard, 

and confederation (Holsapple and Whinston 1984, 1996). Conversion requires 

a facility that can convert outputs of one PPS into a form that is acceptable as 

input to another PPS. This can be a piece of software separate from the PPSs. 

Alternatively, it can be built into the acquisition or emission ability of a PPS, as an 

import/export functionality that can accept knowledge representations emitted by 
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an alien PPS or package emissions into representations that an alien PPS can in-

terpret. With the clipboard approach, transferal of knowledge between processors 

involves an intermediary repository (i. e., clipboard) having a format that each PPS 

can both copy knowledge into and grab knowledge from. For a confederation, the 

task of copying to and pasting from a clipboard is eliminated. Instead, all of the 

confederated PPSs share a common KS, having a single knowledge representation 

format that can be directly interpreted by each of the distinct PPSs. Each of these 

three approaches accomplishes integration by working on achieving commonal-

ity/compatibility of knowledge representation, while maintaining distinct proces-

sors and processing capabilities.  

The second option is akin to having a staff assistant who is adept at multiple 

knowledge-management techniques. There is one LS and one PS for the decision 

maker to learn. Although they are probably more extensive than those of a particu-

lar single-technique DSS, they are likely less demanding than coping with the sum 

total of LSs and PSs for all corresponding single-technique DSSs. The effort re-

quired of a decision maker who wants to use results of one technique in the proc-

essing of another technique varies, depending on the way in which the multiple 

techniques have been integrated into a single compound DSS.  

There are two main approaches to integration within a DSS: nesting and syn-

ergy (Holsapple and Whinston 1984, 1996). In the nested approach, a traditionally 

separate knowledge-management technique is nested within the capabilities of 

another. For instance, solver management can be found nested within spreadsheet 

management (e. g., Microsoft Excel) and spreadsheet management can be found 

nested within text management (e. g., Microsoft Word). A nested technique typi-

cally does not have features that are as extensive as those found in a standalone 

tool dedicated to that technique. Moreover, the nested capabilities cannot be read-

ily used by persons unfamiliar with the dominant technique. However, there is no 

need to switch back and forth among distinct processors (i. e., there is a single 

PPS) and there are not multiple knowledge systems whose contents need to be 

consistently maintained. Thus, from a DSS standpoint, nesting results in a tool that 

can function as a single PPS having multiple knowledge-processing capabilities 

that are accessible via a unified LS and PS when operating on a single KS. 

In the synergistic approach to integrating traditionally distinct knowledge-

management techniques, there is no nesting, no dominant technique, and no sec-

ondary nested techniques. All techniques are integrated into a single tool that 

allows any capability to be used independently of another, or together with an-

other within a single operation. For instance, a database operation can be per-

formed without knowing about spreadsheets, and vice versa; but the same tool can 

satisfy a request to select database contents conditional on values of spreadsheet 

cells or define a cell’s value in terms of run-time retrieval from a database 

(Holsapple and Whinston 1988). When a synergistically integrated tool is adopted 

as the PPS of a decision support system, the KS is comprised of many kinds of 

objects: cells, spreadsheets, macros, fields, database tables, variables, solver mo-

dules, presentation templates, text, rules, charts, programs, and so forth. The PPS 
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can utilize any of these knowledge representations as it works to satisfy a user’s 

request or respond to an event.  

Figure 3 portrays an example of a DSS whose PPS is synergistically integrated. 

With this kind of integration, the dividing lines between traditional knowledge-

management techniques become blurred. There is a KS with multiple kinds of 

objects, some encapsulating representations of descriptive knowledge, others pro-

cedural knowledge, and others reasoning knowledge. The PPS can manipulate any 

of these representations through its first-order abilities: acquiring, assimilating, 

selecting, generating, emitting knowledge represented as text objects, database 

objects, spreadsheet objects, solver objects, and so on. 

The LS consists primarily of requests for assistance and knowledge manipula-

tion. The former allow a user to ask for help in issuing requests or clarification of 

DSS responses. A knowledge-manipulation request could look very much like 

standard requests made to single-technique DSSs – that is, it deals with only one 

technique (e. g., spreadsheet) and the user is expected to understand that technique 

(e. g., the notion of cell definitions). Other knowledge-manipulation requests may 

not require such understanding and may even trigger sequences of PPS manipu-

lations involving multiple techniques. For instance, the LS may allow a user to 

type: Show revenue projection for region = “south” or to pick a comparable op-

tion from a menu. This request is not necessarily oriented toward any particular 

technique. The PPS interprets it as meaning that certain data need to be selected 

from a KS database, that a rule set is to be used to generate an appropriate se-

quence of solvers via inference, and that those selected solvers are then to be exe-

cuted with selected data in order to generate the revenue projection. The user does 

 

Figure 3. Example of a compound DSS with synergistic integration  
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not need to know about database, rule set, or solver manipulations. These activi-

ties happen beneath the customized DSS surface provided by the PPS. 

Manipulation or assistance requests and responses may be standardized or cus-

tomized for a specific user. Customization can be based on relational knowledge 

held in the KS. This relational knowledge can profile a user in descriptive, proce-

dural, and/or reasoning terms to permit customized packaging of emitted re-

sponses or customized interpretation of acquired messages. For instance, the pre-

viously requested revenue projection, along with explanatory commentary, might 

be presented in a multicolor form that is personalized (e. g., showing the user’s 

name and request date) and in which the projected number blinks if it exceeds last 

year’s revenue by more than 20%. Specifications of colors and arrangements of 

items in the form would exist as presentation knowledge in the KS. 

We close the overview of compound DSSs with a combination of the flexible 

solver and database-management techniques from Sprague and Carlson (1982) as 

shown in Figure 4. In this special case of compound DSSs, the KS is comprised of 

a database and a model base. The term model base refers to solver modules exist-

ing in the KS (Lee and Huh 2003). Correspondingly, the PPS includes database-

management software for manipulating the database portion of the KS and model-

base-management software for manipulating the KS’s model base. Executing 

a solver with selected database contents generates new knowledge for the user. 

The dialog generation and management system is that part of the PPS that inter-

prets user requests, providing help, and presenting responses. Although LS and PS 

components of a DSS are not explicit in Figure 4, they are implicit in the notion of 

a dialog and have, respectively, been referred to as an action language and display 

language (Sprague and Carlson 1982). 

 

Figure 4. Combining database and solver techniques in a compound DSS 
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The framework shown in Figure 4 is often cited in DSS books and articles as 

the architecture for decision support systems (Sprague and Carlson 1982, Thierauf 

1988, Turban 1988). However, it covers only a portion of DSS possibilities identi-

fied by the generic architecture. Nevertheless, it is an important special case of 

that architecture that stresses the combination of database and solver techniques 

for knowledge management. A variation of this combination is heavily used in 

large organizations today: combining a data warehouse with analytical solvers 

(called online analytical processing) to derive new knowledge (Chaudhuri and 

Dayal 1997, Koutsoukis et al. 1999). A further variation combines a data ware-

house with data-mining solvers that generate knowledge by discovering patterns in 

data that are helpful in decision making (Han and Kamber 2000). 

4.8  Multiparticipant Decision Support Systems 

A decision maker can have multiple participants who contribute to the making of 

a decision. Some or all of these participants may share authority over the decision. 

There can be some participants who have no authority over the decision, but do 

wield influence over what the decision will be. When a computer-based system 

supports a multiparticipant decision maker (be it a group, team, or organization), 

we call it a multiparticipant decision support system (MDSS). The DSS architec-

ture shown in Figure 2 encompasses this situation.  

MDSSs that support group decision making have developed and matured over 

a period many years (Gray and Nunamaker 1993). They have been the subject of 

much research (Fjermestad and Hiltz 2000, Fjermestad 2004) and there are many 

examples of their successful application (e. g., Nunamaker et al. 1989, Adkins 

et al. 2003). The hallmark of many group decision support system implementa-

tions is a PPS that has a strong coordination ability for handling or even guiding 

participant interactions (Turoff 1991), coupled with first-order abilities of acquir-

ing knowledge from participants, assimilating this knowledge into the KS which 

functions as a group memory, and selecting and emitting KS contents to partici-

pants. Both private and public sectors of the KS exist.  

Another kind of MDSS concentrates on supporting a negotiation among par-

ticipants. The outcome of the negotiation is a decision on which participants 

agree. Increasingly, these kinds of MDSSs are supporting negotiations over the 

World Wide Web (Kersten and Noronha 1999). Negotiation support systems tend 

to have PPSs with fairly well developed second-order abilities of coordination 

and control. Perhaps the most extensive second-order abilities belong to the 

problem-processing systems of MDSSs intended to support participants organ- 

ized into relatively complex structures of authority, influence, specialization, and 

communication: enterprises, supply chains, large project teams, markets. Re-

search examining these organizational decision support systems is quite varied 

(e. g., George et al. 1992, Rein et al. 1993, Santhanam et al. 2000, Kwan and 

Balasubramanian 2003, Holsapple and Sena 2005), but not yet as voluminous as 
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that focused on group decision support systems. The architecture shown in 

Figure 2 furnishes a framework for guiding future progress in understanding the 

nature, possibilities, and outcomes of these kinds of multiparticipant decision 

support systems. The current state of the art for MDSSs is covered in a series of 

chapters later in this volume. 

5 Summary 

This chapter introduces the generic DSS architecture. From the perspective of this 

framework, a decision support system can be studied in terms of four interrelated 

elements: a language system, a presentation system, a knowledge system, and 

a problem-processing system. The first three of these are systems of represen-

tation: the set of all requests a user can make, the set of all responses the DSS can 

present, and the knowledge representations presently stored in the DSS. The prob-

lem processor is a dynamic system that can accept any request in the LS and react 

with a corresponding response from the PS. The response corresponding to 

a request is determined by the PPS, often in light of the knowledge available to it 

in the KS. That is, a change in the KS could very well yield a different response 

for the same request. Some DSSs can even produce responses without having 

received a corresponding request. In addition to reacting to users, they take initia-

tive in the processing of knowledge, reacting to events. 

There are many special cases of the generic DSS architecture, each charac-

terizing a distinct class of decision support systems. Several of these specialized 

frameworks have been examined here. They differ due to their emphasis on one or 

another popular knowledge-management technique. This examination of special-

ized cases serves several purposes. First, it reinforces an understanding of the 

generic architecture by illustrating what it is meant by a KS, PPS, LS, and PS. 

Second, it offers an overview of important kinds of DSSs. Third, it gives a brief 

introduction to several of the key classes of DSSs that receive more in-depth co-

verage in ensuing chapters. Fourth, it provides a useful background for thinking 

about issues that face the developers of decision support systems. 

Acknowledgements 

Some portions of this chapter have been reproduced, with permission, from Decision 

Support Systems: A Knowledge-Based Approach, C. W. Holsapple and A. B. Whin-

ston, St. Paul: West, 1996. 



186 Clyde W. Holsapple 

References 

Adkins, M., M. Burgoon and J.F. Nunamaker, “Using Group Support Systems for 

Strategic Planning with the United States Air Force,” Decis Support Syst, 34(3), 

2003. 

Bieber, M., “Automating Hypermedia for Decision Support,” Hypermedia, 4(2), 

1992. 

Bieber, M., “On Integrating Hypermedia into Decision Support and Other Infor-

mation Systems,” Decis Support Syst, 14(3), 1995. 

Bonczek, R.H., C.W. Holsapple and A.B. Whinston, “A Decision Support System 

for Area-Wide Water Quality Planning,” Socio Econ Plan Sci, 10(6), 1976. 

Bonczek, R.H., C.W. Holsapple and A.B. Whinston, “Aiding Decision Makers 

with a Generalized Database Management System,” Decision Sci, April, 1978. 

Bonczek, R.H., C.W. Holsapple and A.B. Whinston, “The Integration of Data 

Base Management and Problem Resolution,” Inform Syst, 4(2), 1979. 

Bonczek, R.H., C.W. Holsapple and A.B. Whinston, “Future Directions for De-

veloping Decision Support Systems,” Decision Sci, October, 1980. 

Bonczek, R.H., C.W. Holsapple and A.B. Whinston, Foundations of Decision 

Support Systems. New York: Academic, 1981a. 

Bonczek, R.H., C.W. Holsapple and A.B. Whinston, “A Generalized Decision 

Support System Using Predicate Calculus and Network Data Base Manage-

ment,” Oper Res, 29(2), 1981b. 

Chaudhuri, S. and U. Dayal, “An Overview of Data Warehousing and OLAP 

Technology,” ACM SIGMOD Rec, 26(1), 1997. 

Datta, A. and H. Thomas, “The Cube Data Model: A Conceptual Model and Al-

gebra for On-line Analytical Processing in Data Warehouses,” Decis Support 

Syst, 27(3), 1999. 

Dos Santos, B. and C.W. Holsapple, “A Framework for Designing Adaptive DSS 

Interfaces,” Decis Support Syst, 5,(1), 1989. 

Fedorowicz, J., “Evolving Technology for Document-Based DSS,” in Sprague, R., 

Jr. and Watson, H. (eds.), Decision Support Systems: Putting Theory into Prac-

tice, 2nd ed. Englewood Cliffs, NJ: Prentice Hall, 1989. 

Fjermestad, J., “An Analysis of Communication Mode in Group Support Systems 

Research,” Decis Support Syst, 37(2), 2004. 

Fjermestad, J. and S.R. Hiltz, “Group Support Systems: A Descriptive Evaluation 

of Case and Field Studies,” J Manag Inform Syst, 17(3), 2000. 



 DSS Architecture and Types 187 

Froelich, J., S. Ananyan and D.L. Olson, “Business Intelligence through Text 

Mining,” Bus Intell J, 10(1), 2005.  

George, J.F., J.F. Nunamaker and J.S. Valachich, “ODSS: Information Technol-

ogy for Organizational Change,” Decis Support Syst, 8(4), 1992. 

Gray, D.A., “Airworthy: Decision Support for Aircraft Overhaul Maintenance 

Planning,” ORMS Today, December, 1992. 

Gray, P. and J.F. Nunamaker, “Group Decision Support Systems,” in Sprague, R. 

and Watson, H. (eds.), Decision Support Systems: Putting Theory into Practice. 

Upper Saddle River, NJ: Prentice-Hall, 1993. 

Han, J. and M. Kamber, Data Mining: Concepts and Techniques. San Mateo, CA: 

Morgan Kaufmann, 2000. 

Hartono, E. and C.W. Holsapple, “Theoretical Foundations for Collaborative 

Commerce Research and Practice,” Inform Syst e-Bus Manage, 2(1), 2004. 

Holsapple, C.W., “Framework for a Generalized Intelligent Decision Support 

System,” Ph.D. dissertation, Krannert Graduate School of Management, Purdue 

University, 1977. 

Holsapple, C.W., “The Knowledge System for a Generalized Problem Processor,” 

Krannert Institute Paper, No. 827, Purdue University, 1983. 

Holsapple. C.W., “Adapting Demons to Knowledge Management Environments,” 

Decis Support Syst, 3(4), 1987. 

Holsapple. C.W., “Knowledge Management in Decision Making and Decision 

Support,” Knowl Policy, 8(1), 1995. 

Holsapple, C.W. and K.D. Joshi, “An Investigation of Factors that Influence the 

Management of Knowledge in Organizations,” J Strat Inf Syst, 9(2/3), 2000. 

Holsapple, C.W. and K.D. Joshi, “Knowledge Manipulation Activities: Results of 

a Delphi Study,” Inform Manage, 39(6), 2002. 

Holsapple, C.W. and K.D. Joshi, “A Knowledge Management Ontology,” in 

Holsapple, C.W. (ed.), Handbook on Knowledge Management, Volume 1. Ber-

lin: Springer, 2003. 

Holsapple, C.W. and K.D. Joshi, “A Formal Knowledge Management Ontology: 

Conduct, Activities, Resources, and Influences,” J Am Soc Inf Sci Tec, 55(7), 

2004. 

Holsapple, C.W., K.D. Joshi and M. Singh, “Decision Support Applications in 

Electronic Commerce,” in Shaw, M., et al. (eds.), Handbook on Electronic 

Commerce. Berlin: Springer, 2000. 

Holsapple, C.W. and M.P. Sena, “ERP Plans and Decision-Support Benefits,” 

Decis Support Syst, 38(4), 2005. 



188 Clyde W. Holsapple 

Holsapple, C.W. and A.B. Whinston, “Software Tools for Knowledge Fusion,” 

Computerworld, 17(15), 1983. 

Holsapple, C.W. and A.B. Whinston, “Aspects of Integrated Software,” in Pro-

ceedings of the National Computer Conference, Las Vegas, July, 1984. 

Holsapple, C.W. and A.B. Whinston, “Management Support through Artificial 

Intelligence,” Hum Support Syst Manage, 5, 1985. 

Holsapple, C.W. and A.B. Whinston, Manager’s Guide to Expert Systems. 

Homewood, IL: Dow Jones-Irwin, 1986. 

Holsapple, C.W. and A.B. Whinston, The Information Jungle: A Quasi-Novel 

Approach to Managing Corporate Knowledge. Homewood, IL: Dow Jones-

Irwin, 1988. 

Holsapple, C.W. and A.B. Whinston, Decision Support Systems: A Knowledge-

Based Approach. St. Paul: West, 1996. 

Inmon, W.H., Building the Data Warehouse. New York: Wiley, 2002. 

Joyce, J.D. and N.N. Oliver, “Impacts of a Relational Information System in In-

dustrial Decisions,” Database, 8(3), 1977. 

Keen, P.G.W., “Decision Support Systems: The Next Decade,” Decis Support 

Syst, 3(3), 1987. 

Kersten G.E. and S.J. Noronha, “WWW-based Negotiation Support: Design, Im-

plementation, and Use,” Decis Support Syst, 25(2), 1999. 

Klaas, R.L., “A DSS for Airline Management,” DataBase, 8(3), 1977. 

Koutsoukis, N.S., G. Mitra and C. Lucas, “Adapting On-line Analytical Process-

ing for Decision Modelling: The Interaction of Information and Decision Tech-

nologies,” Decis Support Syst, 26(1), 1999. 

Kwan, M.M. and P. Balasubramanian, “KnowledgeScope: Managing Knowledge 

in Context,” Decis Support Syst, 35(4), 2003. 

Lee, K. and S. Huh, “Model-Solver Integration in Decision Support Systems: 

A Web Services Approach,” AIS SIGDSS Workshop, Seattle, December, 2003. 

McGill, T.J. and J.E. Koblas, “The Role of Spreadsheet Knowledge in User-

Developed Application Success,” Decis Support Syst, 39(3), 2005.  

Minch, R.P., “Application Research Areas for Hypertext in Decision Support 

Systems,” J Manage Informn Syst, 6(2), 1989. 

Nasukawa, T. and T. Nagano, “Text Analysis and Knowledge Mining System,” 

IBM Syst J, 40(4), 2001. 

Neundorf, K.A., The Content Analysis Guidebook. Thousand Oaks, CA: Sage, 

2002. 



 DSS Architecture and Types 189 

Nunamaker, J.F., D. Vogel, A. Heminger, B. Martz, R. Grohowski and C. Mcgoff, 

“Experiences at IBM with Group Support Systems: A Field Study,” Decis Sup-

port Syst, 5(2), 1989. 

Osborn, P.B. and W.H. Zickefoose, “Building an Expert System from the Ground 

Up,” AI Expert, 5(5), 1990. 

Rein G.L., C.W. Holsapple and A.B. Whinston, “Computer Support of Organiza-

tion Design and Learning,” J Org Comp, 3(1), 1993. 

Santhanam, R., T. Guimaraes and J.F. George, “An Empirical Investigation of 

ODSS Impact on Individuals and Organizations,” Decis Support Syst, 30(1), 

2000. 

Sprague, R.H., Jr. and E. D. Carlson, Building Effective Decision Support Systems. 

Englewood Cliffs, NJ: Prentice Hall, 1982. 

Thierauf, R.J., User-oriented Decision Support Systems. Englewood Cliffs, NJ: 

Prentice Hall, 1988. 

Turban, E., Decision Support and Expert Systems. New York: Macmillan, 1988. 

Turoff, M., “Computer-Mediated Communication Requirements for Group Sup-

port,” J Org Comp, 1(1), 1991. 

 





 

CHAPTER 10 

Integrated Document Management for Decision 

Support 

Len Asprey1 and Michael Middleton2 

1 
Practical Information Management Solutions Pty Ltd, Sydney, Australia 

2 
School of Information Systems, Queensland University of Technology, Brisbane, Australia 

The effective management of documents is an integral requirement for operational and 

administrative decision support within organizations, irrespective of their size, industry 

sector, products, and services. Documents are a fundamental part of decision making in 

commercial and government enterprises as well as small to medium businesses. The docu-

ment paradigm in many organizations is one of ineffective management, which may con-

tribute to inadequate performance and quality in the decision-making process. The imple-

mentation of effective document-management solutions is typically more challenging in 

larger organizational structures, particularly where office and service locations are distrib-

uted, potentially across the globe. This chapter reviews the requirements for managing 

documents in organizations, the core capabilities of document management systems and 

how interfaces with other organizational systems can be applied to enhance these core 

capabilities. The chapter advocates an integrative approach to planning effective document 

management system implementations that are aligned with business planning and process-

improvement endeavors. Effective document management systems facilitate decision sup-

port during strategic, tactical and operational planning activities and also provide organiza-

tions with a managed documentary foundation for exploiting organizational knowledge. 

Keywords: Document management; Content management, Integrative document and con-

tent management; Knowledge management 

1 Introduction 

Effective decision support in organizations relies upon the intellectual resources of 

people to interpret available information in order to exhibit performance at defined 

service levels and make quality decisions. Decision makers may source informa-

tion from internal database stores such as enterprise resource planning systems 

and line of business application systems, or external data sources including sub-

scription services, hosted applications and public domain information.  

Much of the information required to support decision making is contained 

within documents, and these may be in physical form (e. g., hardcopy signed 

document) or digital form (e. g., word processing document, spreadsheet, drawing, 
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e-mail). The provisioning of desktop and laptop computers, inter-connectivity via 

local area networks and access to the World Wide Web, together with the deploy-

ment of office applications suites and content creation tools, provides the where-

withal for the proliferation of digital content.  

Documents are used within the milieu of virtually every type of business pro-

cess as an aid to inform and record. They need to be accessed and retrieved 

quickly to support responsiveness in decision making and quality decisions. They 

provide the corpus of an organization’s explicit knowledge, and their categoriza-

tion within a business classification scheme supports the evidentiary requirements 

essential for response to regulatory obligations. The problem for many organiza-

tions requiring effective decision support systems is that their existing informa-

tion environments are such that important business documents are unmanaged or 

mismanaged.  

The challenges of providing a managed environment are complex due to the 

volume of documents being generated and received by organizations, the ubiqui-

tous use of e-mail and attachments, and business diversity (functions, process and 

geographical). Furthermore, enterprises may publish large quantities of content to 

Internet or intranet sites to optimize opportunities offered by the World Wide 

Web, without effective content management.  

The attitudes of people within organizations towards the implementation of 

document management solutions can be influenced by a number of factors. Execu-

tives may view the cost of software and services to deliver document management 

as being expensive, and operational personnel may view document management 

as tasks that add more work to an already busy day.  

While the production of documents and content is rapidly increasing, the re-

quirement to access and retrieve current versions of documents to support deci-

sion making is also increasing commensurate with customer expectations on 

service performance. Those organizations that have not implemented effective 

document management (including Web content) solutions are at risk of losing 

customers due to factors such as lack of responsiveness and provision of incorrect 

information.  

The efficient retrieval and presentation of material that has been archived from 

such systems is important for corporate governance by recourse to the corporate 

memory. Further, the mismanagement of documents may also impact an organiza-

tion’s capability to comply effectively with legislative and administrative require-

ments, and a mismanaged document environment may also expose the organiza-

tion to risk due to legal discovery processes.  

There is a requirement for organizations to implement effective management 

controls over documents and content. The requirement goes beyond document 

management software, which of itself does not provide an effective document man-

agement solution. The requirement encompasses an integrative planning model that 

combines a management framework (e. g., policy, principles, procedures, planning) 

and information systems (e. g., document/content management, workflow) to de-

liver a holistic solution (Asprey and Middleton 2003, p. 22). 
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In what follows, we begin by reviewing characteristics of organizational docu-

ment environments in order to introduce the core capabilities of document man-

agement systems. This leads to some examples of how these core capabilities may 

be enhanced in connection with interfaces to other organizational information 

systems. In this respect an integrative approach to planning effective document 

management system implementations is promoted. These are substantiated with 

some examples of implementation application that illustrate alignment with busi-

ness planning and process-improvement endeavors. 

2 Document Environment Characteristics 

The widespread implementation and diversity of desktop authoring tools and inter-

office, inter-organizational communication, effected by local area network (LAN) 

and wireless area network (WAN) technologies and the Internet, has heralded 

a proliferation of e-mail and documents of multiple different formats in organiza-

tions. Where organizations have not implemented successful document manage-

ment systems, their document environments lack features that are conducive to 

effective decision support. 

Many organizations implement ineffective filing systems for the plethora of 

digital documents that are received and generated. These filing systems tend to 

involve nested folder structures on a shared network file server, personal network 

drives, local desktop or laptop hard drives, or storage media such as compact 

discs (CDs), digital versatile disks (DVDs), or universal serial bus (USB) mem-

ory keys. Such organizations may sometimes implement standard categorization 

schema over filing structures, but categorization is often left to workgroups or 

individuals. 

Where the organization has not effectively addressed categorization, the nam-

ing of documents is generally left to individual preference, or workgroups may 

develop naming conventions for their specific group and perhaps share these con-

ventions with other groups or individuals. Similarly, individuals or workgroups 

may develop manual version labeling for documents that are versioned, typically 

by including version numbers in document naming conventions. 

In the absence of a document management system, there are no effective man-

agement controls in place in organizations that have the requirement to manage 

the versioning of complex document structures. These structures include embed-

ded or linked documents, renditions of the same document in different formats, 

and the management of hyperlinks that navigate to documents or content refer-

ences within documents. 

E-mail messages and their attachments represent another challenge to organiza-

tions. In the absence of effective e-mail management support, business e-mails 

and attachments can remain in peoples’ inboxes, transferred to personal folders, or 

stored in public folders with restricted access. In the absence of categorization, the 



194 Len Asprey
 
and Michael Middleton 

capability to search and retrieve relevant e-mails quickly is an impact to effective 

decision support. 

Metadata embodying descriptive, administrative and technical information 

about documents enhances their subsequent usability. However, there is a signi-

ficant barrier to metadata use as a consequence of the overheads introduced to 

business processes when authors must contribute to this information. Systems that 

automatically produce as much metadata as possible are enhanced further if they 

are complemented by specialist tools, such as business functions thesauri or 

document sentencing schedules, that may categorize document retention require-

ments according to categories. 

Many organizations have a requirement to access drawings or plans, and the in-

effective management of drawings and associated technical specifications and 

documentation will impact decision support. In engineering environments, draw-

ings and technical documentation (such as calculation sheets) are evidence of asset 

design. These drawings and documents are integral to the effective delivery of 

engineering projects and the ongoing maintenance of an asset. 

Many organizations have scanned important documents (including drawings) to 

a digital image format, but quite frequently leave these images uncategorized and 

stored within nested folders on network file servers, desktops or removable media 

(e. g., CD). The ability to access and retrieve these images to facilitate decision 

support may rely on local knowledge (i. e., one has to know that the images exist 

and are stored in a certain location). The integrity of stored images becomes prob-

lematic if there is a revision to the source physical document without such being 

reflected in the image renditions. 

The publication of content to websites may become problematic where there 

are ineffective controls over these types of documents. Content published to web 

servers may be derived from content within the incorrect versions of the source 

documents. Documents rendered for Web publishing (e. g., from word processing 

document to a portable document format (PDF)) may not be updated on the web-

site when the source (word processing document) is versioned. Content may not 

be retired from the website at the appropriate expiration times.  

3 Integrative Approach to Strategic Solution 

Concepts of decision support include the role played by people as decision makers 

as well as by information systems (Sprague and Watson 1993, Turban et al. 2005). 

However, the decision makers must have the confidence that they are accessing 

and retrieving current and correct information. The proliferation of e-mail, digital 

office documents, drawing revisions, and multiple collaboration on publishing 

content to websites, makes their task this made much harder without effective 

document and content management systems.  
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There is a compelling requirement for an holistic approach to achieving effec-

tive document and content management for decision support. This approach would 

define documents within a model that supports integrity, security, authority and 

audit, and being managed so that effective descriptions of them are used to support 

access, presentation and disposal (Bielawski and Boyle 1997, Wilkinson et al. 

1998). 

The integrative document and content management (IDCM) planning model 

proposed by Asprey and Middleton (2003, p. 22) offers a management framework, 

associated with an information systems model, that aims to help organizations 

plan and implement an encompassing document and content management solu-

tion. This organizational approach using the IDCM model supports enterprise 

knowledge strategies and effective decision-making by providing the capability to 

capture, search and retrieve documented information. 

The management framework of the IDCM model includes alignment with busi-

ness planning and processes, project planning, policies, principles and procedures. 

The objective of a document management policy is to ensure that the use of 

document resources supports the mission of the enterprise in a cost-effective man-

ner (Sutton 1996).  

The document policy should support organizational information policy, the ef-

fective implementation of which will improve document management, knowledge 

sharing and collaboration, and management practices. Middleton (2002, p. 196) 

suggests a range of policy elements such as authority, access and preservation that 

are appropriate for inclusion in an information planning framework. 

The information systems component of the model encompasses an integrated 

suite covering functionality such as document/content management, categoriza-

tion, document life-cycles, workflow and integration with business systems. The 

IDCM model supports system capabilities for managing digital and physical 

documents, e-mail, engineering and technical drawings, document images, multi-

media, and Web content.  

4 Core Capabilities – Document/Content 

Management Systems 

Document management applications implement management controls over digital 

and physical documents. The common capabilities of a document management 

application are summarized in Table 1. The required capabilities will depend on 

the specific business application. For example, the inclusion of integration with 

computer aided drafting (CAD) tools may only be a requirement in those envi-

ronments where these tools are used to produce drawings. 
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Table 1. Core capabilities of document management system 

Key functions Summary of capabilities 

Document  

production 

and capture 

• Integrate with common office productivity software to support 

creation and capture of documents. 

• Integrate with e-mail clients to capture e-mail messages and attach-

ments. 

• Integrate with drawing tools to capture drawings generated by com-

puter aided drafting tools. 

• Capture images, photos, digital videos and other multimedia by 

interfacing with relevant devices. 

Categorization • Arrange content into logical classifications for indexing, search, 

and retrieval. 

• Support categorization via folder or object structures and metadata 

that describes documents/content. 

• Automate unique document numbering. 

• Automate capture of metadata (where applicable, e. g., from com-

puter operating environment). 

• Support categorization of e-mail and attachments.  

Document  

templates 

• Enable users to create documents from templates stored in the 

document management system. 

• Manage templates in similar manner to other electronic documents, 

i. e. repository services (check-in/checkout, version control are ap-

plied). 

Document  

repository  

services 

• Provide check-in/checkout to maintain document integrity during 

editing. 

• Provide version control to increment versioning of documents such 

that the current version is default for retrieval and viewing. 

• Support drawing revision control and revision numbering (in draw-

ing environments). 

• Synchronize management of digital and physical objects. 

Complex  

document  

relationships 

• Manage links and embedded content within digital documents, 

and maintain integrity during versioning. 

• Support automatic production of document renditions, creation of 

links between source and rendered documents, and manage integrity 

during versioning. 

• Maintain hyperlinks to content references within documents or to 

documents. 

• Manage parent-child relationships between multiple drawings (in 

drawing environments). 

Document  

lifecycles 

• Manage the transition of document states through pre-defined  

lifecycles. 

• Support document lifecycle association with business process  

(via workflow). 

Integrated  

workflow 

• Automate review and approval of documents; control distribution of 

documents. 

• Provide business process automation capabilities and association 

with document lifecycles. 
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Key functions Summary of capabilities 

Navigation,  

search  

and retrieval 

• Enable navigation via categorization structures. 

• Search on metadata or content (text) within documents, or both. 

• Retrieve documents/content based for viewing/editing. 

Viewing,  

Markups,  

Annotations 

• View digital documents in native application. 

• Integrate with viewer to view PDF documents.  

• Provide integrated viewer for viewing documents where native 

application is not available. 

• Support red line, markup and annotation functions (e. g., drawings). 

Archival,  

retention,  

and disposal 

• Implement recordkeeping archival policy for features such as dis-

posal scheduling and archiving. 

Security • Integrate with directory access services for login and authentication 

of users. 

• Implements user/group access permission rights over documents. 

Additional capabilities may be required for specific types of document manage-

ment applications. For example, in an engineering services environment, there 

may be a requirement for automation of drawing numbers; automation of the pro-

cess of revisioning drawings and technical documents; synchronization of title 

block and metadata registration and updates; and management of drawing status 

during engineering change lifecycle transitions (Asprey and Middleton 2005). 

Web content management applications are targeted at the production and man-

agement of digital content that is published to the Web, including Internet, intranet 

and extranet sites. The functionality offered by Web content management applica-

tions can be consolidated to three key areas: content creation, presentation, and 

management (Arnold 2003, Robertson 2003, Boiko, 2002), but at a granular level, 

they exhibit similar core capabilities to document management systems.  

The range of functionality offered by Web content management applications in-

clude integration with content authoring tools, the provision of repository services 

(check-in, checkout, and version control of digital content), navigation, search and 

retrieval and the management of links between multiple content objects. The simi-

larities between document and Web content management are such that organiza-

tions are discerning the requirement to have integrated architectures for managing 

documents and Web content, and considering the implications of recordkeeping 

requirements when seeking unified document and content solutions. 

5 Extended Capabilities – System Interfaces 

The core capabilities of document and content management systems essentially 

provide the capabilities to capture and implement management controls over digi-

tal documents and content. Organizations have often implemented these systems 

Table 1. Continued 
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to address specific business imperatives, satisfy regulatory compliance or support 

recordkeeping standards.  

When deployed for a specific purpose, the implementation of document and 

content management systems has often been based on a silo approach, with more 

emphasis on tactical business imperatives than support for strategic enterprise 

information architecture initiatives. A strategic integrative systems architecture 

supported by information policy promotes a cohesive approach to managing 

documents and content by alignment with business process and support strategic, 

tactical, and operational decision-making. 

Typically document and content management suppliers enter into software part-

nership relationships with suppliers of commercial software products for mutual 

advantage and to offer their customers integrative products to support strategic 

information architecture. The types of commercial system integration relationships 

that might be considered and some examples of the types of capabilities that might 

be realized through such interfaces are summarized in Table 2; the integration 

capabilities are illustrative and not meant to be a definitive set. 

In addition, a supplier may productize a particular interface capability as a stra-

tegy to secure market share generally or aligned to a specific market. For example, 

suppliers may integrate collaboration tools, content management, and workflow 

capabilities to support the processing of instruments in the financial services sec-

tor. The product offering might be based on a supplier’s own range of software or 

it may be in partnership with supplier(s) of a third party product(s).  

An organization’s vision for a strategic integrative systems architecture might 

be augmented by an integrative approach to association of document management 

and complementary applications as described in Table 2. However, there is also 

a wide range of commercial applications where a productized interface has not 

been developed. There are also many in-house applications that have been devel-

oped by commercial and government organizations to suit their own specific busi-

ness purposes.  

In instances where there is no productized interface, the requirement for the in-

terface should be subject to feasibility study analysis to determine the operational, 

financial, and technical feasibility of such development, taking into account all 

business and technology solution options. If the development of an interface is 

viable, it will be necessary for a customized integration to be specified in detailed 

functional and design specifications, built using application programming inter-

face(s), tested, and implemented.  

An integrative systems architecture incorporating commercial interface prod-

ucts or custom developments might enable organizations to take advantage of 

digital content in managed repositories to assist with decision making. Users that 

access business information then have the confidence that they are accessing, 

retrieving, and printing the most current digital content.  
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Table 2. Examples of candidate system interfaces for document and content management 

Interface  

relationship 

Examples of interface capabilities 

Enterprise resource 

planning (ERP) 

• Access documents in document management system directly 

from ERP system. 

• Invoke and manage document repository services from 

within ERP. 

• Invoke and manage document lifecycles from  

within ERP. 

• Initiate and manage document review and approval  

workflows. 

• Capture documents (such as reports) generated by ERP systems 

into the document management system. 

• Utilization of business process management tools/workflow to 

interface between ERP and document/content management. 

• Apply retention and disposal policies to content. 

Portal • Search, retrieve and view digital documents and content via 

a Web based interface. 

• Invoke and manage document lifecycles from within interface. 

• Initiate and manage document review and approval workflows. 

Collaboration • Capture documents created by collaboration teams. 

• Invoke and manage document lifecycles from within collabora-

tion space. 

• Initiate and manage document review and approval workflows 

from within collaboration space. 

• Index content in collaboration space for searching. 

• Apply retention and disposal policies to content. 

Web publishing • Create and manage content that is published to websites. 

• Manage multiple types of rich media content for publishing. 

• Support automated review and approval processes for content 

using integrated workflow. 

• Manage both publication and retirement of Web content. 

Document imaging • Interface with document imaging systems to capture digital 

images of scanned documents. 

• Import metadata captured during image process, i. e. via integra-

tion of imaging systems with recognition systems such as opti-

cal character recognition (OCR), intelligent character recogni-

tion (ICR), and optical mark recognition (OMR). 

• Import content (text) from scanned documents using OCR/ICR 

technologies. 

• Invoke workflow processes for tasks linked to captured  

images.  

• Apply retention and disposal policies to content. 

E-mail archiving • Apply standard information policies (e. g., retention and dis-

posal) across content in e-mail archiving system and docu-

ment/content management system(s). 

• Support requirements for invoking legal hold on content in  

e-mail and document/content repositories. 
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Interface  

relationship 

Examples of interface capabilities 

• Manage records retention and disposal policies for all  

e-mails/documents/content irrespective of repository. 

• Support integrated search and retrieval (e. g., location of content 

during discovery processes). 

Document  

generation 

• Capture documents generated in formats suited to multiple 

delivery channels. 

• Categorize documents using content categorization capabilities 

of document management system. 

• Manage multiple formats of the same document using rendition 

management capabilities. 

• Invoke document lifecycles and workflows. 

• Apply retention and disposal policies to content. 

Business intelli-

gence/reporting  

tools 

• Capture reports generated by business intelligence/reporting 

systems into the document management system. 

• Invoke document lifecycles. 

• Invoke workflow processes for content distribution and review.  

• Apply retention and disposal policies to content. 

6 Implementation Scenarios 

The IDCM model was developed based on research demonstrating that both gov-

ernment and private sector organizations often implemented document and content 

management systems specifically to support recordkeeping, and that these types of 

projects were not always successful. The specifications for these systems often 

focused much on the recordkeeping requirements rather than the context of docu-

ments or content in the business process lifecycle. 

Consequently, recurrent themes on why these projects were not successful from 

a business usage or take-up perspective included the requirement to register meta-

data during document or content capture. In this situation, there was often too 

much metadata to capture relative to the importance of the document or content, 

users were otherwise too busy doing real work, and usability was often an issue 

due to lack of transparent integration with authoring tools. End users often viewed 

the process of document management as being a set of tasks that were additional 

to their normal work. 

Alternatively, or in addition, organizations often focused on the technology to 

deliver best practice information and recordkeeping, but often without a business 

strategy for their requirements. They often did not consider how document and 

content management technologies, potentially integrated with other business ap-

plications, might assist with cost/benefit justification by delivering a specific solu-

tion to meet a business imperative (or a program of business solutions) that would 

support effective decision making and also deliver on information policy. 

Table 2. Continued 
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Typically, implementations of document and content management that are im-

plemented for the primary purposes of recordkeeping compliance, or with primar-

ily a technology focus, tend to struggle during implementation. Project champions 

stress the importance of change management to implement effective solutions, but 

change management precepts need to take into account end user acceptance of the 

usefulness of the system and its usability. 

The concept of knowledge sharing is often a key element identified in the busi-

ness value proposition for implementing document and content management sys-

tems within organizations. The supportive argument is that documents kept by 

individuals or workgroups in file shares, personal drives, desktop computers, and 

removable media represent information silos and that knowledge sharing requires 

organizational access to current versions of documents. 

However, it is typical of instances where document management is imple-

mented in isolation of business processes that the repositories evolve to become 

information silos themselves. Document management implemented independent 

of associated business process usually fails to take into account the benefits that 

can be derived by aligning the state transitioning of documents during a business 

process using document lifecycle and workflow capabilities.  

The IDCM model features an integrative approach to the planning and imple-

mentation of document and content management systems to support decision sup-

port. This approach associates document and content management planning 

aligned to the strategic, tactical, and operational objectives of the organization. It 

also promotes an implementation model that features an integrative approach to 

delivering document and content capabilities aligned with business processes. 

7 Business Usage Scenarios 

7.1  Housing Finance Application Setting  

An integrative approach to implementing document management systems to sup-

port an organization’s strategic, tactical and operational plans can be evidenced 

using a business scenario involving the processing of housing loans by a financial 

institution. This scenario demonstrates how effective document capture, along 

with content categorization (including metadata registration) can be achieved 

using an innovative approach to deploying document management as an integral 

part of an end-to-end business solution. 

The required information to process a housing loan is captured during inter-

views between the customer and banking staff or third-party brokers. Applications 

for housing loans are captured in point-of-sale systems supported by integrated 

workflow management to support the automatic processing of applications based 

on a range of decision points including product type, mortgage type, customer 

type and similar criteria. Once a loan has been approved, a document generation 

system produces digital copies of all documents associated with the mortgage.  
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The volume of documents produced by the generation system for each applica-

tion may vary significantly depending on the product type, mortgage type, and 

customer type, and can range from a relatively small number of documents (5−10) 

to higher volumes (250−350) for complex loan types. Given the volume of hous-

ing loans that are required to be processed and the requirement to meet defined 

service-level agreements when processing loans, it is important to simplify the 

process of capturing the documents and quickly making them available to loan 

staff for processing. 

The document generation system transmits the documents together with meta-

data derived from the original capture at the point of sale to the document man-

agement system via a brokered application interface that delivers the storage re-

quest. The document management system processes the storage request by 

confirming validity of the transactional information then storing both metadata 

and content into its managed repository. 

During the processing of the storage request, input documents are automatically 

categorized based on the metadata values that were derived originally from the 

point of sale systems. There is also automatic referencing of content based on pre-

defined business rules. There is no requirement for manual categorization of docu-

ments or registration of metadata. Folders are automatically created to support cate-

gorization based on loan number and other reference criteria, and metadata for each 

document is automatically populated from the data collected at the point of sale. 

The documents in the system are available for search, retrieval, and viewing 

without direct end-user intervention in the document capture and categorization 

process. The end user is able to search and retrieve the documents from a number 

of interfacing applications that are used to process housing loans or via the graphi-

cal user interface of the document management system.  

The end user is able to view the documents pertaining to a loan application or 

may elect to edit one or more documents as required, for example to incorporate 

changes into contractual documents. The system applies version control over ed-

ited documents so that the latest documents pertaining to a loan application are 

presented as the default version. An authorized end user is able to view previous 

versions of documents to review changes. 

The system supports the printing of a document using the printing capabilities 

of the desktop operating system or, via custom interface, supports the printing of 

multiple documents relevant to a particular loan application as a single collection. 

The documents can be printed to any printer assigned on the organization’s net-

work, which has the benefit of directing output to a specific functional area for 

physical signing of documents and executing documents with the customer. 

In summary, this scenario describes how an integrative approach to the plan-

ning and implementation of document management systems may deliver business 

benefits of quick search and retrieval while removing the requirement for manual 

configuration of categorization schemes and metadata registration, the latter being 

a task that many end users find irksome. As well, the automation of archival, re-

tention and disposal authorities are applied automatically based on the type of loan 

documentation, regulatory, and business rules. 
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7.2  Investment Banking Setting 

Documents typically underpin the vast majority of business processes in all types 

or organizations and the commercial sector is no exception, as evidenced by the 

role of documents in investment banking. The types of documents are diverse and 

include proposals, contracts, acquisition agreements, lease agreements, novation 

agreements, and technical reports that evidence the asset.  

The parties to a commercial transaction may include representation from the 

buyer and the seller, both of whom might engage external legal counsel, third-

party financiers, leasing agents, and a range of other third parties to the deal. Asset 

acquisition and leasing strategies involve a series of processes from initial en-

gagement through to ongoing management of the asset, and extensive document 

interchange occurs between all parties to a commercial transaction. 

E-mail (typically with documents embedded as attachments) is frequently used 

as a mechanism for transferring information between parties. Each party typically 

applies its own information policy to the management of documents it creates and 

receives, and may deploy document management systems to support the policy. 

Some sellers create deal websites for collaboration between parties, thus reducing 

the use of e-mail and attachments as the primary means of communication during 

the deal process. 

An integrative model that features a combination of both business and technol-

ogy solutions might facilitate decision making by providing a cohesive environ-

ment for managing transactional documents in a deal environment. The model 

might feature information policy that describes an integrated architecture involv-

ing collaboration, content management, and workflow tools within the constructs 

of an information architecture. 

The integrative model of collaboration interfaced with content management and 

workflow capabilities would enable deal teams to work collaboratively internally 

(i. e., within the organization) and with external parties in an environment that can 

be configured to support multiple-access security settings. In a transparent integra-

tion between collaboration, content management, and workflow, deal makers 

would create or capture documents in the content management system while 

working in the collaboration space. 

The capture of documents through the collaboration space would enable folder 

structures and document templates to be presented to deal makers to minimize 

manual classification and metadata capture, and support the concept of capturing 

documents into a managed repository as early as possible in the deal process.  

The integration with workflow would enable links to relevant documents (e. g., 

those requiring executive approvals) in the document management system to be 

routed to reviewers and approvers in support of the business process, and maintain 

versioning over documents where changes are made through the review process. 

The use of workflow might enable information relevant to the business process to 

be drawn from other interfacing systems at required stages of the process. 
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At the end of the deal transaction, the relevant documents when signed (physi-

cally or using integrated digital authorities), in combination with collaboration 

information and messages, would provide a record of each transaction. The infor-

mation would be a documentary knowledge base to support the processes associ-

ated with management of the asset, which would involve a new set of decision 

making requirements. 

In summary, this scenario relates how an integrative model supports trans-

actions involving multiple parties and involves collaboration tools to support the 

deal-making process, the capture of multiple document types that will evidence 

the deal, and workflow tools to support decision making by using business pro-

cess automation interfaced to content management for review and approval pro-

cesses. 

7.3  Public Sector Customer Response Setting 

In the government sector, there are many potential applications for an integrative 

model that features document management and integrated workflow as a key 

component of decision support. For example, there is typically a wide variety of 

customer requests that require responses from one or more functional areas of 

a department.  

Details of all customer requests might be captured, irrespective of the channel 

(Internet, telephone, fax, e-mail, public counter, and correspondence) into a cus-

tomer request management application, which might support a knowledge base of 

customer interactions. Documents that are received or sent to the customer can be 

captured into the document management system, deriving metadata from the busi-

ness application, thus reducing the requirement for manual entry of document 

metadata. 

The specific request and preparation of responses can be managed using inte-

grated workflow, with the document management system providing versioning 

support to various workflow modules (specific to a business process) during 

document editing. The document management system would also support links 

between documents and multiple renditions of the same document.  

In an integrative model, all customer-request related data and documentation 

would be managed from the time a request is captured until its closure, thus pro-

viding a full business record of the transaction. In those instances where perform-

ance evaluation tools are implemented (e. g., the Balanced Scorecard methodo-

logy), the workflow system would provide management and detail reports that 

assist with performance measurement.  

There are multiple business scenarios that could apply to an integrative model in 

government for specific applications. For example, the ability to retrieve offender 

case files from an offender management application in a correctional environment; 

the ability to quickly retrieve crime reports or traffic infringement notices from 

a policing environment; the ability to search and retrieve student records quickly; 
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and the ability to process ministerial correspondence within service levels. Infor-

mation could potentially be derived from a number of applications. 

In summary, there is a wide range of opportunities for developing innovative 

models within government for planning and implementing the IDCM model. In-

stead of choosing strategies that end up delivering static applications designed to 

achieve mandated requirements for recordkeeping, an integrated planning solution 

will support business processes, make it easier for decisions to be derived from 

information, and provide improved customer services to the taxpayers that fund 

the government entity. 

7.4  Small Business Setting 

The requirements of small to medium-size businesses are not dissimilar to those of 

larger organizations, differentiated typically by the number of users, the diversity 

of functions and processes, the multiplicity of geographical locations, and the 

volume of documents. However, these organizations are still required to meet 

governance and compliance requirements and to be able to produce records of 

business activity. 

There is a wide range of document management product offerings that are tar-

geted in terms of functionality and cost at small to medium businesses. While 

these systems may not feature the full range of functions that might be offered by 

suppliers of enterprise-level document management applications, the functionality 

might be quite adequate to meet the needs of the small to medium business envi-

ronment.  

Small to medium-size organizations might also look to see what types of 

document management solutions are available that may interface to existing prod-

ucts. For example, a small engineering services company might determine that the 

document vault capabilities offered as a product by its computer-assisted design 

application supplier might suffice. 

8 Conclusion  

The above examples are illustrative of how IDCM may be applied in a variety of 

corporate environments. In each case the principal features of a document man-

agement system are complemented by association with other information systems. 

Document management has a key role to play in the effective support for deci-

sions within organizations. In the IDCM model, the implementation of a document 

management system is interfaced with relevant business systems, with the view to 

supporting business planning imperatives and augmenting business processes.  

The model achieves the requirements established for recordkeeping (e. g., re-

tention and disposal) and compliance in a way that supports business processes, 

rather than as a document management repository that can become an information 
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silo. The model provides the foundation for exploiting knowledge sharing within 

organizations, to facilitate achievement of effective decision support and to help 

organizations deliver on strategic, tactical and operational planning in today’s 

complex business environment. 
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The modern approach to the development of decision support systems (DSS) typically 

makes extensive use of integrated repositories of data known as a data warehouse. These 

are often large, complex systems that have unique design and operational requirements that 

are significantly different to other kinds of databases, despite generally using the same 

relational database technologies as other systems. This chapter provides an overview of the 

purpose and design requirements of data warehouses, including approaches to data mo-

deling and structuring of the technical architecture, as well as current trends and practices in 

the field. 
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1 Introduction 

Organizations understand that in order to survive and prosper in a global and 

competitive business world, they must effectively manage and use their in-

formation resources. Bill Gates (2000), founder of Microsoft, argues that every 

worker in an organization needs to have access to a computer-based system that 

provides them with the information that they need to do their job at peak 

effectiveness and efficiency. Simply having access to good data is fundamental to 

good decision support. 

However, in many organizations, simple business questions like “How many 

customers do we have?” or “Which products are making a profit?” are surprisingly 

difficult to answer. The reasons for this vary, however it is very common for 

information about customers and products to be stored in a number of different 

information systems applications. For example, a bank might have different 

independent systems to support savings accounts, credit card accounts, and 

mortgages. Information about a single customer might be stored in each of these 

three different systems. Each system might be hosted on a different hardware 

platform and supported by a different software system. To provide accurate 
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answers to basic questions about the operation of the organization requires that the 

information in these different applications be integrated. The integration of data 

from different systems and sources, which usually also needs to be transformed 

into a standard consistent format, and its storage in a database which can then be 

utilized for the support of decision-making activities is called data warehousing. 

Data warehousing provides the systems and infrastructure that collect data from 

source systems (usually internal to the organization) and makes it available to 

analysts and managers who will use it for decision making and analysis. 

This chapter provides an overview of the field of data warehousing in the 

context of decision support systems (DSS). It begins by looking at data ware-

housing from the perspective of traditional DSS. This is followed by a short 

discussion of the development of the contemporary field of data warehousing. 

2 The Role of Data in Decision Support 

Since the earliest attempt to provide technology-based decision support—the 

management information systems (MIS) of the 1960s—data has played a central 

role in the provision of decision support. Ackoff (1967, p.148) describes the 

development effort to produce these systems as “almost exclusively given to the 

generation, storage, and retrieval of information: hence emphasis is placed on 

constructing data banks, coding, indexing, updating files, access languages, and so 

on.” On the face of it, this seems reasonable: a good decision requires an informed 

decision-maker. Ackoff makes the point, however, that the needs of most business 

decision-makers are met, not through access to more information, but through 

mechanisms that help them make sense of the overload of information that they 

already have. 

Around this time, a fundamental shift in perceptions of how managers work 

(Kotter, 1982; Mintzberg, 1973) occurred. Drawing on this new understanding of 

managerial decision-making, DSS shifted the focus from the data processing 

approach of MIS to a focus on individual decision support. In part, this was based 

on an improved understanding of the decision-making process, informed by 

Herbert Simon’s (1977) phased-model of decision making. 

Within this view of decision-making, data are used to answer two broad kinds 

of questions: “what-is” questions, related to assessments of the current situation; 

and “what-if” questions that seek to predict outcomes and assess the value of 

various potential courses of action. DSS and other managerial support systems 

have been developed to help answer both kinds of questions. Alter’s (1980) DSS 

taxonomy identifies data-driven and model-driven systems that answer what-is 

and what-if questions, respectively: 
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Figure 1. Taxonomy of decision support systems adapted from Alter (1980) 

While this taxonomy was introduced in 1980, and the terms themselves are little-

used today, the categories still hold true for today’s management support systems. 

The executive information systems (EIS) of the 1980s and today’s business 

intelligence (BI) and data warehouse systems are generally functionally equivalent 

to the first three of Alter’s categories (the data driven file drawer, data analysis, 

and analysis information systems), and in some specialist cases, one or more of 

the other categories as well. File drawer and data analysis systems are essentially 

reporting systems (developed using technologies like Microsoft’s Reporting 

Services product), and analysis information systems support what many current BI 

vendors describe as “analytics” (developed, using technologies such as 

Microsoft’s Analysis Services product, for example). Some vendors also offer 

modeling tools to perform optimization and simulation-based analysis, but these 

are not part of current mainstream business intelligence. 

EIS and BI tools draw on multiple sources for their data, such as enterprise 

transaction processing systems. As a result, such data-driven reporting-oriented 

systems face a number of data-related issues, such as the integration of hetero-

geneous data from disparate source systems, data quality, and the efficient trans-

formation of transactional data into information that helps decision makers with 

the recognition and diagnosis of decision situations. Data warehouses are a re-

sponse to these problems that seek to prevent the issue of “re-inventing the wheel” 

for each new decision support tool. 

3 Data Warehousing in Practice 

Conceptually, at its simplest, a data warehouse is a replica of data stored in other 

information systems. Indeed, in some cases, such as Moscato and O’Donnell 
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(2000), a database to provide infrastructure for decision support is created by 

simply turning on the replication feature of the source system’s database manage-

ment system. In usual practice, however, the design and operation of a data ware-

house is significantly different to that of a database for transaction processing. 

3.1  Design Requirements 

Inmon and Hackathorn (1994, p.2) characterize the key design differences bet-

ween data warehouses and transaction-processing databases by defining a data 

warehouse as a “collection of data in support of management’s decision-making 

process” that is: 

• subject-oriented; 

• integrated; 

• time variant; and 

• non-volatile. 

Each of these four design requirements differentiates a data warehouse from other 

kinds of databases. The first, “subject-oriented,” relates to the design of the data 

warehouse schema. Warehouses, as tools for decision-support, are designed with 

a view of the data from the perspective of a decision-making, managerial user. 

This is inherently a data-, or subject-oriented perspective, focused on concepts like 

customers, products, and suppliers. This makes it easier to answer the kinds of 

business questions mentioned earlier (like “How many customers do we have?” or 

“Which products are making a profit?”). This contrasts with transaction-process-

ing systems whose purpose is to manage business functions like sales, account-

management, and so forth. The most immediate impact of this on the schema 

design is that data warehouse schemas tend to consist of simpler, more consoli-

dated subject-oriented tables like ‘customer’ and ‘product,’ whereas in transaction 

systems, those concepts are spread over multiple tables (such as ‘customer,’ 

‘customer-type,’ ‘person,’ ‘address’) as a result of the normalization process. 

Normalization of database schemas, typically to at least third-normal form, 

protects databases against problems with updating and deleting data from the 

database. This is important for transaction-processing systems with frequent data 

edits, but in a data warehouse, these database operations occur infrequently (see 

below for the discussion on the “non-volatile” design requirement), and so 

normalization is not a design priority. One side effect of the normalization process 

is a proliferation of database tables such as the customer data example given 

above. 

Inmon and Hackathorn’s (1994) second design requirement is an integrated 

view of the data. Most organizations have multiple information systems for 

recording and managing information about business transactions. This results in 

a disjointed view of organizational data, because data on any one business subject 

may be held in several separate information systems, often in incompatible 

formats and structures. In the same way that a subject-oriented view necessarily 
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cuts across artificial data schema boundaries, it also requires an integrated view of 

data that cuts across system and business-unit boundaries. 

Inmon and Hackathorn’s (1994) other two design requirements stem from 

another key difference with standard databases: the need for an explicit historical 

view of data. Most transaction databases are designed with little consideration 

given to temporal aspects of the data contained within them—for example, if 

a customer changes an address, then a transaction-processing database will often 

not keep track of the previous address, only providing facilities for recording the 

new, current address. With a data warehouse, however, there is often a requirement 

to analyze how data changes over time: in the words of Inmon and Hackathorn 

(1994), to preserve the “time-variant” nature of the data. Where a transaction-pro-

cessing database will seek to hold accurate, current data, a data warehouse com-

piles a series of snapshots of data over time, allowing for temporal aspects to the 

kinds of analyses supported by the system. A key aspect of the ability to analyze 

the temporal aspect of data is the capability to reproduce historically accurate 

reports. Overwriting data with current values means that subsequent reports 

derived from that data can only reproduce the current values, rather than the values 

which were correct during the timeframe of the report. In the case of a customer 

changing address, reports generated covering a timeframe prior to the updating of 

details in the database would incorrectly report the customer’s current address 

rather than the correct address for that timeframe. This means that a data 

warehouse should be designed so that “time-variant” data is also “non-volatile” 

(Inmon and Hackathorn, 1994)—that is, it doesn’t just disappear when values are 

updated. 

Further to Inmon and Hackathorn’s (1994) definition, there is another 

overriding design requirement for the data warehouse schema—specifically, the 

fact that data warehouse schemas are much more exposed to the end-user than for 

transaction systems. This is due to the fact that data warehouses, as infrastructure 

for decision support, need to encourage experimentation, and see often novel and 

unpredictable usage and application (Keen, 1980). In transaction processing 

systems, interaction with the underlying database schema is mediated by the user 

interface of the application software, allowing for a workflow-based view of the 

data, regardless of its physical storage in the database. With ad-hoc reporting and 

analysis, as well as user-developed DSS, the data model for a data warehouse 

needs to be accessible and comprehensible to users who have no formal database 

or data modeling expertise. In essence, for data warehouses the data model is the 

user interface. 

Performance requirements for data warehouse systems are also significantly 

different to other kinds of databases. While transaction-processing systems may 

deal with similar volumes of data, data access patterns are quite different—

transaction-processing systems generally access small volumes of data per access, 

often only a single record in a small number of tables, but this occurs on a high-

frequency basis. For data warehouse systems, data access is typified by a small 

number of infrequent accesses, but each of those involves a large number of 

records in a table (often all rows). Tuning a database management system running 
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a data warehouse requires consideration of this different usage pattern. It also 

means that the design decisions made during data modeling are different—because 

the bulk of database accesses for a data warehouse are SQL “select” statements (as 

opposed to the “insert”, “update”, and “delete” SQL statements more often 

executed by transaction-processing systems), a data structure that allows for 

efficient construction and processing of “select” statements is desirable. The 

normalization process typically undertaken for transaction-processing databases 

leads to multiple tables requiring many joins when actually accessing the data. To 

do this for a large data set leads to very poor processing. Rather, a denormalized 

structure designed around a subject-oriented perspective of the data, that 

minimizes the number of physical tables in the database and allows for fast, 

efficient and simple “select” statements is preferable. This is possible because of 

the reduced need to protect against insert, update, and delete anomalies that is 

a result of a data warehouse’s usage pattern. It also has the added benefit of 

leading to simpler data models, making them easier for the end-user to understand. 

3.2  Operation 

When implemented, a data warehouse sits at the center of a data supply chain. 

Rather than data being directly input to a data warehouse by human data entry-

operators as with transaction-processing systems, data warehouses source their 

data from a range of other systems, including transaction-processing systems, ERP 

systems, external data sources, and other data providers. This sourcing process is 

known as the extract, transform, and load (ETL) process, and consists of sourcing 

the data, structuring it in an appropriate format for the data warehouse schema, 

and then storing it in the data warehouse itself. Further, data in the warehouse is 

not usually directly accessed by a single software application, as is typical with 

a transaction-processing system, but rather the warehouse provides the infrastruc-

ture for a range of different decision support tools including corporate perfor-

mance measurement (CPM) systems, so-called “executive dashboards,” reporting 

systems, DSS, and other systems. 

Operationally, data warehousing is more than just the data warehouse database, 

but rather a process of sourcing, storing, and presenting data for the purposes of 

decision support—something Kimball (2001) likens to a publishing process. 

As Figure 2 shows, a typical data warehouse sits in the middle of an informa-

tion supply chain. As a result, data warehouse systems are subject to a large 

number of complex influences: any changes or failures in any of the source 

systems will impact the operation of the ETL process (and hence data in the data 

warehouse database), while systems in the DSS layer are subject to evolutionary 

pressures that are passed on as changing information requirements to the data 

warehouse design. Hillard et al. (1999) have shown that data warehouse systems 

exhibit characteristics typical of chaotic systems, with small changes in variables 

that influence the operation of the data warehouse producing large, unpredictable, 

and sometimes catastrophic instability in the data warehouse. 
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Figure 2. A generic model of the data warehousing process. Adapted from Figure 1 in 

Gibson and Arnott (2005) 

The chaotic nature of the operation of a data warehouse means that the job of the 

data warehouse team is extremely difficult. The nature of chaotic systems means 

that no matter how well run the data warehouse system is, there will be days when 

the system exhibits “unpredictable and apparently random performance spikes” 

(Hillard et al., 1999, p.10). While this instability is inevitable, a risk management 

approach is possible that can help to minimize the negative effects. Hillard et al. 

(1999) suggest the following strategies: 

• Use of iterative development to allow for initially small-scale systems 

that permit the development team to learn about system sensitivities 

without the complexity that large-scale systems introduce. 

• Layering of the data warehouse architecture to isolate problems for eas-

ier rectification. 

• Monitoring and understanding user behavior so that complex and com-

putationally expensive queries can be anticipated and managed. 

• Defining service-level agreements with the rest of the organization that 

account for the flexibility needed to manage an unpredictable system. 

• The use of “dampeners” such as returning the system periodically to 

a known stable state (i. e., “rebooting” the system), even if the system 

appears to be working adequately. 

• Identification of system configurations that tend to be more stable than 

others through a process of experimentation with system settings. 
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4 Data Modeling in the Data Warehouse 

One key issue in the development of a data warehouse is the design of the data 

model used to guide the creation of tables that hold data within the warehouse 

(Kimball, 1996; McFadden, 1996). The traditional approach to database design 

uses entity-relationship modeling (Chen, 1976) and normalization (Kent, 1983). 

These approaches are often used for data warehouse design (Inmon, 1992; 

McFadden, 1996). However, an alternative approach to database design, known as 

dimensional modeling, has been suggested as being superior to entity-relationship 

modeling for designing data warehouses (Kimball, 1994; Weldon, 1995), and is 

also widely used. 

 

Figure 3. An example of data in one, two, and three dimensions 
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Dimensional modeling is an approach to conceptualizing data as an information 

space that aims to create intuitive, and easy to navigate database schemas. Just as 

a physical dimension defines a degree of freedom in space, a dimensional data 

model consists of data, and defined dimensions of movement through a space 

occupied by that data. Consider the example in Figure 3. 

In a single dimensional information space, a user can only navigate in one 

plane: in this case one can look at data from various years. If this is extended into 

two dimensions by adding different products, then the user can move through the 

information space by looking at both different products, and different years. 

A three-dimensional space has been created by adding a further, geographical, 

dimension. The advantage of conceptualizing data this way is that it is intuitive for 

most users to navigate, and relates directly to the idea of creating reports or 

extracts of subsets of the data. Known sometimes as slicing-and-dicing, a report 

that a data warehouse user executes will typically take one or more slices of data 

and present results in an appropriate format. Examples of slices appear in 

Figure 4. 

The dimensional modeling approach allows for very simple report construction by 

passing parameters to the database management system that correlate to 

“members,” or values, of the dimensions giving co-ordinates in the information 

space. This approach to structuring data leads to the kinds of user-interfaces 

typical of OLAP-based systems where the dimensional parameters chosen allow 

for navigation from one report, or view of the data, to another—similar to the way 

that hyperlinks work on the World Wide Web. 

When implemented at the data warehouse level, a dimensional data model is 

typically translated to a relational data model in what is known as a “star-join 

 

Figure 4. Slicing-and-dicing a dimensional model 



216 Rob Meredith et al. 

schema” (Kimball et al., 1998), or simply “star schema.” The dimensions in the 

dimensional model are each given a separate table in the database, while the data 

values for the model (i. e., the data that populates the cells of the information 

space) are stored in a central table known as a “fact table.” The fact table consists, 

in part, of a multi-part primary key made up of the primary keys of the dimension 

tables, as can be seen in Figure 5. 

Star-schemas allow for the physical implementation of a dimensional model 

using standard relational database technologies. This means that data warehouse 

designers have a choice of where to implement a dimensional view of the data—

either in the data warehouse itself, or alternatively, created in the DSS layer 

depicted in Figure 2. Proponents of the former approach argue that implemen-

tation of the dimensional model via a star-schema in the data warehouse itself 

improves query performance, while proponents of the latter point to the difficulty 

of translating normalized data models in the source systems and the extra load this 

places on the already complex ETL process, as well as the lack of normalization in 

the resulting model. Even though the debate over which approach is correct or best 

has sometimes become quite heated [see Kimball (1997), and a vigorous rebuttal 

in Armstrong (1997)], both approaches have been successfully implemented in 

practice. On the one hand, translation of a normalized ER model to a dimensional 

view has to occur at some stage in the information supply chain, and data 

warehouses are able to bypass the need for a normalized data model because of the 

usage pattern described above in Section 3.1. On the other hand, the capacity for 

query processing at both the data storage and DSS layers (depicted in Figure 2) is 

 

Figure 5. Star-schema relational representation of the dimensional data model in Figure 3 

(with a fourth dimension of Customer added) 
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such that a combination of on-the-fly processing and cached views of the data 

provide adequate performance for most queries. 

5 Data Warehouse Architectures 

There are several distinct approaches to designing the technical architecture for 

a data warehouse. The primary concern of any data warehouse project is to source 

good quality data, and make it available in an appropriate format, and in a timely 

manner, to business users for reporting and analytical purposes. The simplest 

design (although far from simple to implement!) is the idea of a single, centralized 

data warehouse that serves the needs of the entire organization. Such a design, 

often known as an “Enterprise Data Warehouse,” serves as an integrated re-

pository of organizational data captured from transaction processing systems as 

well as other information sources. Raw data are obtained from these sources, 

transformed into a format suited for the data model on which the warehouse is 

based, and then loaded into the warehouse database via the ETL process. End-user 

applications, middle-ware business intelligence tools, and other systems are then 

able to access the integrated data to meet their users’ information requirements. 

Diagrammatically, Enterprise Data Warehouse architecture is structured as shown 

in Figure 6. 

While architecturally the most simple, this approach has a number of draw-

backs. First, such a warehouse is necessarily a very large and complex develop-

ment project. Data must be sourced from many different source systems, from 

multiple database and system platforms, in disparate, and often conflicting 

formats. Integrating all of an organization’s data is an immense task, even without 

taking into account the political considerations of dealing with multiple system 

 

Figure 6. Enterprise data warehouse architecture 
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owners. At the other end of the information flow, an enterprise data warehouse 

needs to support all of an organization’s information user groups and their often 

conflicting information requirements. While views of the physical data warehouse 

can, to a certain extent, be mediated by the end user application tool (such as an 

OLAP reporting tool), the underlying data model of the enterprise data warehouse 

is always going to be a limiting factor in what can be achieved for individual users 

and business groups. 

An alternative to the enterprise data warehouse approach, then, is for each user 

group with roughly homogeneous information requirements to have their own 

“miniature” data warehouse, sometimes known as a “data mart,” to service their 

needs. Known as the “independent data mart approach,” each data mart has its 

own ETL process. The key advantage here is that users’ needs are more likely to 

be better met than with the enterprise data warehouse approach. This architecture 

is depicted in Figure 7. 

As can be seen in Figure 7, one of the large disadvantages of this approach is 

the complexity of the ETL process. In short, each data mart is responsible for its 

own sourcing of data, and solutions to issues such as data quality and data 

integration need to be “re-invented” for each data mart. There is also a commen-

surate increase in overhead load on each source system (although individual data 

volumes will be smaller than for a single enterprise data warehouse). Another 

disadvantage is that each data mart requires its own support and maintenance: 

each mart represents multiple points of failure that would only be present once 

with an enterprise data warehouse. 

A compromise to these two approaches is, in essence, to combine them by 

building an enterprise data warehouse that takes care of ETL and integration 

issues, whilst data marts are developed for individual user groups that source their 

 

Figure 7. Independent data mart architecture 
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data from the enterprise data warehouse rather than the original source systems. 

This is known as the “dependent data mart” approach, and takes advantage of the 

economies of scale that can be achieved with a single, shared ETL process. 

Advocates of this approach argue that the data mart layer of the architecture 

allows for customized, tailored designs to meet specific user group information 

requirements. The data warehouse layer ensures consistency and integration across 

the different marts—something often not achievable via the independent data mart 

approach. Indeed, many organizations migrate to a dependent data mart structure 

after initially adopting (or often, simply finding themselves with) the independent 

data mart architecture, and they see the introduction of a centralized data 

warehouse as a reasonable antidote to the problem of the independent approach’s 

chaotic “back-end.” Figure 8 shows this architecture diagrammatically. 

Of course, this particular approach requires the added expense of having both 

an enterprise data warehouse, and various data marts. A final alternative that still 

provides for the design aims of the dependent data mart approach, but without the 

added expense of a physical enterprise data warehouse is the “federated data mart” 

or “bus” architecture (Kimball et al., 1998). In this approach, the centralized data 

sourcing routines are preserved, but rather than storing the results of the ETL 

process in a physical database, the data are transmitted directly to the data mart 

layer. The ETL process therefore consists of a temporary storage area that 

represents a virtual warehouse, or as Kimball et al. (1998) put it, a common data 

bus from which various data marts can draw data. This is depicted in Figure 9. 

The federated approach is implemented through a common metadata scheme to 

which all data marts adhere, defining common data structures, or dimensions, that 

data marts can pick and choose from for their own customized schemas. This 

means that the organization must be disciplined in its definition and maintenance 

of this metadata, that all business units agree on definitions, and so on. However, 

 

Figure 8. Dependent data mart architecture 
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if this is achieved, it does allow for a cheaper alternative to the dependent data 

mart approach, whilst still preserving the design advantages of a centralized ETL 

process. 

6 Project Scale 

Data warehouse projects tend to exhibit slightly different characteristics to more 

traditional transaction processing systems projects. In general, the projects are 

smaller in terms of budget, timeline, number of developers, and number of users, 

however there is a large degree of variability. Some small-scale projects are 

completed in a week (Moscato and O’Donnell, 2000), while others take years to 

develop. Similarly, some projects only have a handful of users, while others have 

thousands. Typically, a data warehouse would be classified as a small-to-medium 

scale project, compared to transaction-processing systems development. 

This difference in scale is to be expected, given the role of data warehousing in 

decision support. Business decision-makers, particularly those at the tactical or 

strategic decision-making levels of an organization (and therefore those who use 

data warehouses, business intelligence systems, and decision support systems) are 

typically outnumbered by employees responsible for managing business trans-

actions, that is, those at the operational level. Even though the data in a data 

warehouse system can be very large in terms of volume, they are not particularly 

difficult systems to develop, from a technical perspective, although organizational 

issues (see Section 7) may present a greater challenge. The difference in scale may 

also reflect the fact that a data warehouse does not typically enable core business 

functions in the same way that a transaction processing system does. A data 

 

Figure 9. Federated data mart, or “bus” architecture 
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warehouse may allow an organization to do things better, but in many cases an 

organization can function adequately without one. The same cannot be said, say, 

for a retailer’s point-of-sale system. As a result, organizations may not place as 

great an importance on a data warehousing system as they would other systems, 

and this is reflected in budgets and development team sizes. 

7 Organizational Issues 

Data warehouses, like ERP systems, are a kind of technology that inherently 

crosses organizational boundaries. This impact extends in several directions, both 

downward to business units managing the transaction systems that provide source 

data for the warehouse, and upward as the information is accessed and used by 

various organizational consumers. As a result, governance is emerging as a key 

issue for organizations that develop a data warehouse (Arnott, 2006). Governance 

decisions impact the BI and decision support applications that get organizational 

support, whose budget pays for resolving data quality issues, how conflicts 

between transaction system and data warehouse administrators get resolved, and 

who gets access to which information in the warehouse. Developing an 

appropriate governance structure to make those decisions is a key ingredient for 

successful development of a data warehouse system (Watson et al., 2004). 

Because a data warehouse, as a technology, cuts across many organizational 

boundaries, the issue of access to information becomes a particularly difficult (and 

in some cases, an intractable) political problem. In an organization, particularly 

one with a decentralized or silo-type approach to ownership of information, the 

political power of many managers is defined by the information that they control. 

For some, the ability to manage, control, and even “spin” a message is funda-

mental to their positions in the organization. When a technology is proposed that 

potentially allows unhindered access to information previously filtered by a man-

ager to peers and superiors, political opposition to the project is a possibility. 

The existence of, and potential threat to a data warehousing project by, organi-

zational resistance depends on the dominant information culture in an organi-

zation. Davenport et al. (1992) describe five different archetypes as summarized in 

Table 1. 

The key message of Davenport et al. (1992) is summed up in a quote from 

James March: “Information is not innocent.” Whilst some technology advocates, 

including vendors, developers, and some managers have a naive view of an or-

ganization’s willingness to share information, seeing any resistance as stubborn-

ness, Davenport et al. argue that resistance to disruption of information-based 

power structures should not be regarded as irrational (Davenport et al., 1992, 

p.54). To a certain extent, decisions regarding the selection of data warehouse 

architecture will be governed by the prevailing information power structure. For 

example, an anarchic or feudal organization would find it extremely difficult to 

implement a successful enterprise warehouse: such organizations would instead be 
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Table 1. Information power structures. From Davenport et al. (1992, p.56) 

Technocratic 

Utopianism 

A heavily technical approach to information management stressing 

categorization and modeling of an organization’s full information 

assets, with heavy reliance on emerging technologies. 

Anarchy The absence of any overall information management policy, leaving 

individuals to obtain and manage their own information. 

Feudalism The management of information by individual business units or 

functions, which define their own information needs and report only 

limited information to the overall corporation. 

Monarchy The definition of information categories and reporting structures by the 

firm’s leaders, who may or may not share the information willingly 

after collecting it. 

Federalism An approach to information management based on consensus and 

negotiation on the organization’s key information elements and 

reporting structures. 

better advised to adopt an independent data mart approach. Only where there is 

a strong central mandate, such as with a federalist or monarchic organization, is it 

possible to implement an architecture that relies on a consolidated, centralized 

warehouse, such as with a dependent or federated data mart approach or an 

enterprise warehouse approach. Davenport et al. (1992) are generally critical of 

technocratic utopianism, and it is often in these cases that organizations commit to 

an enterprise data warehouse approach. Unfortunately, in many cases this does not 

succeed. Davenport et al. point out that technocratic utopianism is a culture that 

often sits alongside the other four models, sometimes being adopted as a means of 

solving some of the inherent information sharing problems of, say, an anarchic 

organization. Data warehouse developers need to be aware of this possibility, and 

be ready to manage expectations by reiterating that technology is not a silver 

bullet—a warehouse alone does not solve an organization’s information culture 

shortcomings. “No technology has yet been invented to convince unwilling 

managers to share information or even to use it” (Davenport et al., 1992, p.56). 

There are a number of possible strategies data warehouse developers and 

project managers can use to deal with unhelpful information cultures. The first is 

to recognize that there is very little that technologists, or even CIOs, can do about 

an entrenched information culture, and to be realistically humble in regards to 

what technology can do, and what can be achieved in terms of cultural change. 

The second is to identify the dominant information culture and, assuming there is 

a suitable sponsor with a significant mandate available, it may be possible to 

introduce organizational change such that a more desirable model can be 

implemented. Even if this is not possible, identifying the dominant information 

culture according to Davenport et al.’s (1992) five archetypes will help to manage 

and plan for likely organizational resistance. The third key factor is to ensure that 

the roles of project champion and sponsor are filled by persons with a perceived 
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mandate to overcome political roadblocks to the project. Finally, some organiza-

tional obstructions may be overcome when key stakeholders see the benefits of the 

system once it has been deployed. In this regard, it is important to carefully plan 

the roll-out of the system: a useful strategy that is often employed is a phased 

introduction of the system with a relatively easy pilot or prototype project that can 

deliver “quick wins” for an important strategic area of the business. Often, finance 

is the area chosen because there usually exist well-defined requirements and 

reporting needs, it is essential to and pervades the organization, and regulatory 

requirements mean that the source data is usually of high quality with a consistent 

structured format. 

8 Current Trends and the Future 

of Data Warehousing 

8.1  Data Warehousing Practice 

Forecasting future trends in any area of technology is always an exercise in 

inaccuracy, but there are a number of noticeable trends that will have a significant 

impact in the short-to-medium term. Many of these are a result of improvements 

and innovations in the underlying hardware and database management system 

(DBMS) software. The most obvious of these is the steady increase in the size and 

speed of data warehouses connected to the steady increase in processing power of 

CPUs available today, improvements in parallel processing technologies for 

databases, and decreasing prices for data storage. This trend can be seen in the 

results of Winter Corporation’s (2006) Top Ten Program, which surveys com-

panies and reports on the top ten transaction-processing and data warehouse 

databases, according to several different measures. Figure 10 depicts the increase 

in reported data warehouse sizes from the 2003 and 2005 surveys. 

The data warehousing industry has seen a variety of recent changes that will 

continue to have an impact on data warehouse deployments in the short-to-me-

dium term. One of these is the introduction by several vendors (e. g., Teradata, 

Netezza, DATAllegro) of the concept of a data warehouse “appliance” (Russom, 

2005). The idea of an appliance is a scalable, plug-and-play combination of 

hardware and DBMS that an organization can purchase and deploy with minimal 

configuration. The concept is not uncontroversial (see Gaskell, 2005 for instance), 

but is marketed heavily by some vendors nevertheless. 

Another controversial current trend is the concept of ‘active’ data warehousing. 

Traditionally, the refresh of data in a data warehouse occurs at regular, fixed 

points of time in a batch-mode. This means that data in the data warehouse is 

always out of date by a small amount of time (since the last execution of the ETL 

process). Active data warehousing is an attempt to approach real-time, constant 
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refreshing of the data in the warehouse: as transactions are processed in source 

systems, new data flows through immediately to the warehouse. To date, however, 

there has been very limited success in achieving this, as it depends on not just the 

warehouse itself, but performance and load on source systems to be able to handle 

the increased data handling. Many ETL processes are scheduled to execute at 

times of minimal load (e. g., overnight or on weekends), but active warehousing 

shifts this processing to peak times for transaction-processing systems. Added to 

this are the minimal benefits that can be derived from having up-to-the-second 

data in the data warehouse, with most uses of the data not so time-sensitive that 

decisions made would be any different. As a result, the rhetoric of active data 

warehousing has shifted to “right-time” data warehousing (see Linstedt, 2006 for 

instance), which relaxes the real-time requirement for a more achievable “data 

when it is needed” standard. How this right-time approach differs significantly in 

practice from standard scheduling of ETL processing is unclear. 

Other than issues of hardware and software, various governance issues are 

introducing change to the industry. One of these is the prevalence of outsourcing 

information systems—in particular the transaction-processing systems that pro-

vide the source data for warehouse projects. With many of these systems operated 

by third party vendors, governed by service-level agreements that do not cover 

extraction of data for warehouses, data warehouse developers are facing greater 

difficulties in getting access to source systems. Arnott (2006) describes one such 

project where the client organization had no IT staff at all, and all 13 source 

systems were operated off-site. The outsourcing issue is compounded by data 

quality problems, which is a common occurrence. Resolution of data quality 

problems is difficult, even when source systems are operated in-house: political 

 

Figure 10. Ten largest global data warehouses by database size, 2003/2005. From Winter 

Corporation (2006) 
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confrontations over who should pay for rectifying data quality problems, and even 

recognition of data quality as a problem (in many cases, it is only a problem for 

data warehouse developers, as the transaction processing system that provides the 

source data is able to cope with the prevailing level of data quality) can be 

difficult to overcome. When the system is operated off-site and in accordance with 

a contractual service-level agreement that may not have anticipated the develop-

ment of a data warehouse, quality problems become even more difficult to resolve. 

In addition to the issues of outsourcing, alternative software development and 

licensing approaches are becoming more commonplace. In particular, a number of 

open source vendors have released data warehousing products, such as Green-

plum’s (http://www.greenplum.com) Bizgres DBMS (also sold as an appliance) 

based on the Postgres relational DBMS. Other open source tools such as MySQL 

have also been used as the platform for data warehousing projects (Ashenfelter, 

2006). The benefits of the open source model are not predominantly to do with the 

licensing costs (the most obvious difference to proprietary licensing models), but 

rather have more to do with increased flexibility, freedom from a relentless upgrade 

cycle, and varied support resources that are not deprecated when a new version of 

the software is released (Wheatley, 2004). Hand-in-hand with alternative licensing 

models is the use of new approaches to software development, such as Agile 

methodologies (see http://www.agilealliance.org) (Ashenfelter, 2006). The adap-

tive, prototyping-oriented approaches of the Agile methods are probably well suited 

to the adaptive and changing requirements that drive data warehouse development. 

The increased use of enterprise resource planning (ERP) systems is also having 

an impact on the data warehousing industry at present. Although ERP systems 

have quite different design requirements to data warehouses, vendors such as SAP 

are producing add-on modules (SAP Business Warehouse) that aim to provide 

business intelligence-style reporting and analysis services without the need for 

a separate data warehouse. The reasoning behind such systems is obvious: because 

an ERP system is an integrated tool capturing transaction data in a single location, 

the database resembles a data warehouse, insofar as it is a centralized, integrated 

repository. However, the design aims of a data warehouse that dictate the radically 

different approach to data design described in Sections 3.1 and 4 mean that 

adequate support for management decision-making requires something other than 

simply adding a reporting module to an ERP system. Regardless, the increased 

usage of ERP systems means that data warehouses will need to interface with 

these tools more and more. This will further drive the market for employees with 

the requisite skill set to work with the underlying data models and databases 

driving common ERP systems. 

Finally, Microsoft’s continued development of the Microsoft SQL Server 

database engine has produced a major impact on Business Intelligence vendors. 

Because of Microsoft’s domination of end-user’s desktops, it is able to integrate 

its BI tools with other productivity applications such as Microsoft Excel, 

Microsoft Word, and Microsoft PowerPoint with more ease than their competitors. 

The dominance of Microsoft on the desktop, combined with the pricing of SQL 

Server, and the bundling of BI tools with the DBMS means that many business 
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users already have significant BI infrastructure available to them, without pur-

chasing expensive software from other BI vendors. Although SQL Server has been 

traditionally regarded as a mid-range DBMS, not suitable for large-scale data 

warehouses, Microsoft is actively battling this perception. The company recently 

announced a project to develop very large data warehouse applications for an 

external and an internal client, to handle data volumes up to 270 terabytes 

(Computerworld, 2006). If Microsoft is able to dispel the perception that SQL 

Server is only suited for mid-scale applications, it will put the company into direct 

competition with large-scale vendors (such as Oracle, IBM, and Teradata) with 

significantly lower license fees. Even if this is not achieved, the effect that 

Microsoft has had on business intelligence vendors will flow through to data 

warehousing vendors, with many changes being driven by perceptions of what 

Microsoft will be doing with forthcoming product releases. 

8.2  Data Warehousing Research 

The discussion to date shows that data warehousing has been driven by industry 

and in particular a small number of key vendors and consultants. Academic 

research has had little influence on this important sub-field of DSS. There is an 

apparent disconnect between the needs of practitioners and the interests of 

researchers in this part of the DSS field. 

Arnott and Pervan (2005) have provided an analysis of data warehousing 

research as part of a larger study of DSS research since 1990. Their analysis is 

based on a sample of 1,093 DSS articles in 14 major IS and DSS journals from 

1990 to 2005. In this time only 16 data warehousing papers were published in 

these journals (1.5% of DSS papers). This small relative presence of data 

warehousing in quality journals cannot be explained by the novelty of the field 

because, as discussed above, data warehousing has been mainstream in industry 

for a considerable period of time, far longer than the time required to formulate, 

execute, and publish high-quality research. Two journals that are important for the 

data warehousing field are not in the sample. The Journal of Data Warehousing, 

now titled Business Intelligence Journal, was not included because it contains 

a large number of professional papers that have no research framework and often 

contain no references. This is appropriate for industry-focused papers by 

practitioners. A second journal that may be important in the future is the 

International Journal of Data Warehousing and Mining. It has a strong technical 

(rather than a decision support) focus and only commenced publishing in 2005. 

Because of the very small number of quality data warehousing papers, Pervan 

and Arnott (2006) were unable to provide any detailed analysis of research in this 

sub-field. They did find that the papers focused on theory building rather than 

theory testing, theory refinement, or extension (Dubin, 1978). They also found 

that the research focus has usually been on systems development and that the 

professional relevance of the papers is much higher than for other sub-fields of 

DSS research. They found that data warehousing papers were not grounded in any 
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decision-making research. None of the papers cited any research in judgment and 

decision making as part of the theoretical foundation of their research, nor did they 

use judgment and decision making theory in the analysis and interpretation of their 

results. This may reflect the foundation role of data warehousing in the informa-

tion supply chain. 

It is clear that DSS researchers need to increase their engagement of data 

warehousing in their research agendas. The discussion in this chapter can give 

some guidance to desirable topics that fit a DSS paradigm. These include: 

• The role of ERP in providing data warehousing and decision support 

functions. 

• The governance of data warehouse projects and, in particular, the 

sourcing of data warehouse development and operation. 

• Systems development methodologies for data warehousing. 

• Techniques for bridging the gap between a data-oriented perspective, 

and meaningful decision- and managerial-support, taking into consider-

ation cognitive and normative aspects of the decision-making process. 

9 Conclusion 

There have been various approaches to the support of strategic business decision 

making since the 1960s, and while the different approaches differ significantly in 

their underlying philosophies and conceptualizations of the decision-making 

process, they all have a need for good quality data with which to work. The data 

collected on a day-to-day basis by organizations’ transaction-processing systems 

suffers from poor data quality, as well as a fragmented, piecemeal view of busi-

ness subjects, without a historical perspective of how the data have changed over 

time. 

Data warehouses seek to solve this problem by providing the “data infra-

structure” for the development of a wide range of decision support technologies 

in an organization. Data warehouses solve many of the data management issues, 

such as integration and data quality, which would otherwise have to be solved 

each time a new decision support tool is developed. As a result, data warehouses 

can reduce the cost of decision support and provide a better basis on which to 

make decisions due to the integrated, high quality data that they make available. 

Data warehouses are subject to the same kinds of development pressures that 

mean DSS development is significantly different to the development of other kinds 

of information systems. They are also unique in that they sit in the middle of  

an information supply chain which can mean that the operation of data ware 

house systems is difficult to manage and operate. The design, development, and 

operation of a data warehouse, therefore, are different from the design, devel-

opment, and operation of database systems for transaction-processing purposes. 

A data warehouse is not simply a “large database,” but a process of getting the 
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right information, in the right format, to the right people in order to make sound 

business decisions. 
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In this chapter, we examine a major function in class of decision support systems (DSS): 

model management in model-oriented DSSs. In particular, the chapter focuses on the con- 

cept of model management systems and explores key issues in model management: re-

presentation, formulation, composition, integration, selection, and implementation. It also 

reviews various kinds of solvers commonly available for decision support and the growing 

importance of Web Services technologies for delivering model/solver management cap-

abilities. 
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Services 

1 Introduction 

An important feature of decision support systems is that many, perhaps most, 

include at least one decision model. A model is an abstraction of a specific problem 

or a class of problems in the real world. Models are useful tools for managers in 

solving problems or making decisions. Models can help decision-makers under-

stand problems and help them make decisions. The purpose of a model-based, or 

model-driven, decision support system (DSS) is to provide decision-makers with 

useful decision models for analyzing and solving complex problems. 

A DSS whose key value is the powerful model included in its model base is 

called a model-oriented DSS. For instance, a transportation company relies heavily 

on the routing of its vehicles in order to deliver customer packages efficiently. The 

vehicle routing DSS is a model-oriented DSS. A model-oriented DSS is different 

from a data-oriented DSS in that the decision models adopted in the system is more 

complicated and plays a more critical role toward the final decision. 

A “model” can be a graphic or a set of mathematical formulae used to explain  

the relationships among relevant variables of a particular problem. For example, 
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a linear programming model for finding an optimal solution to a product-mix 

problem involving two products and one ingredient is represented as follows: 

Maximize: 

 Profit = p1X1 + p2X2 

Subject to: 

 a1X1 + a2X2 <= Qa 

 X1 <= D1 

 X2 <= D2 

Where: 

Qa is the amount of Ingredient A allocated to produce Products X1 and X2; 

Unit Profits for X1 and X2 are p1 and p2, respectively; 

Market Demand for X1 and X2 is D1 and D2, respectively; 

Unit Amount of A required for producing X1 and X2 is a1 and a2, respectively. 

When we have specific data values for a model’s parameters (e. g., for Qa, p1, p2, D1, 

D2, a1, a2 in the example above), then the model is instantiated to form a problem 

statement. That is, the model coupled with a particular data set amounts to a specific 

problem that we can try to solve (e. g., the problem of finding particular values of X1 

and X2 that maximize profit in the context defined by the data values for the model’s 

parameters). Software that can solve the stated problem is called a solver; it is a data 

analysis procedure that derives a solution for any correctly modeled instance of 

a class of problems. For example, a linear-programming (LP) solver automates an 

algorithm for finding a solution to any LP problem—comprised of an LP model and 

a data set. 

Thus, the study of model management aims to understand the possibilities for 

computer-based treatment of three key elements: 

• Models; 

• Associated data sets; 

• Related solvers. 

Within a system that aids decision makers by solving problems they encounter in 

the course of reaching decisions (Basu and Blanning, 1994; Chang et al., 1993). In 

DSS parlance, it is common to see “models” used to refer to computer programs 

(i. e., solvers) that use representations of relationships among variables to help find 

solutions to complex problems. That is, the term is often understood to include 

solvers that can process the models. For example, a DSS for production scheduling 

needs to have a scheduling model and solver that can operate on that model for any 



 Model Management and Solvers for Decision Support 233 

selected data set in order to determine the optimal production sequence for the 

selected context. 

Many DSS researchers contend that the study of models and their management  

is a key ingredient for developing successful DSSs (Alter, 1980; Blanning et al., 

1992; Blanning, 1993; Bonczek et al., 1980, 1981a; Elam, 1980; Haseman et al., 

1976; Keen and Scott Morton, 1978; Liang, 1988; Sprague and Carlson, 1982; Stohr 

and Tanniru, 1980). An empirical study reports that decision makers with model 

management system (MMS) support outperformed those without the support 

(Chung et al., 2000). 

The purpose of this chapter is to describe the development of model management 

systems and related DSS research issues. The remainder of the chapter is organized 

as follows. First, basic concepts of models and the modeling process are described 

in Section 2. Model management functions and system architecture are provided in 

Section 3. Key issues in model management are reviewed in Section 4. Solvers that 

calculate outputs for models are examined in Section 5. Web-based model man-

agement and new research directions for the future are discussed in Section 6. 

2 Models and DSS Modeling 

A model-based, solver-oriented DSS is designed to leverage models, data, and user 

interfaces to help decision makers. Most models used in such DSSs are mathe-

matical models that have a target output, a set of inputs, and operations for con-

verting inputs to outputs (Liang, 1988). A mathematical model describes the 

modeled problem by means of variables that are abstract representations of those 

elements of the problem that need to be considered in order to evaluate the 

consequences of implementing a decision. Figure 1 illustrates the structure of use of 

a model for decision support: 

 

Figure 1. Structure of a mathematical model for decision support 
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• Decision variables (input) x, are those controlled by the user; 

• External variables (input) y, are parameters not controlled by the user 

(e. g., determined by the environment and context of a problem); 

• Outcome variables (output) z, used for measuring the consequences of 

implementation of inputs; 

The relationship between inputs x and y, and outcomes z are presented in the form: 

Z = F(x,y). 

The purpose of a DSS is to support a user in finding values for his/her decision 

variables x that will result in an optimal, or at least good enough, solution to the 

problem (Makowski, 2004). Mathematical models can be categorized into three 

classes: Prescriptive Models, Predictive Models, and Descriptive Models. In any 

case, they may provide substantial benefits to decision makers and must be 

managed properly in DSSs. 

2.1  Benefits of DSS Models 

Using models in DSSs has many advantages. The major ones are (per Turban et al., 

2007, p. 52): 

• Models allow easy manipulation of decision variables (changing data 

values of decision variables or environment variables) to investigate 

potential scenarios, which is much easier than manipulating the real 

system. Experimentation with and on models does not interfere with the 

daily operation of the decision maker’s organization. 

• Models enable the compression of time. Years of operations can be si-

mulated in minutes or seconds of computer time. 

• The cost of modeling analysis is much less than the cost of a similar 

experiment conducted on a real system. 

• The cost of making mistakes during a trial-and-error experiment is much 

less for using models than in the real world. 

• Models can help estimate and reduce risks. The business environment 

involves considerable uncertainty. With modeling, a manager can esti-

mate the risks resulting from specific actions and develop contingency 

plans. 

• Mathematical models enable the analysis of very large, sometimes infi-

nite, numbers of possible solutions. Even in simple decision problems, 

managers often face a large number of alternatives. Decision models can 

substantially simplify the analytical process. 

• Models enhance and reinforce learning and training. 

• Models and solution methods are readily available for solving some 

typical problems. Their proper use can enhance decision performance. 

• There are many solvers, including Java applets (and other Web pro-

grams), that can be used to solve models. 
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2.2  The Modeling Process 

Modeling is a process of creating, representing, evaluating, and documenting a de-

cision model. A typical modeling process includes the following steps: 

• Define the scope and specification of the problem. The model builder 

who develops a model needs to determine the scope of the model  

by identifying key parameters and variables related to the decision 

problem. 

• Identify the nature of the defined parameters and variables. It is essential 

that the domain and value range of variables must be determined. Variables 

may be deterministic (i. e., having a specific value) or probabilistic (values 

fall in a probability distribution). 

• Construct the mathematical relationship of variables. The relationship 

may be known in advance (e. g., calculating the total cost of a product) or 

need to be determined through data analysis (e. g., regression analysis). 

• Implement the mathematical model in a computer-based environment and 

verify whether the program follows the specification. 

• Validate the computer models with empirical data or logical reasoning. 

• Repeat the above procedures until the model accurately reflects the 

reality. 

Krishnan and Chari (2000) argue that model development is a complex, iterative 

process during which several modeling tasks need to be accomplished. With the 

exception of model administration, the tasks may be broadly classified as 

contributing to either the pre-solution, or solution, or post-solution phases. They 

outline a few major tasks in a modeling lifecycle, as illustrated in Table 1. 

In order to facilitate the modeling process, a few frameworks have been 

proposed. These modeling frameworks specify how concepts and relationships 

involved in a model can be represented and manipulated. For instance, Geoffrion 

(1987, 1989, 1992a, 1992b) has advanced the structured modeling approach. Others 

include the models as data view (Bonczek et al., 1976; Lenard, 1986), relational 

framework (Blanning, 1982, 1985), the entity-relationship framework (Blanning, 

1986; Elam, 1980), object-oriented approaches adapted from data management 

(Bonczek et al., 1983; Huh and Chung, 1995; Lenard, 1993; Pillutla and Nag, 

1996), a problem reduction approach (Bonczek et al., 1979), first-order predicate 

logic (Bonczek et al., 1981a, 1981b; Dutta and Basu, 1984), and other artificial 

intelligence approaches (Dolk and Konsynski, 1984; Elam and Konsynski, 1987). 

Graph-based approaches, which borrow concepts from the graph theory for 

representing mathematical models, are also useful (Jones, 1990, 1991; Liang, 1988; 

Basu and Blanning, 1994, 1998). 
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Table 1. Tasks in the modeling life cycle. Source: Krishnan and Chari, 2000 

Task Goal Mechanism 

Problem 

identification 
Clear, precise problem statement Argumentation process 

Model creation 

Statement of the model(s) required 

to mathematically describe the 

problem 

• Formulation 

• Integration 

• Model selection and 

modification (if necessary) 

• Composition 

Model 

implementation 

Computer executable statement of 

the model 

• Ad hoc program development 

• Use of high-level specialized 

languages 

• Use of specialized model 

generator programs 

Model validation Feedback from validator 

Symbolic analysis of attributes 

such as dimensions and units 

syntax rules 

Model solution Feedback from solver 

• Solver binding and execution 

• Solver sequencing and control 

script execution 

Model 

interpretation 

• Model comprehension 

• Model debugging 

• Model results analysis 

• Structural analysis 

• Sensitivity analysis 

Model 

maintenance 

Revise problem statement and/or 

model to reflect changes/insight 

Symbolic propagation of 

structural changes 

Model 

versions/security 

Maintain correct and consistent 

versions of models. Ensure 

authority to access. 

• Versioning 

• Access control methods 

3 Model Management 

3.1  Model Management Concepts and Benefits 

As models play very important roles in human decision-making processes, they are 

considered as a valuable organizational resource that should be managed properly. 

Therefore, development of model management systems has been one of the most 
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important research areas for decision support systems (Liang and Jones, 1988). 

A MMS is a software system that provides tools and environments to develop, 

store, and manipulate models, data, and solution methodologies associated with 

complex decision problems (Gnanendran and Sundarraj, 2006). 

There are a few major reasons for model management. First, model development 

is a complicated and expensive process. A good MMS can increase the reusability 

of existing models. Second, sometimes a model can be built from existing com-

ponents. An MMS can also enhance the productivity in a modeling process by 

providing relevant components (also called building blocks or modules in some 

literature). Third, different units in an organization may need similar models and 

build them separately. An MMS can avoid redundant effort and increase model 

consistency in the same organization through model sharing. Fourth, an MMS can 

provide a better integration between models and their data. Finally, an MMS can 

provide model developers and users with better documents and maintenance 

support. 

3.2  The Architecture of a Model Management System 

In general, a DSS’s model management system includes the following elements, as 

illustrated in Figure 2 (Liang, 1988; Turban et al., 2007): 

 

Figure 2. Framework of model management systems 
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• Model base: A model base is a collection of computer-based decision 

models. Its function is similar to a database, except that the stored objects 

are models. The models in the model base can be divided into different 

categories, such as strategic, tactical, operational, and analytical. 

• Model base management system (MBMS): A MBMS is software that 

handles the access of model base and the linkages with other com-

ponents. It often includes a model development environment (MDE) and 

a model execution environment (MEE) for handling the models in the 

model base. 

• Model directory: The role of the model directory is similar to that of 

a database directory. It is a catalog of all the models and other software in 

the model base. It contains model definitions, and its main function is to 

answer questions about the availability and capability of the models. 

• Model development environment (MDE): A model development envir-

onment supports model builders to construct useful models. It needs to 

include a model definition language (MDL) that allows models to be 

represented properly and save within the model base for execution. It also 

provides a platform on which models can be created, saved, integrated, 

selected, and maintained if necessary. 

• Model execution environment (MEE): A model defined in a definition 

language can be executed in the MEE. It includes a model manipulation 

language (MML) that executes existing models to obtain an optimal 

solution. It also has an interface for the user to manipulate the selected 

model and links to the solver and the data management modules. 

• Solvers: A solver is a software tool that helps users to manipulate models in 

order to find a solution (e. g., optimal) to a stated problem, by following 

some definite procedure. For example, linear programming is the best- 

known technique to solve resource allocation problems. An LP solver, 

such as LINDO which implements the simplex algorithm, can help the 

decision-maker to find the best way to allocate scarce resources (Lindo 

System Inc., http://lindo.com/company/index.html). A “best” or “optimal” 

solution may mean maximizing profits, minimizing costs, or achieving the 

best possible quality. More information about solvers is provided in 

Section 5. 

These elements are related to a DSS’s relevant data and knowledge management 

abilities and are accessed via the DSS’s user interface. 

3.3  Functions of a Model Management System 

The model management activities are analogous to those of the database 

management system (DBMS) and they include the following activities and tasks of 

managing models: 
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1. Representing a model: to specify a model accurately. 

2. Constructing new models: to provide an environment to help deci-

sion-makers develop new models conveniently. This is the essential 

function in MDE. 

3. Integrating models: to create a larger model by combining existing 

models or building blocks. 

4. Storing models: to save existing models in the model base. 

5. Accessing models: to facilitate the retrieval and use of decision models in 

the model base. 

6. Selecting models: to select existing models from directories and libraries. 

7. Executing models: to execute an existing model and present outputs to 

decision-makers. 

8. Maintaining models: to update and modify models in the model base. 

9. Allowing for ad hoc manipulations: to enable users to manipulate models 

so that they can conduct experiments and sensitivity analyses ranging 

from what-if to goal-seeking analyses. 

10. Indexing models: to provide catalogs and displaying the directory of 

models for use by several individuals in the organization. 

11. Tracking model data and application use. 

12. Linking models and data for execution. 

4 Key Issues in Model Management 

Researchers have investigated several key issues in model management, including 

model representation, model formulation, model composition, model integration, 

model selection, and model implementation. These are elaborated below. 

4.1  Model Representation 

A model is comprised of a set of inputs, outputs, and operations that convert from 

inputs to output. Therefore, the basic representation of a model needs to include 

these three dimensions. In addition, certain information affiliated with model man-

agement such as integrity constraints and validity information may also be useful. 

There are many ways in which a model may be represented for storage and 

utilization. Early approaches treated models as data relations or objects, and defined 

attributes associated with these objects (Bonczek et al., 1982, 1983). Later, the 

structured modeling framework developed by Geoffrion proposed five basic ele-

ments for model representation: primitive entity, compound entity, attribute, func-

tion, and test. These elements are grouped by similarity into any number of classes 

called genera, and organized hierarchically as a rooted tree of modules so as to 

reflect the model’s high-level structure. The dependencies among these elements 
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can be represented as arcs and illustrated graphically in a directed, acyclic graph, 

called the model structure, which has three levels of detail, called elemental, 

generic, and modular structures (Geoffrion, 1987). 

Models may be represented at different levels: model instance, generic model, 

and model paradigm. A model instance is a particular model used for solving 

a particular decision problem in an organization. All parameters are set for the 

particular instance. For example, Exso Corporation may run a truck routing model 

to arrange its shipping for the coming Monday. A generic model is a class of model 

instances whose parameters are known but not yet instantiated. The truck routing 

model tailored for Exso is a generic model. The model may belong to the linear 

programming model paradigm that can be solved by the Simplex method. This 

classification helps our understanding of models at different levels of abstraction. 

Other model representation approaches that have been proposed include models 

as data (Bonczek et al., 1976; Lenard, 1986), models as frames (Dolk and 

Konsynski, 1984; Elam and Konsynski, 1987), the object-oriented approach (Huh 

and Chung, 1995; Pillutla and Nag, 1996), the graph-based approach (Jones, 1990, 

1991; Basu and Blanning, 1994) and Unified Modeling Language representation 

(Hong and Mannino, 1995; Dolk, 2000). 

Because models are built, managed, and applied by persons with varying 

cognitive skills, Greenberg and Murphy (1995) argue that multiple representa- 

tions of a model are important to accommodate these variations. They suggest 

a multi-view architecture that allows different users to readily gain insights into 

problem behavior from their own respective perspectives (e. g., that of model 

builder vs. problem owners). Their formal framework for this architecture includes 

model views involving algebraic, block schematic, graphic, and textual repre-

sentations, with merits of alternative representations being determined by the extent 

to which each aids in comprehension and insight. 

4.2  Model Formulation 

Model formulation research focuses on converting a precise, problem description 

into a mathematical model. It includes two lines of research: one is to provide an 

environment to facilitate manual model formulation and the other is for automated 

model formulation. 

Murphy and Stohr (1986) implemented a system for writing linear programs 

(LP) with artificial intelligence (AI) techniques. In this research, AI is used to 

simplify the problem formulation process. Ma et al. (1989) introduce a new repre-

sentation that allows modelers to depict their problems in a graphical rather than 

mathematical form. This representation is described in detail together with several 

interface design principles that will aid modelers—including hierarchical decom-

position, multiple model representations, alternative formulation approaches, the 

use of model templates, and database and model management facilities. In later 

research, Ma et al. (1996) use textual and graphical means for problem represen-

tation and implement a LPFORM model formulation system. 
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Binbasioglu and Jarke (1986) were the first to propose an alternative domain- 

specific approach to knowledge-based model formulation problems. The domain- 

specific approach has since been elaborated in the work of Krishnan (1990; 1991), 

Bhargava and Krishnan (1992), and Jones and Krishnan (1992). Raghunathan et al. 

(1993; 1995) also elaborated the domain-specific approaches on model formulation 

problems. 

Jones (1990, 1991) proposed a graph-based model system (GBMS) to facilitate 

the construction of models using attributed graphs. A set of graph-grammars was 

developed to construct different types of models, and a prototype GBMS system 

implemented. Chari and Sen (1997) also proposed a Graph-Based Modeling System 

for Structured Modeling (GBMS/SM) using acyclic graphs to represent models in 

various domains. 

Liang and Konsynski (1993) and Liang (1993) proposed a different approach 

based on analogical reasoning. They used a tree-like hierarchy problem repre-

sentation and used a case-based reasoning approach to identify analogies between 

a problem description and a previously formulated case. Tseng (1997) used 

a blackboard control approach to support diverse reasoning behaviors during model 

formulation. 

4.3  Model Composition 

Model composition leverages previously developed models, but does so by linking 

together independent models such that the output of one model becomes an input to 

another. Model composition is often used in conjunction with model selection when 

no one model meets the requirements of a problem. A distinguishing feature of 

model composition is that none of the individual models that are linked are 

modified after they have been selected. An example of model composition is the 

linking together of a demand forecasting model and a production scheduling model, 

such that the forecasted demand is used as a parameter in the production scheduling 

model (Krishnan and Chari, 2000). Research on model composition can be 

classified as relational, graphical, script-based, and knowledge-based approaches 

(Chari, 2002). 

In the relational approach, models are treated as virtual relations. A linkage 

between two models is specified using a model join operator (Blanning, 1982, 

1985; Bonczek et al. 1983). 

In graphical approaches, models are viewed as nodes or edges of a graph. Liang 

(1988) proposes the use of automated model composition using AND/OR graph 

search. Basu and Blanning (1994) propose using metagraphs to facilitate model 

composition. Muhanna and Pick propose a systematic approach that adopts 

meta-modeling concepts for capturing the semantics of a modeling process to 

support model composition (Muhanna, 1993; Muhanna and Pick, 1994). 

In script-based approaches, model composition is performed via predefined 

scripts. For instance, Jeusfeld and Bui (1997) propose a uniform naming and a data 
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representation scheme to facilitate model composition over the web. Several 

modeling languages such as GAMS use scripts to represent models and composite 

model. 

Knowledge-based approaches focus on using rules and reasoning mechanisms 

for combining models. For instance, Bonczek et al. (1981a, 1981b) and Dutta and 

Basu (1984) use predicate logic to represent models, and to effect model 

composition. Each model is a predicate with some of the arguments being treated as 

inputs, and the others considered as outputs. Stored reasoning knowledge in the 

form of first-order predicate expressions (i. e., rules) is drawn on by the DSS’s 

problem processing system as it uses inference to compose a model (from extant 

models) for solving a user’s request. The request does not need to identify or specify 

how the models are to be combined with each other or with the appropriate data sets 

for the user’s problem context. Liang (1988) developed a rule-based mechanism to 

support the composition of several models from their linkages of inputs and outputs. 

Chari (2002) proposes filter spaces to facilitate automation of model composition 

and execution processes, and to integrate partial solutions from models and 

databases. 

4.4  Model Integration 

Like model composition, model integration also leverages previously developed 

models. However, in model integration, the models being integrated are modified. 

Model integration is probably the most complex mechanism used to accomplish 

model creation (Krishnan and Chari, 2000). Two broad sets of topics have been 

identified as germane to model integration research. They are schema integration 

and process (solver) integration (Dolk and Kotteman, 1993). Schema integration is 

the task of merging the internal structure of two models to create a new model. 

Process integration is similar to solver integration in the context of model 

composition. A key distinction is that in model composition, the solution of any 

given model is an independent process. In model integration, the solution process of 

two or more models may have to be interwoven. 

There are a host of issues that are relevant to model integration. For instance, 

Bradley and Clemence (1987) propose a type calculus for modeling languages with 

the specific objective of identifying conflicts. Krishnan et al. (1993) describe the 

use of types and type inference in a language to facilitate conflict resolution as well 

as schema integration. Bhargava et al. (1991) introduce a concept to detect conflicts 

in names, type, and dimension. 

Geoffrion’s (1987) structured modeling provides a formally specified notational 

framework for modeling that was developed to address a variety of model devel-

opment problems. Geoffrion (1989; 1991; 1992) also describes a detailed manual 

procedure for integrating models specified in the SML language. 

Liang (1990) investigates the reasoning process in model integration. With an 

eye on another issue, Dolk and Kotteman (1992, 1993) propose solver integration 
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methods. They use the communicating sequential processes theory to enable 

dynamic variable correspondence and synchronization in solver integration. 

4.5  Model Selection 

Model selection leverages the existence of previously developed models to create 

a model for a new problem. It aims to select appropriate models for problem solving 

from the model base. An advantage of this approach is the ability to reuse models 

(Krishnan and Chari, 2000). Typical concerns in model selection are tradeoffs 

between model performance, generalizability, and complexity (Foster, 2000; 

Myung, 2000). Banerjee and Basu (1993) propose a methodology to systematically 

direct users to obtain needed information and make tradeoffs for selecting model 

type under given economic, technological, and other constraints. Research on 

model selection from the model management perspective is limited and a fertile 

area for future research. 

4.6  Model Implementation 

Model implementation is the task of creating a model representation to which 

a solver can be applied (Krishnan and Chari, 2000). It is done either in a software 

tool such as a spreadsheet or in an executable modeling language tailored for certain 

types of models, such as LINDO for linear programs. Four guidelines for a model 

implementation environment are proposed in Krishnan and Chari (2000): 

model-data independence, model-solver independence, model-paradigm indepen-

dence, and meta-level representation and reasoning. 

The most popular model implementation tools are spreadsheets. These tools do 

not support model-data independence because each spreadsheet model is a model 

instance. This is a shortcoming that limits the size of the model that can be 

understood, verified, and maintained. However, spreadsheets do preserve mo-

del-solver independence. Multiple solvers can be applied to a model. Because only 

model instances are specified in spreadsheets, model-paradigm independence is 

also supported to a certain degree. For instance, spreadsheets allow optimization 

models and regression models to co-exist and communicate. 

Algebraic modeling languages are another important contribution of model 

management research to improve modeling productivity. They allow models to be 

specified and reused more effectively. Before the advent of these languages, ad hoc 

programs and matrix generator programs had to be developed to implement 

mathematical programming models. 

Structured modeling language also provides a basis for model implementation. 

For instance, Geoffrion (1991) developed a prototype system called FW/SM to 

implement a structured modeling language environment. Gagliardi and Spera 

(1997) also propose an object-oriented modeling language called BLOOM based on 
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a structured modeling framework. GAMS (http://www.gams.com/) and AMPL 

(http://www.ilog.com/products/ampl/) are examples of commercial modeling 

languages that support model implementation. 

5 Solvers 

Beyond model development, it is essential to solve a model efficiently. A solver is 

basically a preprogrammed model-solving algorithm comprised of executable 

routines that generate model solutions. Without proper solvers, the solution of 

a model may not be found. Because DSSs have been used in many problem 

categories and in many business and service areas, there exist several model 

categories, with many sub-categories, for which solvers have been developed. 

Hence, there are hundreds of solvers, some of which are commercially available; 

others are proprietary in corporations, governments, or in universities. 

5.1  Commercial Solvers 

Commercial solvers can be divided into two major categories: 

• Generic OR/MS solvers, which are briefly described in this section. 

• Specialized solvers, which deal with specific functional fields (e. g., 

finance, marketing, production), specific industries (airlines, banking, 

hospitals), or specific problems within industries. 

A good source of information on commercial solvers is the OR/MS Today 

periodical published by the Institute for Operations Research and Management 

Science. 

5.1.1  Optimization/Mathematical Programming Solvers 

This solver category covers linear, integer, dynamic, quadratic, and network 

models. The taxonomy of these with examples of corresponding solvers is provided 

in Figure 3. 

Results of a survey published in the June 2005 issue of OR/MS Today includes 

over 40 software products divided into solvers, modeling environments, and linking 

solvers. Notable examples are AIMMS, AMPL, Frontier Analyst, GAMS, ILOG 

CPLEX, LAMPS, LINDO, LINGO, MOSEK, Premium Solver, SAS, Solver 

Platform, TOMLAB, and Express. 
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Figure 3. Sample taxonomy of optimization models and compatible solver assignment. 

Source: Lee and Huh, 2003 

5.1.2  Simulation solvers 

Results of a simulation survey published in the December 2005 issue of OR/MS 

Today includes the products, vendors, typical applications, and situations for which 

the product fits. Notable products/vendors for this class of solvers include: C Risk 

(Palisale Corp.), Agena Risk (Agena Inc.), Analytica (Lamina), Goldsim (GoldSim 

Corp.), SDK (Frontline Systems), Simulab, VirtualSim, Volrerine, Vissim, and 

Simprocess (CACI). 

5.1.3  Decision Analysis Solvers 

Last surveyed in December 2006, OR/MS Today includes many decision analysis 

products with diverse functionalities. Representative products are Analytica, 

Crystal Ball, Decision Explorer, DPL, Frontier Analyst, Insight, and Logical 

Decisions. 
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5.1.4  Other Analytical Solvers 

OR/MS Today reports on other solver categories from time to time. Examples are 

vehicle-routing solvers (June 2006 issue) and forecasting solvers (August 2006 

issue). Each survey is accompanied by an explanation and analysis. 

5.2  Spreadsheet-Based Solvers: The Excel Family 

A common platform for many commercial solvers is spreadsheets, primarily Excel, 

via integrated algorithmic functions and add-on tools. Microsoft Excel Solver, 

bundled with Excel and Microsoft Office, is the most widely used general-purpose 

optimization modeling system. Because of the architecture of spreadsheet 

programs, it is easy to create models that even contain discontinuous functions or 

non-numeric values (these models usually cannot be solved with classical 

optimization methods). Thus, solvers in a spreadsheet are often more useful than 

modeling languages such as GAMS and AMPL [see Fylstra et al. (1998) for 

details]. 

Excel-based solver tools are popular spreadsheet products that allow the solution 

of a variety of mathematical programming optimization problems such as product 

mix, capital budgeting, financial planning, workforce scheduling, and transpor-

tation/distribution problems. Users can enter an objective function, function value 

(e. g., maximize monthly profit) in a “target cell,” parameters of constraints about 

the information entered in “changing cells” (values that can be entered and changed 

by the users), and “constraint,” which reflects the restrictions placed on the 

“changing cells” values. For details, see: http://office.Microsoft.com/en-us/help/ 

HA011245961033.aspx. 

In addition to Excel Solver for optimization, there are dozens of solvers for 

statistical and mathematical calculation known as Excel Functions. These include 

many “building blocks” that can be used within Excel’s spreadsheet applications. In 

addition, there is a very large number of add-ins that expands the capabilities of 

Excel. For example, What’s Best allows building of large-scale optimization 

models in a free-form layout within a spreadsheet (http://www.lindo.com/products/ 

wb/wbm.html). 

Many other products work with Excel Solver. For example, Solver.com offers 

solvers/optimizers (and tutorials) for all the major spreadsheets (e. g., Excel, Lotus 

1-2-3) using the Frontline systems. Its Premium Solver products work with Excel 

Solver models, offer special features such as the Evolutionary Solver, and can 

handle problems of virtually unlimited size. The Solver SDK products make it easy 

for C#, VB.NET, C++, Visual Basic, Java, and MATLAB programs to solve 

optimization problems. 

The availability of a large number of commercially available solvers often makes 

it difficult to select an appropriate solver(s) for a particular model and to adequately 

apply the solver(s) to the model to be solved. To overcome this difficulty, a mo-

del-solver integration framework may be necessary. For this purpose, Lee and Huh 
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(2003) suggest a methodology, based on Web Services to enable a DSS to 

autonomously suggest compatible solver(s) and apply them to specific scenarios. 

This was done by encapsulating individual services as Web Services, one of the 

most promising future developments in model management, which is described in 

the following section. 

6 Impact of the Web Environment on Model 

Management and Solvers 

During the past decade, the World Wide Web has changed the design, development, 

and implementation of information systems. It also has enabled a new way of 

thinking about systematic approaches to decision making by allowing a distributed 

implementation of decision support technologies (Bhargava et al., 2007; Ching 

et al., 1991). 

6.1  Web-Based Decision Support Systems 

A Web-based decision support system is a computerized system that delivers 

decision support information or decision support tools to a manager or business 

analyst using a Web browser (Holsapple et al., 2000). The computer server that is 

hosting the DSS application is linked to the user’s computer by a network with the 

TCP/IP protocol. Web-based DSS may be web-enabled or web-based. The dif-

ference between web-enabled and web-based DSS is that the former may be 

a traditional DSS that is compatible with the web environment for platform-in-

dependent information delivery to remote sites, while the latter has a technological 

architecture designed to take full advantage of the distributed nature of the Internet 

(Bhargava and Krishnan, 1998). Web-enabled systems provide a transitional 

architecture between traditional DSS and totally web-based DSS. 

Web-based decision support architectures can be classified into three types in 

terms of technologies that enable the following (Bhargava et al., 2007): 

• Server-side computation. The server provides most computing power to 

facilitate platform-independence and universal access to decision support 

applications. The client serves as a window between the user and the 

system. 

• Client-side computation. The server provides coordination while most 

computation is done on the client computers. This allows higher local 

control and more capabilities to be embedded in the user interface 

including client-side scripting languages. 

• A distributed implementation and deployment of DSS component. Both 

servers and clients play roles in system execution. 
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From the coordination standpoint, there are two alternatives: centralized or 

distributed. In centralized coordination, a single web server functions as a central 

resource administrator that manages the various decision models, solvers, and data 

that can be accessed via a web browser. For example, the NEOS server provides 

a collection of optimization algorithms and develops an effective environment for 

solving optimization problems over the Internet. Users can use a web browser to 

submit their optimization problems. Once the optimization problem is submitted to 

the NEOS Server, it is processed and dispatched for execution at a remote solver. 

The NEOS Server maintains communication with the remote solver and returns 

results to the user (Dolan et al., 2002; http://neos.mcs.anl.gov). 

In the distributed approach, decision support resources are managed inde-

pendently from each other on the Internet. A DSS combines components from 

various sources to deliver solutions to specific applications. For example, Dolk 

(2000) proposes an integrated modeling environment as a distributed, compo-

nent-based, warehouse-driven software system to provide decision-making infor-

mation. Kim (2001) has developed an XML-based modeling language for the open 

interchange of decision models. This language allows applications and OLAP tools 

access to models obtained from various sources without having to handle individual 

differences between MSOR and DSS communities. 

6.2  Distributed Model Management 

In a web-based DSS, decision models and data resources are distributed at different 

locations with different platforms that are interconnected by computer networks. It 

is therefore natural for researchers to explore how model management can be done 

on the web. By distributed model management, we mean managing models in 

a distributed environment (Huh et al., 1999). 

For the MMS issues identified in Section 4, the major concern is how to link 

component models and data seamlessly on the Internet. For model composition and 

integration, components from different sources may create a number of problems 

that can range from syntax compatibility to security control. In order to solve the 

problem of model composition when models and data are distributed across 

multiple sites, Chari (2003) extended the filter space approach (Chari, 2002) to 

facilitate model composition when data resources are distributed at different sites 

with overlapping key values and different scopes. Huh and Kim (2004) also 

proposed a collaborative model management environment. 

Model-data integration is another critical issue in a distributed environment. 

Early research on model-data integration focused on how they could be integrated 

seamlessly (e. g., Liang, 1985). Subsequent studies investigate actual applications 

(Rizzoli et al., 1998) and integration with a data warehouse in distributed modeling 

(Dolk, 2000). The interoperability in the distributed environment opens another 

important issue: information security (Song et al., 2005). 
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6.3  Enterprise Model Management 

The distribution of decision models can be further extended to enterprise-level 

decision support or enterprise modeling. Enterprise modeling (EM) is a set of 

activities, processes, representations, and conceptualizations used to construct 

models of the structure, behavior, and organization of the enterprise (Chapurlat 

et al., 2006). Goul and Corral (2007) argue that enterprise model management 

(EMM) is an important part of the next generation of decision support. 

The purpose of EMM is to provide integrated decision support for enterprise. 

Integrated decision support includes not only the personnel, processes, and systems, 

but also the processes and systems used to coordinate distributed organizational and 

inter-organizational requirements. Therefore, an integrated decision support 

capability should accommodate different views of an enterprise including advances 

in data warehouses, knowledge management, and model management. Research 

topics for EMM identified by Goul and Corral (2007) include the following: 

• Furthering the objectives of enterprise modeling, artifact and ontology 

transformation, and mapping to unified representations. 

• Defining and expanding the models and operators needed to manipulate, 

integrate, maintain, and store those unified representations in facilitation 

of organizational decision support services. 

• Extending the notion of interoperability to higher levels of individual, 

group, and organizational cooperation, collaboration, and inter-work 

(i. e., inter-organizational work systems). 

• Directing the design, development, and empirical study of efficient and 

effective solutions for enabling these new, higher level notions of in-

teroperability. 

• Advancing the role of integrated decision support in sustaining com-

petitive advantage for “networked” or “smart” organizations where inter- 

works are common. 

• Exploring new theories and expanding existing theories of inter-or-

ganizational decision support to advance knowledge about EMM repre-

sentations, operations, services, support for inter-works, and the capability 

of integrated decision support to provide sustained competitive advantage. 

6.4  Web Services Technology for Model Management 

Another future research direction is the application of Web Services to model 

management. Web Services technology is currently a popular technology for 

distributed computing. Web Services are “loosely coupled, reusable software com-

ponents that semantically encapsulate discrete functionality and are distributed and 

programmatically accessible over standard Internet protocols” (Gottschalk et al., 

2002; Ferris and Farrell, 2003). Figure 4 illustrates the conceptual architecture of 

Web Services. 
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The benefit of using Web Services is twofold. First, in the technical dimension, 

Web Services represent a collection of standard protocols for the creation, 

distribution, discovery, and integration of semantic software components that 

encapsulate business functionalities. Second, in the business dimension, Web 

Services enable just-in-time software service provisioning through the integration 

of loosely coupled software components. 

Instead of viewing models as data or objects, Web Services leads to models 

being viewed as services. Models are represented and implemented as computer 

software according to the Web Services standard. The decision makers can invoke 

decision support services and combine components from various sources at 

run-time to find specific computational support. 

Kwon (2003) suggests that Web Services technology is useful for at least two 

reasons. First, Web Services do not need to know who or what will use the services 

being provided. This frees the DSS developer from the burden of user interface. 

Secondly, cross-platform capabilities necessary for inter-operability in a distributed 

environment are much better for Web Services than a traditional technology in 

a heterogeneous environment. 

Several intentions of using Web Services for model management have been 

reported. For instance, Iyer et al. (2005) propose a Web Service-based approach to 

model management. They identify the layers of modeling knowledge and describe 

an environment based on Web Services architecture that would help store, retrieve, 

and distribute the layers of modeling language. 

Güntzer et al. (2007) propose a new retrieval approach for Web Services that is 

based on a structured modeling approach called Structured Services Models (SSM). 

This approach can help users retrieve online decision support services. 

 

Figure 4. Conceptual architecture for Web Services 
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Mitra and Valente (2007) examine trends in the provision of optimization tools 

and optimization-based decision support systems as remote applications. They 

analyze the evolution from the Application Service Provision (ASP) model to the 

e-Services model, and illustrate the importance of distributed optimization 

components in the effective deployment of analytic applications in businesses. Web 

Service technology is used to deliver optimization-based applications and 

optimization components in a distributed environment. 

6.5  Agent-Based Model Management 

In a distributed environment, intelligent agent technologies offer an attractive 

approach for handling complex tasks. An intelligent agent (IA) is computer 

software that can perform certain tasks automatically to reduce the load of the 

decision maker. IAs have been used widely on the Internet for electronic commerce 

applications (e. g., Liang and Huang, 2000). In a distributed modeling environment, 

intelligent agents can be used for handling certain modeling tasks. For instance, Liu 

et al. (1990) propose an agent-based approach for model management. Lee and Huh 

(2003) propose a conceptual model of using Web services for model-to-server 

integration (see Figure 5). In their framework, model agents and solver agents work 

closely together to provide necessary support. 

 

Figure 5. Conceptual architecture of a model-solver integration framework. Source: Lee and 

Huh (2003) 
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7 Conclusion 

The increased interest in business analytics and the increased capabilities of 

computers and web-based systems create an opportunity to provide users with DSSs 

that facilitate better and faster decision making. Many of these DSSs need 

computer-based decision models to help solve complex problems. These models 

need to be properly managed by model management systems. 

In this chapter we have presented the essentials of model management systems 

and the process and tools of its implementation. While the computing environments 

have been changed since the major research efforts of MMS took place in 

1980–1998, the underlying issues remain the same. However, the new computing 

capabilities and the Web environment provide opportunities for a more effective 

and efficient utilization of MMS tools and solvers, and for decision support to 

more-complex and less-structured problems. 
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Online analytical processing (OLAP) refers to the general activity of querying and present-

ing text and number data from data warehouses and/or data marts for analytical purposes. 

This chapter gives an overview of OLAP and explains how it is used for decision support. 

Before the specific OLAP functions and platforms are presented, the connection between 

the OLAP systems and analytical data repositories is covered. Then, an overview of func-

tionalities that are common for all OLAP tools is presented. 
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1 Introduction 

The purpose of this chapter is to give an overview of online analytical processing 

(OLAP) and explain how it is used for decision support. It is important to note that 

the term OLAP followed the development of the standard database concept of 

online transactional processing (OLTP).  

OLTP refers to the general activity of updating, querying and presenting text and 

number data from databases for operational purposes. In other words, OLTP en-

compasses the everyday transactions done on the operational database systems; for 

example, a transaction reflecting a withdrawal from a checking account or a trans-

action creating an airline reservation. In fact an often-used technical term for an 

operational database is the OLTP system.  

OLAP refers to the general activity of querying and presenting text and number 

data from data warehouses and/or data marts for analytical purposes. While OLTP 

is used in conjunction with traditional databases for operational (day-to-day) pur-

poses, OLAP works (as is described in the next section) with the data from data 

warehouses and data marts. Another difference between OLAP and OLTP is that 

the process of OLTP includes “updating, querying and presenting” whereas OLAP 

includes only “querying and presenting”. While OLTP systems routinely perform 

transactions that update, modify and delete data from databases, OLAP tools are 

“read only”. They are used exclusively for the retrieval of data (from analytical 

repositories) to be used in the decision-making process. Users of OLAP tools can 
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quickly read and interpret data that is gathered and structured specifically for 

analysis, and subsequently make fact-based decisions.  

Both OLTP and OLAP pre-date the Internet era. The expression “online”, used 

by both of these terms, is not associated with the Internet or the World Wide Web. 

Instead, the term “online” in these two acronyms simply refers to a type of com-

puter processing in which the computer responds immediately (or at least very 

quickly) to user requests. In today’s world, we are accustomed to the fact that 

computers process, update and retrieve data instantaneously. However, at the time 

the term OLTP was created, many computers still used devices such as magnetic 

tapes and punch card readers. The expression “online” was used to underscore the 

immediacy of the results, where databases systems used a direct access type of 

storage (such as a hard drive) instead of a sequential access storage device (such 

as a magnetic tape). 

Before the specific OLAP functions and platforms are presented, it is important 

to understand the connection between OLAP systems and data repositories de-

signed specifically for data analysis (i. e., data warehouses and data marts.) The 

next section gives a brief overview of data warehouses and data marts as they per-

tain to OLAP. Following the overview, the basic OLAP functionalities common 

across most OLAP applications are covered. The database models used by OLAP 

are then discussed. Next, well-known variations on the OLAP model are covered. 

Finally, a summary concludes the chapter by describing the overall value of OLAP.  

2 Background: Data Warehouses and Data Marts 

A typical organization maintains and utilizes a number of operational data sources. 

These operational data sources include the databases and other data repositories 

that are used to support the organization’s day-to-day operations. A data ware-

house is created within an organization as a separate data store whose primary 

purpose is data analysis for support of management’s decision-making processes 

(Inmon 2002). Often, the same fact can have both operational and analytical pur-

poses. For example, data describing that customer X bought product Y in store Z 

can be stored in an operational data store for business process support purposes, 

such as inventory monitoring or financial transaction record keeping. That same 

fact can also be stored in a data warehouse where, combined with vast numbers of 

similar facts accumulated over a time period, it is used to analyze important 

trends, such as sales patterns or customer behavior. 

Why store any fact in two places? There are two main reasons that necessitate 

the creation of a data warehouse as a separate analytical data store. The first reason 

is the performance (speed) of queries. Operational queries are mostly short and 

fast, while analytical queries are complex and consume a significant amount of 

time. The performance of operational queries can be severely diminished if they 

have to compete for computing resources with analytical queries. The second rea-

son lies in the fact that, even if performance is not an issue, it is often impossible to 
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structure a database which can be used (queried) in a straightforward manner for 

both operational and analytical purposes. Therefore, a data warehouse is created as 

a separate data store, designed for accommodating analytical queries. A typical 

data warehouse periodically retrieves selected analytically useful data from the 

operational data sources. For any data warehouse, the infrastructure that facilitates 

the retrieval of data from the operational databases into the data warehouses is 

known as ETL, which stands for extraction, transformation and load. Figure 1 

illustrates this process. 

A data mart is a data store based on the same principles as a data warehouse, but 

with a limited scope. A data warehouse combines data from operational databases 

across an entire enterprise, whereas a data mart is usually smaller and focuses on 

a particular department or subject. Dimensional modeling (Kimball 1998) is a prin-

cipal data mart modeling technique (which can also be used as a data warehouse 

modeling technique). It uses two types of tables: facts and dimensions. A fact table 

contains one or more measures (usually numerical) of a subject that is being mod-

eled for analysis. Dimension tables contain various descriptive attributes (usually 

textual) that are related to the subject depicted by the fact table. The intent of the 

dimensional model is to represent relevant questions whose answers enable appro-

priate decision making in a specific business area (Chenoweth 2003). 

The following figures (Figures 2a, 2b, 2c, and 2d) illustrate an example where 

dimensional modeling is used to design a data mart that retrieves data from two op-

erational relational databases. This example will demonstrate the important charac-

teristics of dimensional modeling, even though, due to the space limitations, the 

number of tables and the amount of data are very small when compared to a real-

world scenario. Figure 2a shows two separate operational databases, database A and 

B, for a retail business. Figure 2b shows sample values of the data stored within 

 

Figure 1. Data warehouse – a separate analytical repository 
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databases A and B. The operational database A stores information about sales trans-

actions. In addition to transaction identifier and date, each sale transaction records 

which products were sold to which customer and at which store. Operational data 

base B stores information about customer demographic and credit rating. As most 

people that have been involved in maintenance or even just simple use of corporate 

databases can testify, multiple separate non-integrated databases are often present in 

real-world businesses and organizations. The reasons for the existence of multiple 

non-integrated databases within the same company can vary from historical (e. g., 

a merger of two companies with distinct database systems) to organizational (e. g., 

decentralized departmental structure of a business) and technical (e. g., various 

software and hardware platforms present to support various processes). In this ex 

ample, let us assume that database A is kept by the retail business’ sales department  

 

Figure 2a. ER modeled operational database 



 Online Analytical Processing (OLAP) for Decision Support 263 

 

Figure 2b. Sample data for operational databases A and B 

 

Figure 2c. Dimensionally modeled data mart C 
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Figure 2d. Sample data for data mart C 

in order to record and process sales data, whereas database B is populated with the 

data acquired from an outside market-research company in order to support the mar-

keting initiatives. Therefore, the customer identifications (IDs)s in database B match 

those in database A.  

In order to enable the analysis of sales-related data, a dimensionally modeled 

data mart C is created. The data model that is produced by the dimensional model-

ing method is known as a star-schema (Chaudhuri 1997). A star schema for the 

data mart C is shown in Figure 2c. This data mart contains information from the 

operational databases A and B. The purpose of data mart C is to enable the analy-

sis of sales quantity across all dimensions that are relevant for the decision-making 

process, and are based on existing and available operational data. It contains one 

fact table and four dimension tables. The fact table “SALES” contains a numeric 

measure (units sold) and foreign keys pointing to the relevant dimensions. The 

dimension table “customer” integrates the data from the customer table in data-

base A and all three tables in database B. The dimension table “store” merges data 

from store and district tables in database A. The dimension table “product” merges 

data from product and category tables, also from the database A. The dimension 

table “calendar” contains details for each date that fits the range between the date 

of first and last transaction recorded in the sales transaction table in database A.  

Each dimension has a new key, specially designed for the dimension itself. As 

shown in Figure 2d, the values of the keys are not imported from the operational 
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database. Instead, a value of a key is a unique system-generated semantic-free iden-

tifier. This feature insulates dimensions from possible changes in the way opera-

tional keys are defined (and possibly re-defined) in operational databases over time. 

The system-generated key also has a role in tracking the history of changes in 

a dimension’s records.  

Note that the existence of a system-generated identifier does not eliminate the 

values of the operational keys in the data mart tables (see, in Figures 2c and 2d, 

“SKU” in the product dimension, “CustomerID” in the customer dimension, and 

“StoreID” in the Store dimension). These values allow the data to be related back 

to the operational systems. For the same reason, the TID (transaction identifier) 

column can be included in the sales fact table. For simplicity and readability rea-

sons, we are not showing the TID column in Figures 2c and 2d. 

Once the data mart C is modeled using dimensional modeling techniques, and 

populated with the data from databases A and B, finding answers to questions such 

as, “Find the top ten products sold in stores of 20,000 sq ft. or higher, to the custom-

ers with ‘Excellent’ credit rating during the month of January for the past four years” 

can be achieved in a quick fashion by issuing one simple query. If the data mart 

C were not developed, the process of finding an answer to this question would be 

much more complicated and would involve rummaging through the operational 

databases A and B, and issuing multiple queries, which would then have to be 

merged. 

Once a dimensionally modeled data mart is in place, performing data analysis is 

fairly straightforward. It involves using OLAP tools, which allow users to query 

fact and dimension tables by using simple point-and-click query-building applica-

tions. There are several architectural approaches for developing a data warehouse, 

but they all give the end-user a dimensionally modeled data mart as the conceptual 

interface (Jukic 2006). Figure 3 illustrates two common architectural options.  

 

Figure 3. OLAP tool as an interface to two different data warehouse architectures  
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3 OLAP Functionalities 

There are numerous OLAP tools available in the market today. This section gives 

an overview of functionalities that are common for all OLAP tools. The three basic 

OLAP features that are used regularly by analysts are commonly referred to as: 

• Slice and dice 

• Pivot (rotate) 

• Drill down and drill up 

A running example is used to illustrate these operations. The example is based on 

the data mart C illustrated by Figures 2c and 2d. Figure 4a shows the result of the 

following query on the data mart C: “For each individual store, show separately 

the number of product units sold for each product category during workdays and 

during holiday/weekend days.” Figure 4a displays how a typical OLAP tool would 

display the result of this query. The results shown are actual results based on the 

data from Figure 2d.  

Specifying this query in an OLAP tool is quite simple. An interface resembling 

Figure 2c would be given to the user and the user would simply choose (e. g., via 

the drag-and-drop method) which attributes from which dimensions to use in the 

query. For the query listed above, the user would drag (from the graphical interface 

representing the schema in Figure 2c) and drop (on the graphical interface repre-

senting the query constructions space) the attribute “store ID” from the store di-

mension and attribute “day type” from the calendar dimension on the vertical axis. 

On the horizontal axis, the user would drop the attribute “category” from the prod-

uct dimension, and in the result area, the attribute “units sold” from the sales fact 

table. Once a query has displayed the results on a computer screen (Figure 4a), the 

user now has the option to perform any of the three above-listed basic OLAP op-

erations.  

Figure 4b shows the result of a slice-and-dice operation performed on the query 

shown in Figure 4a. The slice-and-dice operation simply adds, replaces or elimi-

nates specified dimension attributes (or part of the dimension attributes) from the 

already displayed result. For the result shown in Figure 4b, the user specified that 

only the results for camping products sold on workdays should be displayed. In 

other words, in Figure 4b, the results showing sales of footwear products and sales 

on weekend/holiday days were “sliced-out” from the original query (Figure 4a). 

The new query is now: “For each individual store show the number of product 

units sold for the camping product category during workdays.” 

Even though the name of this operation is slice-and-dice, the operation can ac-

tually replace or add dimension attributes. In the next example, shown in Fig-

ure 4c, the user modified the query shown in Figure 4a by replacing the category 

attribute (from the product dimension) with the credit rating attribute (from the 

customer dimension). The wording of this modified query is: “For each individual 

store show separately the number of product units sold to customers with different 

credit rating values during workdays and during holiday/weekend days.”  
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Figure 4a. Query result set in OLAP tool 

 

Figure 4b. Slice-and-dice first example 

The next example, shown in Figure 4d, illustrates the pivot (or rotate) operation. 

Unlike the slice-and-dice operation, the pivot operation does not change the values 

displayed in the original query, it simply reorganizes them. In the case of the 

query shown in Figure 4d, the product category attribute and the store ID attribute 

simply swapped their axes. Because the pivot action does not change the values 

shown to the user, the wording for the queries shown in Figures 4a and 4d is the 

same: “For each individual store show separately the number of product units sold 

for each product category during workdays and during holiday/weekend days.” In 

Figure 4a, the product category was placed on the horizontal axis and store ID was 

placed on the vertical axis. In Figure 4d, the pivoting action was performed and 

product category was rotated onto the vertical axis, whereas store ID was moved 

to the horizontal axis.  
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Figure 4c. Slice-and-dice second example 

 

Figure 4d. Pivot example 

The final example in this section illustrates drill down and drill up operations. The 

purpose of these operations is to increase (in the case of drill down) or decrease (in 

the case of drill up) the granularity of the data shown in the query result. Figure 4e 

illustrates the result of a drill down operation performed on a query shown in Fig-

ure 4a. In the example shown, the user decided to drill down in the product dimen-

sion from product category to product name. The wording of the query whose result 

is shown in Figure 4a is expanded in the following way: “For each individual store, 

show separately the number of product units sold for each product category, and 

within each product category for each individual product name, during workdays 

and during holiday/weekend days.” The drill down operation allows users to drill 

through hierarchies within dimensions. A hierarchy is a set of nested levels. In 

other words, an item at any level of a hierarchy is related to (possibly) many items 

at a lower level, but no more than one item at any higher level. Consider these 



 Online Analytical Processing (OLAP) for Decision Support 269 

items in the customer table: customer ID, customer name, and zip code. This 

would be a hierarchy because one ID has one name and one zip code. However, 

one zip code has many customer names and one customer name can have many 

IDs associated with it (e. g., we can have several customers with the same name, 

say, John Smith). A drill hierarchy allows the user to expand a value at one level 

to show all the detail below it, or to collapse detail to show only the higher level 

value. Thus, John Smith can be expanded to show all IDs under that name, or IDs 

could be merged into equivalent names or zip codes. Some dimensions can have 

more than one drill hierarchy. Consider the dimensions in the data mart C, shown 

in Figure 2c. For example, the store dimension has two hierarchies: store ID-store 

size and store ID-store district, while the product dimension has only one hierar-

chy: SKU-name-category. Because each product name belongs to exactly one 

product category, and each product category contains multiple product names, the 

user can drill down from the product category to the product name. Consequently, 

a user can drill up from the product name to the product category. To illustrate the 

drill up operation, we can simply consider Figure 4e as a starting query and look at 

Figure 4a as the product of a drill up operation from product name to product 

category. In most OLAP tools, slice-and-dice, pivot, and drill down/up actions are 

implemented in a straightforward manner, usually using some form of point-and-

click and drag-and-drop methods. 

Closer analysis of the above examples reveals that the dimensional model is es-

sential for OLAP. If the underlying data was not organized in a dimensional way, 

with a (usually numeric) fact table in the center connected to a number of (usually 

textual) dimension tables, the three basic OLAP operations could not be effec-

tively and properly performed.  

Other than the ability to perform slice-and-dice, pivot and drill down/up fea-

tures, many other capabilities are found in various contemporary OLAP tools. For 

example, current OLAP tools are able to create and examine calculated data; de-

termine comparative or relative differences; perform exception analysis, trend 

analysis, forecasting, and regression analysis; as well as number of other useful 

 

Figure 4e. Drilldown example 
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analytical functions. However, those functionalities are found in other non-OLAP 

applications, such as statistical tools or spreadsheet software. Contemporary 

spreadsheet software even has some rudimentary capacity of performing basic 

OLAP functions on the limited amount of data it can store. What really distin-

guishes OLAP tools from other applications is the capability to easily interact with 

the dimensionally modeled data marts and data warehouses and, consequently, the 

capability to perform OLAP functions on large amounts of data. 

4 Relational Versus Multidimensional Data Model 

The previous section described the functionalities of an OLAP tool. This section 

describes two different database models on which the architecture of OLAP tools 

is based. The first model described is the standard relational database model. This 

model is a basis for the contemporary relational database management systems 

(RDMBS), which are used to implement the vast majority of current operational 

corporate databases. Examples of RDBMS software include Oracle, IBM DB2, 

MS SQL Server, and NCR Teradata (NCR Teradata was developed specifically to 

accommodate large data warehouses, whereas the other ones are used both for 

hosting operational databases as well as data warehouses). In the relational data-

base model, the database is a collection of two-dimensional tables, where each 

row of the table represents a database record. Figure 2a shows diagrams for two 

relational operational databases and Figure 2b shows the populated tables for 

those two relational databases. Figure 2c shows a dimensional model that is im-

plemented as a relational database. Figure 2d shows populated tables for the di-

mensional model shown in Figure 2c.  

In order to describe the other model, the multidimensional database model, and 

contrast it with the relational model, we will use a simplified example shown in 

Figure 5a.  

This example uses a simple data mart with three dimensions and one fact table. 

The star-schema in Figure 5a is equivalent to the star-schema in Figure 2c, with 

two small differences. It uses three dimensions (instead of four), and the fact table 

stores the sale amount (instead of number of units sold). Figure 5b shows the rela-

tional implementation of the fact table from Figure 5a. The fact table contains the 

keys of all dimension tables to which it is connected, and the numeric fact “sale 

amount”. Each record corresponds to one instance of a product being sold in 

a specific store on a certain day for an amount. 

A multidimensional database model can be visualized as cube with a number of 

dimensions. In fact, a cube can have more than three dimensions, but in order to 

be able to give a visual example in this paper, we use an example with exactly 

three dimensions. The cube acts as a multidimensional array in a conventional 

programming language. The space for the entire cube is pre-allocated and to find 

or insert data; the dimension values are used to calculate the position. A multi-

dimensional database uses a multi-cube storage design, since it can contain many  
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Figure 5a. Simple data mart 

 

Figure 5b. Relational implementation of a fact table 

 

Figure 5c. Multidimensional implementation of a fact table 
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cubes. Figure 5c shows the multidimensional implementation of the fact table 

from Figure 5a. Each cell in the cube corresponds to the one instance of a product 

being sold in a specific store on a certain day for an amount (for visibility pur-

poses, only one cell with the amount of $100 is shown). The key difference be-

tween the two models is the search method. In the relational model, in order to 

locate a record, some type of search has to take place on the fact table. The speed 

of the search depends on issues such as how the records are sorted or is the table 

indexed. In the multidimensional cube, every record can be looked up directly, 

which eliminates the need for a search. This is because each cell has a direct ad-

dress composed of the values of the dimension’s attributes, e. g., (1,1,1) å $100.  

5 OLAP Categories 

There are several different categories of OLAP tools, depending on which data-

base model is used. The MOLAP (multidimensional online analytical processing) 

engine takes the data from the warehouse or from the operational sources. The 

MOLAP engine then stores the data in proprietary data structures, multidimen-

sional cubes. The complexity of the underlying data is hidden from the MOLAP 

tool user. In other words, they perform standard OLAP functions without having 

to understand how the cubes are formed and how they differ from relational tables. 

A typical MOLAP architecture is shown in Figure 6a.  

Generally, a separate MOLAP server containing a limited amount of data is used. 

The main characteristic of MOLAP is that it provides very fast analysis. The way the 

MOLAP server achieves this goal is that it pre-calculates as many outcomes as pos-

sible and stores them in cubes. It pre-calculates the hierarchies within the individual 

dimensions as well as the intersections between attributes of multiple dimensions.  

It is important to note that while MOLAP cubes perform very well when ana-

lyzing aggregated data, they are not appropriate for holding transaction-level de-

tail data. The transaction-level detail data is the finest granularity data where each 

record corresponds to a single real-world transaction, e. g., a record stating that 

“sleeping bag ‘ZZZ Bag’ was sold to the customer Tina in the store S1 on January 

1, 2006,” is a transaction-level detail record. On the other hand, in aggregated 

data, one record reflects a summary of more than one transaction, e. g., a record 

stating that “in Q1 of 2006, 200 units of products from the camping category were 

sold to the customers with ‘Excellent’ credit rating in Chicagoland stores,” is an 

aggregated data record. It was created by summarizing all the transaction-level 

records containing data about each individual sale of camping products to excel-

lent credit rating customers in Chicagoland stores during the first quarter of 2006. 

Cubes are limited in space, and in a typical corporation the sheer amount of trans-

action-level data would surpass the capacity of a cube. Even if the transaction-

level data would somehow fit into the cube, other issues, such as data sparsity 

(most dimension attribute intersections are empty in the case of transaction-level 

data) make cubes inappropriate for dealing with non-aggregated data. 
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Figure 6a. Typical MOLAP architecture 

 

Figure 6b. Typical ROLAP architecture 

 

Figure 6c. Typical HOLAP architecture 

MOLAP is very fast in the execution of queries due to the fact that each cell in 

a cube has a direct address and answers to a large portion of pre-calculated common 

queries. The calculation engine can create new information from existing data 

through formulas and transformation. Pre-aggregated summary data and pre-

calculated measures enable quick and easy analysis of complex data relationships. 

Often the query “processing” part boils down to a direct data look-up. While 

MOLAP performs very well when it comes to data retrieval, the updating of a cube 

can be quite slow. Data loading can take hours, and the cube calculation can take 

even more time (every time new data is available, the cube has to be re-loaded and 

re-calculated.) However, the speed with which analytical queries can be answered is 

often a much more important factor than the speed of loading the new data and cre-

ating an updated cube.  
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In typical cases, data is loaded into MOLAP servers from data warehouses 

hosted on RDBMS platforms. However, there are instances in practice when data 

is loaded into cubes directly from the operational data sources to satisfy current 

data analysis needs.  

Another important category of OLAP tools are relational OLAP tools, com-

monly referred to as ROLAP tools. A high-level view of a typical ROLAP archi-

tecture is shown in Figure 6b. The ROLAP tool provides the same common OLAP 

functionalities. Queries are created in a standard point-and-click way. The ROLAP 

server translates the queries into SQL (structured query language), the standard 

query language for all contemporary RDBMS systems. The SQL version of the 

query is sent to the data warehouse hosted on the RDBMS platform. The query is 

then executed in the RDBMS and the resulting data set is sent to the ROLAP 

server and then to the end-user OLAP tool, which presents them to the user in 

a form similar to what is shown in Figures 4a−4e.  

The ROLAP architecture imposes no limitations on the size of the database or 

the kind of analysis that may be performed. However, due to the fact that results are 

not pre-calculated, the performance of queries is not as fast as with MOLAP tools.  

The tradeoff of MOLAP versus ROLAP is performance versus storage. Queries 

are executed faster with MOLAP tools, but ROLAP is capable of handling much 

larger quantities of data, which makes it suitable for processing transaction-level 

detail data. Also, the continuous advances in the speed of query processing with 

RDBMS software are shrinking the performance gap between MOLAP and ROLAP 

tools. 

The hybrid online analytical processing (HOLAP) architecture combines MO-

LAP and ROLAP approaches. The typical HOLAP architecture is shown in Fig-

ure 6c. HOLAP aspires to take advantage of the strengths of both methods. In a hy-

brid solution, for example, the relational database can be used to store the bulk of 

the detail data and the multidimensional model can be used to store summary data. 

Even though HOLAP technology is able to provide solid performance, even 

when analyzing large amounts of data, HOLAP implementations typically do not 

achieve all the strengths indigenous to MOLAP and ROLAP approaches. In 

a sense, HOLAP technology is as much a compromise as it is a synergy of the two 

approaches (Gonzales 2006). 

DOLAP is another term that is often used when OLAP architectures are dis-

cussed. DOLAP stands for desktop OLAP. Like MOLAP tools, DOLAP tools also 

use multidimensional cubes. The difference is that the cubes used by DOLAP are 

actually downloaded to the individual end-user’s computer, where all of the query 

processing actually takes place. Such cubes are much smaller than the ones used 

by MOLAP tools. These relatively small cubes (also referred to as micro-cubes) 

can be easily replicated and distributed to multiple users. They are easy and con-

venient to use (e. g., a user can perform analysis on a laptop while disconnected 

from the network), but they have limited functionality. This is not only due to the 

small amount of data these cubes can accommodate, but also due to the fact that 

the information in these cubes is static (there are no updates from the data ware-

house once the cube is created.) 
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6 Summary 

Within all areas of business, the role of analytical data repositories, such as data 

warehouses and data marts, continues to grow. As a result, additional large sets of 

clean, integrated data are being created. It is only natural that a business with large 

repositories of clean and integrated analytical data would take advantage of this 

data to make better decisions. This chapter has shown how OLAP is tied to such 

data repositories. The basic OLAP functions give the user an efficient way to 

access that data and support managerial decision making. As OLAP has grown in 

importance, various tool deployment options have developed, such as web-based, 

client-server, or desktop-standalone. 

OLAP tools are now an essential part of the decision-making process for every 

organization that collects large amounts of data. The more data accumulated in its 

operations, the more essential OLAP capabilities become to an organization. OLAP 

applications are found today in widely divergent business areas such as finance, 

sales, marketing, or manufacturing (Begg 2007). OLAP applications today offer 

a variety of available features and interfaces that can serve the analytical needs of 

users with different demands and levels of sophistication, e. g., parametric users, 

casual ad-hoc users, or business analysts. The universal appeal of OLAP is in the 

simplicity of structure and conceptualization, and consequently, in its straightfor-

ward usability. Naturally, OLAP has its limitations. More extensive analysis of the 

data can be accomplished with more complex methods, such as statistical proce-

dures or data mining. However, in most business-related scenarios, such complex 

methods should be applied only after the OLAP-based analysis is undertaken. In 

fact, the results of OLAP analysis, in addition to revealing immediately applicable 

findings that have significant impact, often provides the direction and basis for 

applying additional procedures (if they are needed). 

One of the more descriptive definitions of the OLAP process was given by 

Gonzalez in (2006) where he defines it as a process of data interrogation: “Online 

analytical processing is all about the interrogation of a data domain. The approach 

to data interrogation begins with the broadest questions being asked across the 

highest aggregated data. For example, give me this month’s sales across the entire 

US retail chain and for all product groups. As the analyst begins to dive deeper 

into the data, their questions become increasingly specific. In other words, a fol-

low-up question to the one above might be, give me this month’s sales for only the 

Northeast Region for the US chain for all product groups.” In other words, OLAP 

tools allow users to investigate the data both in its aggregated and in its detailed 

form. Often the answers to queries on data in the aggregated form lead to new 

questions on data in the more detailed form. The OLAP functions enable the user 

to move easily from one level of aggregation to another, in an intuitive fashion. 

This not only gives the user access to data facts, but the ability to view the data 

easily and in multiple ways helps to understand the business realities that the data 

captures. Knowing the facts, and properly analyzing and interpreting them, leads 

to a fact-based decision-making process. A fact-based decision-making process is 
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obviously superior to any other conceivable alternative, and OLAP represents one 

of the most important currently available means of supporting this process. 
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With the increasing use of information technology and availability of high-quality data, 

business organizations have a greater need for analyzing data and using this analysis to 

guide their decisions. An information system based on decision models is called a decision 

support system (DSS). A DSS uses the data residing in spreadsheets and/or databases, 

models it, processes or analyzes it using problem-specific methodologies, and assists the 

user in the decision-making process through a graphical user interface. In this chapter, we 

discuss the usefulness and capabilities of spreadsheet software for developing a DSS. 

Spreadsheets are a great option for developing many DSS applications since they are 

available with almost any operational system and have many features that are relatively 

easy to learn and can be implemented for a large variety of problems.  

Keywords: Spreadsheet-based decision support systems; Excel; Visual basic for applica-

tions; Graphical user interface; Procedures; Re-solve options 

1 Introduction 

The ability to extract data from external sources and embed analytical decision 

models within larger systems are two of the most valuable skills required of 

entering today’s information technology (IT)-dominated workplace. Model-based 

information systems, called decision support systems (DSS), use data residing in 

a spreadsheet or a database, model the data, process or analyze it using problem-

specific methodologies, and assist the user in the decision-making process through 

a graphical user interface (GUI). A DSS may be developed in various environ-

ments which support data storage, data analysis, solution method development, 

and graphical user interface. In this chapter, we discuss the usefulness and cap-

abilities of spreadsheet software for developing a DSS. 

In an article by Geoffrion and Krishnan (2001) two well-known researchers in 

operations research, state: “The digital economy is creating abundant opportuni-

ties for operations research (OR) applications. … Because OR is well matched to 

the needs of the digital economy in certain ways and because certain enabling 

conditions are coming to pass, prospects are good for OR to team with related 

analytical technologies and join information technology as a vital engine of 
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further development for the digital economy.” Intelligent information systems or 

decision support systems will indeed play a vital role in the digital economy in the 

years to come and spreadsheet-based decision support systems will become quite 

common for moderately sized business applications due to the widespread popu-

larity of spreadsheets in business and managerial environments.  

In this chapter, we define a spreadsheet-based DSS and discuss the usefulness 

of spreadsheets as a DSS development environment. The chapter is organized as 

follows. Section 2 defines in detail the components of a spreadsheet-based DSS. 

Section 3 discusses spreadsheet features, including a brief overview of the history 

of spreadsheet software as well as specific features for the common spreadsheet 

software, Microsoft Excel and Visual basic for applications (VBA) for Excel. In 

Section 4, we present a six-step process for developing spreadsheet-based DSS 

applications, and in Section 5, we illustrate this process through the development 

of a portfolio management and optimization DSS. In Section 6, we briefly discuss 

alternatives to spreadsheets for DSS environments. We conclude with Section 7. 

We would like to inform the reader about the book we have written on this 

topic, Developing Spreadsheet-Based Decision Support Systems: Using Excel and 

VBA for Excel (Seref et al. 2007). This book provides a comprehensive discussion 

of how to develop a spreadsheet-based DSS. It includes several chapters 

describing Microsoft Excel features and several chapters describing how to use 

VBA for Excel. It then illustrates how to use these spreadsheet and programming 

tools to develop a complete DSS application. This book is intended to be a text-

book for a DSS development course in industrial engineering (IE), operations 

research/management sciences (ORMS), and business curriculums. For more 

details on spreadsheet-based decision support systems, we encourage you to read 

this reference. 

2 Defining Spreadsheet-Based Decision 

Support Systems 

We define a spreadsheet-based decision support system as a decision support 

system developed in a spreadsheet environment with the enhancement of a pro-

gramming language and user interface developer. A decision support system gives 

its users access to a variety of data sources, modeling techniques, and stored 

domain knowledge via an easy to use GUI. A DSS can refer to data residing in the 

spreadsheets, prepare a mathematical model using this data, solve it or analyze it 

using problem-specific methodologies implemented via spreadsheet functions or 

a programming language, and assist the user in the decision-making process 

through a graphical user interface. Let us define the general components of a DSS 

and then discuss how spreadsheets are indeed a valid choice for DSS development. 

A decision support system (DSS) is a model- or knowledge-based system 

intended to support managerial decision making in semistructured or unstructured 
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situations (Turban and Aronson 2001). A DSS is not meant to replace a decision 

maker, but to extend his/her decision making capabilities. It uses data, provides 

a clear user interface, and can incorporate the decision maker’s own insights.  

A DSS application contains five components: database, model base, knowledge 

base, GUI, and user (see Figure 1). The database stores the data, the model and 

knowledge bases store the collections of models and knowledge, respectively, and 

the GUI allows the user to interact with the database, model base and knowledge 

base. The database and knowledge base can be found in a basic information 

system. The knowledge base may contain simple search results for analyzing the 

data in the database. For example, the knowledge base may contain the number of 

employees in a company database who have worked at the company for over 

10 years. A decision support system is an intelligent information system because 

of the addition of the model base. The model base includes models used to 

perform optimization, simulation, or other algorithms for advanced calculations 

and analysis. These models allow the decision support system not only to supply 

information to the user but aid the user in making a decision.  

Spreadsheet software provides all of the components necessary for a DSS. In 

the database component, spreadsheets can easily store relatively large amounts of 

data in rows and columns on multiple worksheets. This data can be organized 

using sorting features or various formats. In the model base component, spread-

sheet software can perform calculations using spreadsheet functions or a program-

ming language. We will discuss in more detail in the next section the specific 

model base features available in common spreadsheet software. In the knowledge 

base component, spreadsheets can again be used to store basic knowledge or 

 

Figure 1. A schematic view of a decision support system 
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a programming language can be used to perform more-advanced knowledge base 

analysis. In the GUI component, most spreadsheet software offer a variety of GUI 

options from basic formatting and drawing tools to more advanced GUI features 

such as user forms and control tools. Thus, a user is able to access and analyze 

data, perform problem solving, and interact with a GUI through a spreadsheet-

based DSS. 

3 Spreadsheet Features for DSS Development 

Several spreadsheet software are available for DSS development. We give a brief 

overview of these and list specific features of the common spreadsheet software, 

Microsoft Excel. We also discuss specific features of Excel’s programming lan-

guage, visual basic for applications (VBA). 

3.1  Spreadsheet Software 

The first electronic spreadsheet software, VisiCalc, was introduced in 1978 for the 

Apple Computer (Power 2006). Features of this initial program included data 

entry and basic accounting calculations. By 1983, Lotus 1-2-3 was introduced for 

the IBM PC, using Intel. This software improved on previous offering by adding 

charting and database features. Then, Microsoft Excel was introduced (for Apple 

in 1985 and for Windows in 1987). At that time, Excel provided an improved user 

interface compared to its predecessors and began adding other features. The 

software gradually improved to include what-if analysis features (such as goal 

seek). More GUI features were then added. These included different data entry 

options (such as the validation tool) and basic form features presented in simple 

toolbars which placed controls directly on the spreadsheet without any advanced 

coding. Next, more-advanced analysis tools were developed such as what’s best 

and Frontline System’s solver. Later, other tools, such as simulation tools like 

Crystal Ball and @RISK, were made available. Now, programming editors are 

available for most spreadsheet softwares to provide more-advanced features and 

GUI development options.  

Over the past few years, several platforms that allow for the integration of basic 

spreadsheet features with more-advanced programming capabilities have become 

available. The most common such platform is Microsoft Excel. Excel, which is the 

most widely used spreadsheet package among managers and engineers, allows 

data storage and model building. Excel also has many built-in programs as well as 

many add-on programs available that allow the optimization and simulation of 

various models built in Excel. Excel also has a macro programming language, 

visual basic for applications (VBA), which allows building of GUIs and 

manipulation of Excel objects. Thus, Excel provides a platform in which fairly 

sophisticated DSS applications can be built. 
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Microsoft Excel spreadsheets have become one of the most popular software 

packages in the business world, so much so that business schools and engineering 

schools have developed several popular Excel-based spreadsheet modeling 

courses. Educators of management science claim “spreadsheets [to be] the pri-

mary delivery vehicle for quantitative modeling techniques” (Ragsdale 2001). 

A spreadsheet application has functionality for storing and organizing data, 

performing various calculations, and using additional packages, called add-ins, for 

more-advanced problem solving and analysis. These software packages are 

usually quick to learn and provide both basic and advanced features for a variety 

of applications. 

3.2  Excel Features 

Microsoft Excel has several features available for data storage and analysis. In 

fact, “spreadsheet users often do not use many of the commonly available spread-

sheet features” (Chan and Storey 1996). We describe Excel features in two main 

categories: basic functionality and extended functionality features.  

Excel basic functionality includes referencing and names, functions and 

formulas, charts, and pivot tables. Figure 2 shows an example of some of these 

basic features. Referencing and naming cells are key features for a spreadsheet; 

they allow the user to develop an entire worksheet of calculations that may 

reference one or more cells containing data or preceding calculation results. To 

perform calculations in Excel, the user can choose from a large set of predefined 

functions or create their own formulas. The predefined functions include simple 

calculations (such as sum, average, min, and max) as well as functions in 

statistics, finance, referencing, text, logic, and other mathematics categories. Excel 

charts are very useful for displaying results to the user. There are several types of 

charts available including user-defined charting options. Pivot tables provide 

 

Figure 2. Microsoft Excel basic features 
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advanced sorting and analysis features for large amounts of data (refer to Figure 3 

for an example). They are a very useful tool for finding information as well as 

displaying select results. They can also be connected to charts, providing pivoting 

features with a graphical display (see Figure 4). 

Excel extended functionality includes statistical analysis, mathematical pro-

gramming and optimization using the solver, simulation, and querying large data. 

Statistical analysis can be performed using tools such as descriptive statistics and 

histograms in the data analysis tool set (refer to Figure 5 for an example of 

descriptive statistics output).  

The solver is one of Excel’s most popular extended functionality features. The 

solver, created by Frontline Systems, allows one to solve linear and integer mathe-

matical programming problems. The solver has an interface in which we define 

decision variables, constraints, and objective (refer to Figure 6 for an example). 

There is also a new version of the solver, called the premium solver, which 

provides nonlinear solution options. Simulation can be performed in Excel using 

special functions and formulas. When VBA is used, simulation can be enhanced to 

include automatic run execution and animation. Although spreadsheets have some 

limit in terms of data storage, Excel has the ability to interface with database 

software, namely Microsoft Access, to query large data. This enhances Excel’s 

database features by creating collaboration between data stored in a database and 

analysis available through Excel’s spreadsheet features.  

The basic and extended functionality features in Excel are very appropriate for 

building a decision support system. The ability to model a problem and solve or 

simulate it adds the model base component of the DSS that we are building. It is 

 

Figure 3. Microsoft Excel pivot table 
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important to be familiar with the capabilities of Excel or other spreadsheet software 

so that one knows what they can offer when developing a decision support system.  

 

Figure 4. Microsoft Excel pivot chart 

 

Figure 5. Microsoft Excel Data Analysis statistical tools 
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3.3  VBA Features 

Visual basic for applications (VBA) is a programming language that is included 

with the Microsoft Excel software. It can be used to code standard or advanced 

procedures as with any other programming language; however, it is primarily 

designed to manipulate Excel objects. For example, one may select a cell object 

and change its formatting properties or copy its data values using VBA. The envir-

onment in which VBA coding is written is shown in Figure 7. This display can be 

opened from Excel. It includes the code window, where code is written, the 

project explorer, where spreadsheets, user forms, or modules are selected, and the 

properties window, where object properties are set.  

 

Figure 6. Microsoft Excel Solver 
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Figure 7. The VBA for Excel editor 

 

Figure 8. Recorded macro with VBA object manipulation 
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VBA has several features, one of which is recording and running macros. Macros 

capture actions performed in Excel and automatically create the corresponding 

VBA code. This code can then be run later to perform the actions recorded in 

Excel again. The structure of the VBA programming language is object-based. 

That is, an Excel object is usually named and then manipulated using properties 

(to change certain formatting features of the object) or methods (to perform certain 

actions with the object). A set of examples of such object manipulation is shown 

in Figure 8; this code was created by recording a macro. The VBA programming 

language also includes variables, procedures, programming structures, and arrays. 

These are typical features of any programming language. The VBA language is 

straightforward to learn, especially but not necessarily for those with experience in 

other programming languages.  

Additional features of VBA involve creating a user interface. This includes build-

ing user forms, working with several different form controls, using navigational 

 

Figure 9. Creating a user form in VBA 
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functions, and designing a clear and professional application. In Figure 9, a user form 

is created in the visual basic environment using a control toolbox. This form would 

use VBA code to record user input values. VBA can also enhance the modeling, 

simulation, and query features of Excel. These are key features in developing a DSS; 

that is, one can prompt the user for input by displaying a form, automate a simulation 

or perform optimization using VBA. This allows for advanced features to be 

implemented without the DSS user having to do more than press a button. 

VBA for Excel is an easy to understand programming language. Even if they 

have not programmed before, a user should be able to program several types of 

applications after learning these features. VBA code allows a DSS developer to 

create dynamic applications that can receive user input to form the model base 

component of the DSS. VBA is beneficial as it places all of the complicated 

spreadsheet calculations and any other analysis in the background of a user-

friendly system.  

4 Developing Spreadsheet-Based Decision 

Support Systems 

4.1  Development Approach 

We now discuss how to develop a DSS application that integrates data, models, 

methodologies, and user interfaces in a spreadsheet environment. After learning 

how to work in the Excel spreadsheet environment and how to program in VBA to 

manipulate Excel objects and perform advanced calculations and analysis, one can 

then combine these tools to develop a complete spreadsheet-based DSS appli-

cation. Before entering formulas into Excel or coding procedures in VBA, it is 

necessary to plan the overall layout for the DSS and give some thought to the 

design and implementation of the application.  

We propose six basic steps for developing a DSS; these steps have been our 

guidelines in developing decision support systems. We do not claim that it is ne-

cessary to follow these, but rather consider them helpful guidelines when devel-

oping a DSS application (Şeref et al. 2006). 

1. Application overview and model development: Create a layout of the 

entire application, designing the flow from the user input to the model 

calculations to the output, and outlining the model details. 

2. Worksheets: Determine how many worksheets the programmer requires 

to best handle input, calculations, and output. 

3. User interface: Outline what interface a programmer requires to receive 

input from the user and navigate him or her through the application.  

4. Procedures: Outline what programming procedures are required to 

receive input, perform calculations, and display output. 
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5. Re-solve options: Decide what re-solve options the user will be given. 

6. Testing and final packaging: Ensure that the application is working 

properly and has a clear and professional appearance.  

By following these steps, one can ensure that the DSS is designed in an efficient 

manner to meet the user’s needs. In the spreadsheet environment, all input can be 

sufficiently collected and stored, simple calculations as well as advanced problem 

solving can be performed, and output can be displayed clearly to the user. 

Spreadsheets are thus a friendly environment for both the DSS developer as well 

as the end user. 

4.2  A Portfolio Management and Optimization 

Spreadsheet DSS 

Using the DSS development process described above with the features available in 

Excel and VBA, several spreadsheet-based DSS applications can be efficiently 

developed. Some possible DSS applications that a manager may want to use may 

include a facility or warehouse layout DSS, an inventory management DSS, 

a forecasting DSS, a staff or production scheduling DSS, a reliability analysis 

DSS, or a queuing simulation DSS. Other business analysis applications may 

include an option pricing DSS, a stock investment DSS, a retirement planning 

DSS, or a capital budgeting DSS. (We refer the reader to Şeref et al. 2006 for 

detailed examples of these DSS applications.) 

Below we describe a portfolio management and optimization DSS developed in 

Excel using VBA. We will describe the DSS based on the development process 

proposed in the previous section. 

Application overview and model development: In this application, we allow the 

user to create and/or edit their portfolios as well as optimize their investments. The 

user begins by creating their portfolio; to do this, the user can choose from a list of 

stocks that are stored in the DSS. Listed by name and category, these stocks can be 

compared to each other in terms of their annual return and change in market price. 

Once the user has created their portfolios, they can return to edit them at any time. 

The user can then choose to optimize their portfolio investments. To do this, the 

user specifies a minimum desired total return to achieve on their portfolio, 

a maximum amount to invest per stock, and the total cash they have available for 

investing. The DSS then solves a model specific to the user’s portfolio that 

minimizes the total risk. The final optimal investment amount for each stock in the 

portfolio is then displayed to the user. The user can then resolve the model using 

various parameters (such as more investment cash or a higher desired return) or can 

modify their portfolio (by adding or removing stocks) and re-run the optimization. 

Model: The underlying model for optimizing the portfolio investment plan 

minimizes risk as the objective. We define the risk of the portfolio as the sum of 
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the product of the variance and the square of the investment over all stocks plus 

the total covariance factor for all stocks in the portfolio. The model is subject to 

certain constraints including: the cash invested must be less than or equal to the 

cash available for investing; the return on the portfolio must be greater than or 

equal to the minimum return desired for the entire portfolio; and the amount 

invested per stock must be less than or equal to the maximum amount to be 

invested in each stock. Here, the return on the portfolio is defined as the sum of 

the product of the investment amount and the expected return over all stocks. We 

use the premium solver to solve this nonlinear programming problem. 

User inputs: Portfolio (selected stocks), total cash for investing, minimum return 

desired, and maximum amount to invest per stock. 

DSS data: Stock information (including quarterly price and annual return), 

covariance between all stocks, and quarterly price variance and mean as well as 

annual return mean calculations. 

Outputs: Returns earned, cash used, portfolio return per stock, and optimal 

amount to invest per stock. 

Worksheets: We use nine worksheets in this application: the welcome sheet, four 

data sheets, two information sheets, a model sheet, and an output sheet. 

Welcome sheet: A description of the application is given along with relevant 

assumptions to the optimization model. The user presses the ‘Start’ button to begin. 

 

Figure 10. Portfolio DSS: Welcome sheet 
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First data sheet: “All Stocks” This sheet contains the complete list of stocks 

available for this application. The sheet lists each stock’s name and category, as 

well as its quarterly price for five quarters (including the current price) and the 

annual return for five years. 

Second data sheet: “Covariance” This worksheet may actually be considered 

part of the knowledge base of the DSS. This sheet stores the covariance values 

between all pairs of stocks. This data will be used in preparing the optimization 

model to calculate the total covariance factor for the portfolio. 

 

Figure 12. Portfolio DSS: Second data sheet 

 

Figure 11. Portfolio DSS: First data sheet 
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Third data sheet: “Portfolio” This sheet records the information from the “All 

Stocks” sheet for the stocks in the user’s portfolios. We will also use this sheet 

later to perform some calculations for the optimization. These calculations are for 

the mean price over five quarters, the variance in price for each quarter, the sum of 

the variances, and the sum of the annual returns. 

 

Figure 15. Portfolio DSS: Fourth data sheet 

 

Figure 13. Portfolio DSS: Third data sheet 

 

Figure 14. Portfolio DSS: Calculations on the third data sheet 
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Fourth data sheet: “Chart Data” This contains data copied from the “All Stocks” 

data sheet for a set of stocks selected by the user. The copied data is used to 

produce charts that are shown on one of the information sheets. If the user has 

selected to plot the change in market price, then we copy the quarterly prices for 

the selected stocks from the “All Stocks” sheet and paste them on the first table 

shown. If the user has selected to plot the annual returns, then we copy the annual 

returns from the “All Stocks” sheet and paste them on the second table shown. Two 

graphs on the “Compare Stocks” information sheet refer to these tables as their 

source data. 

First user input sheet: “Create/Edit Portfolio” In this sheet, the user can create 

or modify their portfolio by performing one of the two following actions: selecting 

several stocks from the “All Stocks” list and clicking the “Add” arrow button to 

add these stocks to their portfolios; or selecting several stocks from the “Portfolio” 

list and clicking the “Remove” arrow button to remove these stocks from their 

portfolios. This is the first sheet that the user visits after clicking the “Start” button 

on the “Welcome” sheet. If the user is not sure which stocks are best to add or 

remove from their portfolios, they can click the “Compare All Stocks” button to 

proceed to the second information sheet: the “Compare Stocks” sheet. Otherwise, 

if they feel their portfolio is complete, they can click the “Save Portfolio and 

Return to Main Menu” button to return to the Main Menu. The “Exit” button 

allows the user to exit the application. 

 

Figure 16. Portfolio DSS: First information sheet 
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Second user input sheet: “Compare Stocks” This sheet allows the user to select 

several stocks from the “All Stocks” list and plot either their annual returns or the 

change in market price. The user selects one of these options from the combo box 

on the worksheet and then presses the “Show Plot” button. The corresponding 

chart then appears. We create these charts using the data from the fourth data 

sheet. The user can then return to the “Create/Edit Portfolio” sheet by clicking the 

“Return to Create/Edit Portfolio” button. The user can also exit the application at 

this point by clicking the “Exit” button. 

Model sheet: The model sheet lists all of the stocks in the portfolio with adjacent 

cells for the investment amount. These are the changing cells whose values are 

determined when optimization is performed. These values, solved as percentages, 

are converted into dollar amounts in the next column. We refer to the dollar 

amounts to check the constraint that each stock receives less than or equal to the 

maximum investment amount per stock. The code then calculates the expected 

return and variance and displays these figures in the next two columns. We use 

these values in the third column; and the sum of this column is the risk value. This 

risk value, in the “Minimum Risk” cell at the top of the sheet, is the objective 

function cell. The code procedures also calculate the formulas for the forth 

column: the covariance factors. These factors are calculated for all pairs of stocks 

in the portfolio using the stock in each row as the pivot. The total covariance 

factor is the sum of the values in this column. The “Min Return” and “Unit 

Constraint” columns capture the other two constraints. We then use the premium 

 

Figure 17. Portfolio DSS: Second information sheet 
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solver with the objective function as the “Minimum Risk” cell and the constraints 

as the minimum return, maximum stock investment, and unit constraint cells. The 

solver’s nonlinear algorithm is used to find a solution, if one exists. 

 

Figure 19. Portfolio DSS: Output sheet 

 

Figure 18. Portfolio DSS: Model sheet 
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Output sheet: “Investment Report” This sheet displays a graph of the invest-

ment amounts for each stock in the user’s portfolio as well as the corresponding 

values in an adjacent table. The minimized risk, or variance, of the portfolio is 

also provided. The return and desired return are displayed, as well as the cash used 

and the total cash available. The “Modify Input” and “Modify Portfolio” buttons 

correspond to two re-solve options, which we discuss later. The “View Model” 

button allows the user to view the model sheet, and the “Exit” button allows them 

to exit the application. 

User interface: We use two user forms, one control on a worksheet, and several 

navigational and functional buttons for the user interface for this DSS.  

First form: “Main Menu” The first form that the user sees is the “Main Menu”. 

It provides them with three navigational options: create a new portfolio, edit their 

current portfolio, or optimize their portfolio investment plan. If the user selects to 

create a new portfolio, then they are taken to the “Create/Edit Portfolio” sheet, 

which is cleared of past data. If the user selects to edit their current portfolio, then 

 

Figure 20. Portfolio DSS: First form 

 

Figure 21. Portfolio DSS: Second form 
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they are taken to the same sheet, except no clearing is done. If the user selects to 

optimize their portfolio investment plan, then an optimization procedure is run and 

the user is taken to the output sheet.  

Second form: “Minimize Risk” When the user selects “Optimize Portfolio Invest-

ment Plan” from the “Main Menu” form, they will see the optimization input form: 

“Minimize Risk”. This form prompts the user for three optimization inputs: the total 

cash available to make the investment, the minimum desired return on the portfolio, 

and the maximum amount they can invest per stock.  

Worksheet user control: “Compare Stocks Combo Box” This control is on the 

“Compare Stocks” worksheet. It is a combo box that lists the two plot options: 

“Change in Market Price” and “Annual Return”. Once the user makes a selection, 

they can use the “Show Plot” functional button to display the plot for the selected 

stocks. 

Procedures: We use several procedures in this DSS application. Some of these 

navigate the user through the various worksheets and forms while others are used 

to manipulate the user input, provide data analysis, run the optimization, and 

produce the output. We will exempt an in-depth discussion of each procedure. 

(For more details, refer to Şeref et al. 2006.)  

Re-solve options: This application consists of two re-solve options, which are 

associated with the “Modify Input” and “Modify Portfolio” buttons on the output 

sheet. If the user clicks “Modify Input,” then the optimization input form is 

displayed again. The user can modify their input values, press “OK,” and the 

optimization will be re-performed. If the user selects the “Modify Portfolio” 

button, they will return to the “Create/Edit Portfolio” sheet. They can then modify 

their portfolio and click the “Save Portfolio and Return to Main Menu” button to 

return and select the optimization button again. The optimization will then be re-

performed.  

Thus, using Excel and VBA, a complete portfolio management and optimi-

zation DSS can be developed. This spreadsheet-based DSS allows the user to view 

 

Figure 22. Portfolio DSS: Worksheet user control 
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several stocks and compare stock data, select a portfolio, and find the optimal 

investment plan which minimizes investment risk while achieving a minimum 

return value. 

5 Alternatives to Spreadsheets 

As expressed in this chapter, we feel that spreadsheets are a very capable 

environment for developing a DSS. Spreadsheet software are available on most 

operating systems and allow for efficient data storage, data analysis, problem 

solving, and user interface. These tools allow for complete DSS development for 

most applications. 

However, for some applications, a DSS developer may prefer another envir-

onment. One alternative to the spreadsheet environment for DSS development is 

a strict database environment. Database software allows for much larger amounts 

of data storage than spreadsheets. Most database software, such as Microsoft 

Access and Oracle, also include programming languages for problem solving as 

well as GUI features such as forms for receiving input and reports and charts for 

displaying output. 

Another alternative to spreadsheets for DSS development is Web-interface 

software. Such software includes programming languages such as VB.Net and 

ASP.Net. This software allows the DSS developer to create an interface that is 

available online. Thus users can access data and perform analysis or problem 

solving through a webpage. This makes the DSS more available as it can be used 

on almost any computer with Internet access.  

We again advocate spreadsheets as a good choice for developing most DSS 

applications. Spreadsheet software is easy to find, learn, and use. However, there 

are alternatives available that allow a DSS to be developed for applications with 

requirements for larger data storage, online access, or other features that exceed 

spreadsheet capabilities. 

6 Conclusion 

Spreadsheets are an excellent option for developing many DSS applications since 

they are available for almost any operational system and have many features that 

are relatively easy to learn and can be implemented for a large variety of problems. 

With the increasing demand for IT-based systems and quick decision making, 

spreadsheet-based DSS are an important and necessary tool for any industry. Thus, 

students and professionals should learn the basic process for developing a DSS. 

Spreadsheets are an attractive environment for developing a DSS as they can be 

easily found and quickly learned. Once the tools of spreadsheet software and 

a programming language are learnt, an efficient and user-friendly DSS application 

can be created for almost any situation. 
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CHAPTER 15 

Multi-Criteria Decision Support 

David L. Olson 

Department of Management, University of Nebraska, Lincoln, NE, USA 

There have been a variety of decision support systems, with definitional differences across 

disciplines and countries. These include a system focus, a model focus, an application 

focus, and decision aids (the latter a European term). Each of these views is described with 

examples. The focus of the paper is on model-focused decision support systems using 

multicriteria models, and decision aids, of which differences between multiattribute utility 

theory, analytic hierarchy process, French and Belgian outranking methods, and other 

approaches are discussed. The underlying preference function assumptions of each ap-

proach are compared. The many very rich applications throughout the world are reviewed. 

Keywords: Multicriteria; Multiattribute selection models; Multiobjective programming 

1 Introduction 

Multiple criteria are very important in judgmental decision making. In the United 

States, there may be a focus on profit. However, contemporary decision making 

requires a balance of environmental, societal, and economic factors in very com-

plex combinations. While alternative approaches, such as multiattribute utility and 

analytic hierarchy process, have become popular with various groups in North 

America, they are based for the most part on a normative paradigm that is rational 

from its perspective. The complexities of modern decision making have seemingly 

been considered for a longer time in Europe, where techniques based upon out-

ranking approaches and other decision making paradigms have been developed. 

A note on terminology: Multicriteria is a term that comes in many variants. 

Humans tend to view criteria, attributes, and objectives as synonyms. Certainly, 

the international nature of multicriteria analysis leads to a sympathy for a variety 

of terms. Computers (and mathematicians) like precision, and the difficulties of 

the semantics in question are highlighted by computer searches of journal articles. 

The terms “multicriteria,” “multi-criteria,” or “multiple criteria” in either title or 

keywords yield different, but overlapping, returns, as do “multiattribute,” “multi-

attribute,” “multiple attribute,” “multiple objective,” “multiobjective,” and “multi-

objective.” Multiple objectives tend to be associated with mathematical program-

ming, while multicriteria and multiattribute tend to be focused on the selection 
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among a given set of discrete alternatives. However, in this article the terms are 

used as synonyms. 

This chapter discusses the variety of contributions of multicriteria modeling to 

decision support systems. Section 2 will discuss different perspectives of DSS, 

including multicriteria decision aids. Section 3 will describe the various multicri-

teria paradigms that have emerged. Section 4 will describe some of the many mul-

ticriteria DSS applications from a sampling of paradigms. Section 5 provides con-

clusions. 

2 DSS and MCDM 

Decision support system (DSS) is a term that arose from Massachusetts Institute 

of Technology (MIT) research in the 1970s (Gorry and Scott Morton 1971, Alter 

1977, Keen and Scott Morton, 1978). The definition was commendably broad, and 

included the use of computerized systems to aid human decision makers by pro-

viding them better and more timely information, as well as the processing of this 

data in models (Sprague and Carlson 1982). The type of model could range from 

database query to complex optimization.  

As the 1970s and 1980s proceeded, divergent views of DSSs emerged. In the 

information systems academic discipline, the focus was on systems, providing 

data from various sources (internal or external), a tool-kit of models, and a user 

interface that was available in a timely manner. This view is reflected in the earli-

est DSS texts (Bonczek et al. 1980, Turban 1988).  

The field of operations research utilized the term to reflect a focus on models 

used to aid decision making (which was the original purpose of management sci-

ence). This was reflected in many Interfaces articles reporting the use of models to 

aid decision making (for instance, “A model-based decision support system for 

planning and scheduling ocean-borne transportation,” Stott et al. 1981). A search 

of the INFORMS database through early 2006 identified 46 papers with DSS or 

decision support system in the title involving applications to a specific problem, 

35 of which were in Interfaces. Many other papers include similar applications 

without these words in the title. This is certainly an appropriate use of the term 

DSS, although it clearly involves a focus on the aspect of modeling (Olson and 

Courtney 1992). A grant system that continues to encourage implementation of 

decision support systems to specific problems, often over the Internet, has led to 

many practical software systems that were delivered to the public by governmen-

tal agencies (Janssen 1992, Larichev and Olson 2001). Such systems can range 

from providing farmers tools, to designing irrigation systems, to guides in calcu-

lating federal income tax.  

In Europe, meanwhile, the idea of decision support focused on the development 

of systems meant to incorporate multiple criteria analysis into decision aids. Selec-

tion decisions are challenging because they require the balancing of multiple, often 
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conflicting attributes, criteria, or objectives. A number of interesting tools to support 

selection decision making have been presented. Korhonen and Lewandowski (1992) 

is only one of many such presentations of multiple criteria applications to societal 

problems. Olson (1996) reviewed a number of these methods. Subsequent methods 

include Belton’s VISA (Visual Interactive Sensitivity Analysis – Mabin et al. 2001) 

and Bana e Costa’s MACBETH (measuring attractiveness by a categorical based 

evaluation technique, Bana e Costa et al. 1999), which focuses on developing im-

proved alternative design. 

3 Multicriteria Paradigms 

All of the multicriteria approaches have been widely applied in support of decision 

making. All have been incorporated in systems of the type emphasized by the sys-

tems view of DSS. These reflect a diverse development of approaches to multiple 

criteria analysis reflecting different cultures and different philosophical bases.  

3.1  Multiattribute Utility Theory 

The U.S. approach is dominated, at least in official agencies, by the rational nor-

mative multiattribute utility theory (Keeney and Raiffa 1976). The basis of this 

approach is that the value of any alternative in terms of decision maker preference 

can be identified by decomposing a decision into the things of value that are im-

portant to the decision maker, accurately measuring the value provided by each 

available alternative, and measuring value through a function including the meas-

ures of attribute performance and weights reflecting importance and scale. This 

function could be nonlinear (due to interactions of value contribution), but most 

reported implementations involve the linear form: 

 ∑
=

=
M

i

iji fwjU
1

)(  (1) 

Here wi reflects the weights for each attribute or criterion i, while fij are the meas-

ures for alternative j on attribute i. Critics might point out that this involves the 

assumption of many things, including perfect knowledge. Systems based on this 

view are widely available, and include the software Logical Decision, easily found 

on the Internet. Corner and Kirkwood (1991) provided a thorough and systematic 

review of applications of this approach, which can be update by an Internet search. 

A specifically linear version has been presented as the Simple MultiAttribute 

Rating Theory (SMART), with variants presented by Edwards and Barron (1994). 
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3.2  Analytical Hierarchy Process 

The Analytical Hierarchy Process (AHP – Saaty 1977) converts subjective hu-

man ratings into a linear function such as given in (1). Subjective ratio pai-wise 

comparisons are provided by decision makers, and methods such as the eigen-

vector are used to reconcile inconsistencies. This approach has received a heavy 

dose of criticism (Belton and Gear 1983, Barzilai et al. 1987, Dyer 1992), but 

continues to be a popular way to implement multicriteria DSSs. It is especially 

popular in Canada (Wedley et al. 2001), Finland (Hämäläinen 2004), and China 

(Zhiwei Zhut et al. 2005). 

Purported flaws in AHP have been addressed in at least two ways. Barzilai 

et al. (1987) proposed the geometric mean as a replacement of the commonly 

used eigenvector as a method to identify relative importance or value. The 

REMBRANDT method was presented with alternate scaling that was more natu-

ral in the view of its author. The basic principles of the REMBRANDT method 

were given by Lootsma (1989), with an update published in 2000 (Van den Hon-

ert and Lootsma). 

3.3  Outranking Methods 

Different cultures, and indeed different individuals within each culture, are liable 

to have their own views of what is rational. The French school, headed by Bernard 

Roy (1971), has been especially active in developing decision aids based upon the 

concept of outranking. Each pair of alternatives are compared, and a set of weights 

reflecting relative importance is obtained from the decision maker. A concordance 

index is identified as the proportion of weights for with alternative A is preferred 

to alternative B. A discordance index is identified as some function (such as 

maximum proportional inferiority over all criteria) reflecting the inferiority of 

alternative A to alternative B. The concordance and discordance indices are used 

to generate outranking relationships, controlled by user input of a variety of pa-

rameters to generate different outrankings. This is intended to aid the decision 

maker by providing a shorter list of alternatives to focus on, often including alter-

natives with salient performance on different criteria.  

The outranking idea has been implemented in a number of different systems, 

and includes a variety of versions of ELECTRE from LAMSADE in Paris, an 

equal variety of versions of PROMETHEE (Brans and Vincke 1985) from Bel-

gium, and a stochastic version implementing ELECTRE (Lahdema et al. 1998, 

Lahdelma and Salminen 2001) from Finland. Research into ELECTRE and DSS 

continues to be very active (Kafandaris 2002), as does research into PROMETHEE 

(Fernández-Castro and Jiménez 2005). 
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3.4  Russian Systems 

Russia has also provided systems based upon their cultural views of rational deci-

sion making. Based on research into the limitations of human information process-

ing (Larichev 1992), verbal decision analysis focuses on more reliable ordinal 

input from decision makers. The ZAPROS system (Larichev and Moshkovich 

1994, 1997) is a decision aid software based on ordinal data rather than weights. 

This provides a more conservative ranking of alternatives, and uses the outranking 

idea of Roy but without assumptions of weights or cardinal scales. A recent updat-

ing of ZAPROS was Larichev (2001). 

While ZAPROS deals with the traditional multicriteria selection decision con-

sidering a small number of alternatives, Lotov et al. (2001) considered decisions 

involving many alternatives measured over multiple criteria. The aspiration-level 

interactive model (AIM – Lotfi et al. 1992) is based on the idea of providing deci-

sion makers a means to explore non-dominated alternatives in order to gain better 

understanding of tradeoffs. Lotov seeks to do something similar visually, with the 

Edgeworth-Pareto hull as the basis for a decision support system focusing on non-

dominated alternatives. Users of the system can select more than three dimensions 

for analysis, supported by visual tools that systematically search for alternatives 

reflecting their preferences. 

3.5  MCDM Methods 

There are, of course, many other multiple criteria methods, with more being de-

veloped every year. Over the years, however, the methods presented seem to re-

flect the fundamental (and divergent) philosophies of multicriteria models. We 

next get to the point of this chapter – the implementation of these ideas into deci-

sion support systems. 

4 Multicriteria Applications 

There have been many applications of multicriteria models in decision support 

systems. It would be impossible, due both to space limitations and to human 

frailty in search, to review (or even list) them all. Given this caveat, we will give 

a sampling representing different types of decision support systems reviewed in 

Section 2, and different multicriteria methods reviewed in Section 3. 
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4.1  The Information System View of MCDM DSS 

Nazareth (1993) provided an early discussion of the integration of MCDM models 

within DSS. He cited few examples at that time that truly integrated DSS func-

tionality with rich decision making support offered by MCDM. He based this in 

part on a view that MCDM was normative (which we would argue that multiat-

tribute utility models tend to be). But as discussed in Section 3, there are other 

MCDM paradigms, and in fact actual implementation of multiattribute utility 

models is less normative than implied by its underlying theory (Nazareth in fact 

recognized this, but didn’t seem to expect the subsequent rich research streams 

from outranking methods and AHP). Nazareth noted that DSS texts disregarded 

MCDM models. Olson and Courtney (1992) is a counterexample, and more recent 

texts by Turban include AHP models. A real difficulty in implementing MCDM 

within DSS was cited as Bui’s (1984) system, which commendably sought to 

instantiate the blending of ideas, but was a standalone batch system (because it 

was in 1984). There have subsequently been many systems marketed as DSS that 

are essentially MCDM systems utilizing Windows GUI interfaces. 

4.2  The Model View of DSS 

The operations research community is global. While OR members all share an 

appreciation for models, it must be understood that there are different focuses. In 

England, for instance, there is a clear emphasis on the process of modeling, to 

include such emphases as soft systems modeling (Hindle and Checkland 1995, 

Powell and Coyle 2005) that varies considerably from the normative rational mul-

tiattribute utility view typical in the U.S. The French school includes many who 

focus on their own view of rationality, at least as supportable at the multiattribute 

view. All of them have excellent multicriteria DSS applications, a very few of 

which are reviewed simply to give a flavor of what has been accomplished. 

The U.S. view is best reflected in Interfaces articles. These many articles in-

clude focus on business decisions such as supply chain management (Kirkwood 

et al. 2005) as well as governmental policy to include insurance system planning 

(Reagan-Cirincione 1991). Gensch et al. (1990) reported a bid-pricing DSS used 

by an electrical generating machinery manufacturer credited with enhancing that 

organization’s profitability in a highly adverse economic environment. 

Just as the U.S. view of DSSs (at least the multiattribute utility theory view) is 

well represented by Interfaces articles, the British soft systems view is reflected 

in the Journal of the Operational Research Society. Four recent soft systems 

applications are presented. While these articles don’t emphasize their multicriteria 

nor their decision support features through keywords, they clearly involve trade-

offs and are highly focused on the process of decision making. Gregory and Lau 

(1999) applied soft systems methodology to a marketing decision for a Hong 

Kong telecommunications company. Jones (1999) dealt with hotel yield manage-



 Multi-Criteria Decision Support 305 

ment, Gregory and Midgley (2000) with emergency planning, and Neves et al. 

(2004) with energy planning. 

4.3  Decision Aid Applications 

Each of the multicriteria methods described in Section 3 have had widespread 

DSS use reported. 

4.3.1  MAUT DSS Applications 

MAUT develops a utility function, value function, or preference function, with 

semantical differences. There are many DSS applications using this fundamental 

approach to developing weights. Representative DSS applications include WEDSS 

(Web-based Environmental Decision Support System) for environmental planning 

and watershed management (Sugumaran et al. 2004), MESTA for forest planning 

(Pasanen et al. 2005), 3PS for analysis of public investment (Mezher and Abdul-

Malak 2004), selection of contractor strategies in civil engineering (Oyetunji and 

Anderson 2006), and SANEX to select sanitation systems (Loetscher 2006). Other 

DSSs utilizing MAUT within geographical systems include CommonGIS for geo-

graphical analysis such as evaluation of residential quality (Malczewski and Rinner 

2005), and systems used for power line path selection (Monteiro et al. 2005) and 

negotiation in wind farm development (Ramirez-Rosado et al. 2005). Many of 

these systems were Web-enabled (WEDSS, MESTA, and CommonGIS). While 

variants in methodology were utilized to obtain weights (ordered weighting aver-

age – OWA in CommonGIS; weighted average multicriteria analysis – WAMA in 

3PS; linear programming in the Monteiro et al. and Ramirez-Rosado et al. sys-

tems), the fundamental approach was to apply MAUT weights to utility function 

scores of alternative performance as in (1). 

There are a number of other multicriteria methods that are based on weights. 

These methods are essentially similar in that they rely upon the basic model of 

value given in (1). Preference disaggregation uses a form of ordinal regression. 

AHP uses subjective ratios of pair-wise comparisons. But other than giving differ-

ent ways to estimate relative weights and values, they follow the same basic idea. 

4.3.2  Preference Disaggregation 

Preference disaggregation (PREFDIS) is a multicriteria DSS (Zopounidis and 

Doumpos 2000) based upon the UTA methodology (Jacquet-Lagrêze and Siskos 

1982) which uses ordinal regression to estimate weights. This approach has been 

utilized in many multicriteria DSSs, and includes MINORA (Cosset et al. 1992) 

and MIIDAS (Siskos et al. 1999). Preference disaggregation DSS applications 

include investment (Siskos and Zopounidis 1987, Doumpos et al. 2001, Zopouni-
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dis and Doumpos 2001), personnel evaluation (Spyridakos et al. 2001), and mar-

keting (Mihelis et al. 2001, Siskos et al. 2001). 

4.3.3  Analytic Hierarchy Process 

There are many DSS applications of AHP. A small sampling of interesting DSS 

applications includes balancing multiple criteria in regional development planning 

(Dinc et al. 2003), agricultural research planning (Braunschweig and Becker 

2004), energy conservation (Kablan 2004), and oil pipeline maintenance manage-

ment (Kumar Dey 2004). There have been many interesting DSSs relating to con-

struction to support selection of the type of contract to adopt (Mahdi and Alre-

shaid 2005), select contractors (Mahdi et al. 2002), select bid markup (Marzouk 

and Moselhi, 2003), and the non-structural fuzzy decision support system 

NSFDSS which has been applied to construction safety (Tam et al. 2002a), site 

layout planning (Tam et al. 2002b), and environmental management (Tam et al. 

2004). AHP DSS has been applied to design flexible manufacturing systems in 

Hong Kong (Chan et al. 2000) and to select software architecture in Sweden 

(Svahnberg et al. 2003). Interesting personnel management applications include 

auditor selection (Seol and Sarkis 2005) and assignment of expatriate specialists in 

global operations (Chen et al. 2005). Yang et al. (2005) applied a fuzzy AHP 

model in dealing with a mobile technology problem. 

4.3.4  Outranking DSS Applications 

There have been many decision support systems developed for each of the types 

of outranking decision aids (ELECTRE, PROMETHEE) as well as other related 

systems. They have also been applied to many important societal planning appli-

cations, such as the selection of energy projects in Greece (Goumas and Lygerou 

2000, and the selection of IT by the Spanish government (Romero 2001) and in 

Iran (Albadvi 2004). Romero’s DSS included three other MCDM approaches in 

addition to PROMETHEE. ELECTRE TRI is a sorting method (Mousseau and 

Slowinsk 2000) applied to software assessment (Morisio et al. 2003). 

4.3.5  Exploration of the Efficient Frontier 

The above DSS applications have all focused on selection of the alternative with 

the greatest value in terms of preference from a given set of alternatives. The 

number of alternatives would be reasonably small, limited in part by the ability of 

the MCDM methods to deal with large numbers of alternatives (in the case of 

AHP and outranking). There are, however, many real problems where a very large 

number of alternatives are available. This is especially true in engineering. Lotov 

et al. (2000) developed a system to explore efficient solutions when faced with 

many alternatives and more than two criteria. This system was used in an Israeli 

electrical planning problem with many criteria (Soloveitchik et al. 2002). DSSs 
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involving other tools to explore the efficient frontier have been applied to prob-

lems involving town planning (Patz et al. 2002) and electrical power districting 

(Bergey et al. 2003). We also mention KnowCube (Trinkaus and Hanne 2005), 

a multicriteria DSS software supporting visual interactive exploration of alterna-

tives. 

4.3.6  Mathematical Programming Applications 

Mathematical programming is capable of considering an infinite number of possi-

ble alternatives. It is highly attractive to optimize such decisions, and many appli-

cations have been reported using a variety of multiple-objective linear program-

ming techniques to deal with the presence of multiple objectives. These include 

interactive models (Stam et al. 1992 applied to sales force planning; Strauss and 

Stummer 2002 applied to project selection; San Pedro et al.2005 applied to cy-

clone forecasting) and Tabu search (Stummer et al. 2004) applied to hospital plan-

ning. Borges et al. (2003) applied fuzzy modeling to energy planning, while Haa-

palinna (2003) applied reference point optimization to army budgeting. Other 

multicriteria DSS optimization applications include aggregate production planning 

(Gomes da Silva et al. 2006), supply chain planning (Hugo and Pistikopoulos 

2005), power trading (Moghaddam et al. 2005), land use planning in Kenya 

(Agrell et al. 2004), airline selection (Degraeve et al. 2004), television program-

ming (Bollapragada and Garbiras 2004), and drug allocation (Seaminathan 2003). 

5 Conclusions 

There are clearly a multitude of multicriteria DSS applications. They are sup-

ported by a variety of approaches to a number of different types of decision prob-

lems. The common theme is the presence of conflicting criteria or objectives, 

calling for tradeoffs, and requiring humans to make choices. But such decisions 

can involve selection from a short set of alternatives (supported by alternative 

systems MAUT, AHP, and outranking methods), exploration over a very large set 

of alternatives (supported by methods based upon identification of efficient alter-

natives), or a solution space implying infinite alternatives (multiple-objective pro-

gramming). 

The number of application areas expands every year, and is most impressive. 

Very real societal problems call for our attention, such as energy planning, global 

warming, fishery planning, and other decisions involving management of our 

diminishing resources. Multiple criteria analysis will not solve all of these prob-

lems, but they do provide tools for humans to explore tradeoffs so that they may 

make better informed choices. That is clearly the spirit of DSS, and it is highly 

appropriate to consider the variety of ways in which multicriteria decision support 

systems could be applied in the future. 
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This chapter provides a perspective on unique empirical issues in building web-based 

decision support systems (WB-DSSs) and research approaches for investigating such 

systems. We define the elements of a WB-DSS, contrast them with desktop DSSs, and out-

line the unique opportunities and challenges involved in developing and deploying WB-

DSSs. We then review research investigating WB-DSSs by discussing WB-DSS research 

perspectives, relevant theories in evaluating WB-DSSs, and candidate variables and 

constructs for measuring the performance and success of WB-DSSs. 

Keywords: Decision support system; Delivery platform; E-commerce; Evaluation theories; 

Measurement; Research perspectives; WB-DSS; Web 

1 Introduction 

Decision support systems are designed to assist in identifying patterns, problems, 

opportunities, and eventually making decisions. Various types of computer-based 

systems have been developed to reduce the mental effort involved in decision 

processing (Bruggen et al. 1998). The role of these systems in decision making 

was raised early in the development of the field in the classic paper by Gorry and 

Scott Morton (1971), who categorized systems based on the decision types they 

were designed to support. From this perspective, some may argue that every 

information system is a type of decision support system with different levels of 

detail, functionality, and sophistication, which provide support for one or more 

stages of the decision-making process. This view has led to defining decision 

support systems (DSS) by various criteria, such as by decision problem (semi-

structured or unstructured), by outcome (outcome as a decision), by the degree of 

control over the systems (decision maker making the final selection), or by the 

components of the system (data, models, and interface) (Mallach 2000, Marakas 

2003). At the same time, one can find examples of systems that lack one or more 

of these aspects and are still labeled as a DSS instance, as they are used to 

support decision making. Here, we define DSS as a broad umbrella term for 

systems that are specifically developed to provide support for decisions related to 

specific decision types. 
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Web-based decision support systems (WB-DSS) are decision support systems 

that are accessible on the Web. They have the same broad boundaries as those of 

desktop DSSs. Nevertheless, WB-DSS can be identified by certain characteristics: 

• Accessible on the Web 

• Supporting individuals/customers/employees/managers/groups in their 

decision-making process regardless of their physical locations or time of 

access 

• Having outcomes that are specific to a predetermined context that is 

either unique to the Web environment or as the interface for desktop 

DSS 

• Dealing with decision processes that are semi-structured or unstructured 

at different stages of the decision process, some of which could take 

place on the Web 

• Utilizing data, knowledge base, document, model and heuristics, which 

appeal to a culturally varied and large user group 

• Being an optional tool for Web users in their decision processes. 

2 Differences Between Web-Based DSSs 

and Desktop DSSs 

There are a number of differences between WB-DSS and desktop DSS. 

1. The obvious difference between WB-DSSs and desktop DSSs is in the 

platform, because a WB-DSS should be accessible on the Web. 

2. Due to their Web availability, WB-DSSs are usually accessible to 

a global audience. Therefore, the interface of the WB-DSS should be 

simple and usable by a wide range of decision-maker types. 

3. Users of WB-DSSs normally have little opportunity to be trained and 

educated about such systems. Hence, these systems should be designed 

to have a structure that reduces decision makers’ cognitive loads and 

guides them in utilizing the systems without prior training. 

4. By their nature, too many interactive dialogs between WB-DSS and 

decision makers can be time consuming and at times disruptive, par-

ticularly when the Internet connection is limited and unreliable. There-

fore, WB-DSS should rely on fewer interactive dialogs. 

5. Privacy concerns can discourage some decision makers from relying on 

WB-DSSs that require personal-information input. Therefore, WB-DSS 

designers need to accommodate privacy concerns and provide adequate 

assurances regarding the safe-keeping of personal information. 
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6. Security concerns can also limit the application of WB-DSSs in highly 

sensitive areas. In such cases, a WB-DSS requires additional com-

ponents for the prevention of security threats and error at different points 

of information exchange. 

Furthermore, the fact that WB-DSSs are accessible from the Web creates both 

opportunities and challenges that are not normally present in the desktop DSS. 

3 Unique Opportunities for WB-DSSs 

DSS access from the Web may have multiple motivations, including being the 

delivery platform for DSS desktops, providing unique opportunities for new Web-

based applications, providing opportunities to promote the Web, and encouraging 

the development of new WB-DSS technologies. 

3.1  The Web as the Delivery Platform for Desktop DSSs 

Decision support systems, which have been designed to work on the desktop, can 

be made available on the Web to make them more widely accessible to a dis-

tributed audience. Two examples of desktop DSS tools that have moved to the 

Web are Expert Choice (www.expertchoice.com) and EXSYS (www.exsys.com). 

Export Choice is used to make selections among multiple choices based on a set of 

decision criteria and various attributes. For example, one can use Expert Choice to 

select a house to purchase among a pool of candidate houses, based on the 

attributes of the houses (such as location, number of rooms, and lot size) as well as 

the objectives of the house buyer (such as buying the best house within the 

budget). Expert Choice was developed based on the analytic hierarchy process 

(AHP) (Saaty 1977, Zahedi 1986), and can also be used when there are multiple 

participants involved in making a decision. This DSS tool was available long 

before the popularity of the Web. The Web-based version of the tool is now 

available as the Expert Choice decision portal (ECDP), which can be accessed via 

the Web. 

EXSYS is used to develop expert systems that render advice to decision makers. 

An expert system can be defined as “a system that uses human knowledge captured 

in a computer to solve problems ordinarily require human expertise” (Turban et al. 

2007, p. 540). Like Expert Choice, EXSYS was also being used for decision 

support before the widespread use of the Web. It became one of the first such 

systems to transition to a Web-based version. These Web-based DSS tools make it 

possible to create web-based DSS applications that could be used ubiquitously by 

individuals or groups. 
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Advantages of migration to the Web include: 

• Web-based access to DSS saves installation costs because it is installed 

centrally and accessed from multiple locations. As such, Web servers 

replace the network servers for these systems. 

• Web-based access reduces the cost of system maintenance, model 

updates, data updates, and other changes that may occur as the system 

evolves over time. 

• Decision makers and users have increased access to the system because 

it is available from any computer at any time. 

Hence, access from the Web can save installation, maintenance, and update costs. 

It increases the access to the system for data input, and for collaborative decision 

making and use. 

3.2  DSSs Unique to the Web 

Although there are a large number of WB-DSSs that also have desktop counterparts, 

many WB-DSS have emerged as an integral part of e-commerce, e-services, and 

e-information (Blanning and Bui 2000, Holsapple, et al. 2000). They are designed 

specifically for the Web environment. Many e-commerce websites that sell complex 

products use WB-DSS to assist customers to make product/service selection, 

customize the product, or receive after-sales advice. 

The massive amount of information on the Web and the increasing scarcity of 

time available for sifting through the numerous options available on the Web have 

fostered the need for Web-based intelligent agents that can help Web users find 

relevant information and select the options that meet their preferences and 

maximize their utilities. 

A purchase decision for services or products involves five stages: (i) need 

arousal and recognition, (ii) information search, (iii) alternative evaluation, (iv) 

purchase decision, and (v) post-purchase behavior (Kotler 1997, McKinney et al. 

2002). At each stage of the purchase decision process, there is an opportunity to 

provide decision support capabilities to facilitate and expedite the process. For 

example, at the first stage — need arousal and recognition — it is possible to 

embed techniques such as collaborative filtering or neural networks in a DSS to 

show the customer the purchases or selections of those who share similar taste or 

buying behavior with the customer. Amazon.com is among the successful e-tailors 

that use this approach for need arousal and recognition in their customers. 

Information search stage. At the information search stage, intelligent search 

approaches and intelligent DSSs can sift through the massive amount of infor-

mation available on the Web to make recommendations that match a customer’s 

taste, personality, budget, previous choice patterns, or choices made by the custo-

mer’s cohorts (those who share similar profiles, behaviors, and life styles). Intel-

ligent DSSs are support systems that contain some degree of human knowledge 



 Web-Based Decision Support 319 

and intelligence in one or more components, such as in the interface, database, and 

model management components (Turban et al. 2007). 

Intelligent DSSs on the Web play various roles, including assisting customers 

to understand their own preferences and making recommendations based on the 

preference (Häubl and Murray 2006). Business examples include Amazon.com’s 

“Your store”, GM’s “Auto Choice Adivisor”, and IBM’s “Solution profiler” 

(Häubl and Murray 2006, p. 8). In addition, many health information providers on 

the Internet incorporate intelligent DSS into their websites to deliver necessary 

information to patients about their health conditions. Many investment websites 

(for example, www.strong.com) provide intelligent DSS tools for evaluating 

customers’ risk tolerances and the portfolio mix that matches an investors’ 

lifestyle, including income needs, debts, age, family commitments, risk aversion, 

investment goals, and asset mix. When intelligent DSSs advance to a point where 

they can perform their functions with some degree of autonomy, they are called 

intelligent agents. As the e-market increases in size and importance, the role of 

intelligent DSSs and intelligent agents in assisting and guiding customers could 

increase substantially. 

Alternative evaluation stage. At the alternative evaluation stage, various types 

of DSSs can assist customers, including using methods for handling decisions that 

have multiple conflicting objectives and where the choices involve multiple 

features and attributes. For more-complex decisions such as selecting a house, 

DSS tools such as Expert Choice can be utilized to assist a customer in balancing 

various conflicting goals in evaluating their alternatives or reducing the size of the 

candidate pool. 

Purchase decision stage. At the purchase decision stage, customization and 

personalization methods can help a customer to customize and personalize the 

product or service. For example, many online stores for selling computers (e. g., 

www.gateway.com) provide tools for customizing the computer and its 

peripherals and software products. 

An online retailer may receive publicity and increased traffic by innovation in 

customer decision support. For example, Lands’ End (www.landsend.com) re-

ceived publicity when it introduced an innovative customer personalization feature 

on its website. The website creates a virtual online model based on the customer’s 

measurements, allowing a customer to try different outfits on the virtual model 

before making the final decision. 

Post-purchase stage. At the post-purchase stage, e-tailors provide help desk 

and troubleshooting tools to help customers deal with problems they may en-

counter. Many electronic websites provide chat rooms, technical centers, user 

groups, and search engines for troubleshooting (see for example, Microsoft’s 

TechNet). Amazon.com uses a DSS to help customers return purchases. Because 

many existing troubleshooting services are in the form of text and hyperlinks, 

there is great potential for developing WB-DSSs that help customers wade 

through the large volume of information needed to deal with a problem en-

countered at the post-purchase stage. 
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Huarng (2003), using a random sample of 200 products (in 10 categories) from 

43,000 websites listed on Yahoo.com, reported that websites have an average of 

1.8 design elements to support customers’ choice process, whereas there was an 

average of 0.28 design elements for the post-purchase stage, indicating a potential 

for major growth in this stage. WB-DSS for post-purchase troubleshooting will 

significantly increase in the future. This is particularly important for software 

companies that move to the Web-based delivery of software-on-demand by pro-

viding access to their software products online (BusinessWeek 2006). Without 

a strong support system, the software-on-demand business model may not succeed. 

The use of WB-DSS is not limited to serving Web visitors. Online com- 

panies use such systems for fast and optimum decisions. For example, Deep-

GreenFinancial.com and LendingTree.com rely on automated DSS for processing 

large volumes of equity mortgage applications (Davenport and Harris 2005). 

3.3  DSS Serving to Promote the Web 

Several factors encourage the development of WB-DSSs. The sheer volume of 

information on the Web, the increasing choices of products and services on the 

Web, the development of virtual communities, and online crime have created new 

opportunities for providing Web-specific DSS to assist Web users deal with them. 

The widespread use of the Web has fostered the development of WB-DSS in 

areas such as: 

• Virtual communities and virtual gaming are now growing into a serious 

hobby category. WB-DSS can assist players to make better decisions 

when they live and play in these environments. 

• Criminal acts, including Internet fraud, hacking, piracy, spreading 

viruses, predatory acts against children have been on the rise as the 

Internet has moved into every household and office (Chung et al. 2006). 

There are great opportunities for developing WB-DSS for detection and 

protection. A number of studies have proposed methods and approaches 

for dealing with online criminal activities (see, for example, Chung et al. 

2006 for a review of these studies). Many rely on statistical methods, 

artificial intelligence, and machine learning techniques for pattern re-

cognition and detection. Although firewalls and the host of other detec-

tive products are already in the market and will become increasingly 

sophisticated, specialized WB-DSS will also emerge to deal with specific 

issues, such as online predators. The well-publicized cases of predators 

on MySpace (MySpace.com, an online social-networking website po-

pular with young people) and the concerns of governmental authorities 

(Time 2006) indicate a growing need for systems that can provide 

assistance in policing such websites. Calls for using methods such as text 

mining for identifying potential online predators (Time 2006) indicate the 

need for specialized WB-DSS in dealing with cyber-crime. 
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The possibility of capturing Web traffic using facilities such as cookies and server 

logs has made it possible to capture large volumes of traffic and behavior data 

with the potential for gaining deeper understanding of Web users’ actions 

(Heinrichs and Lim 2003, Albert et al. 2004). This type of knowledge is needed to 

develop WB-DSSs that meet customer needs. For example, if Web traffic analysis 

shows distinct types of Web visitors (Albert et al. 2004), different WB-DSSs could 

be devised to assist each type of visitor at various stages of their purchase 

decisions. 

3.4  Technologies Promoting WB-DSS 

New Internet technologies have increased the sophistication of the WB-DSS. 

Relatively recent arrivals to the Web are technologies for dynamic visualization 

and animation. For a long time, sophisticated geographic information systems 

(GISs) and mapping functionalities were not available on the Internet. The 

increase in bandwidth now available has made it possible to embed visualization 

in Web-DSSs using maps and, more recently, GISs. Dynamic data visualization is 

still in its infancy for Web-based applications, as is holographic visualization. 

Video streaming and voice recognition have some way to go to become common 

staples in websites. Furthermore, most advanced technologies are constrained by 

Web users’ bandwidth. However, these are the technologies needed for developing 

innovative WB-DSSs for a visually oriented generation of Web users, who have 

been raised on increasingly more visually enhanced computer games and virtual 

environments. 

One approach to provide visual support in decision making is through spatial 

DSSs, in which GIS functionalities are incorporated into DSSs. Early attempts at 

the design and evaluation of spatial DSSs and Web-based spatial DSS show that 

they improve the performance and satisfaction of the decision maker (Johnson 

2005, Jarupathirun and Zahedi 2007a). Furthermore, new methodologies for 

business data visualization are emerging, which will provide novel opportunities 

for developing WB-DSS that could be both effective and pleasing for the decision 

makers who use them (Pflughoeft et al. 2005). 

4 Unique Challenges to WB-DSSs 

While WB-DSS have grown in number, popularity, and complexity, there are 

a number of constraints that need to be removed before WB-DSS can realize their 

potential as staples on the Web. 

Technological challenges. Many support systems are built on existing products 

and platforms. For example, support systems requiring pattern recognition may 

use neural networks or statistical procedures for classification and recognition. 

Another example is the use of spreadsheet or database technology as the platform 
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for building an entire support system or parts of it. Because some basic 

technologies are not easily portable to the Web environment, the development of 

advanced WB-DSSs has lagged behind desktop or networked DSSs. For example, 

geographic information systems (GIS) have been more powerful and contained 

more-extensive functionalities than their Web-based counter parts, because the 

computing resources, the complexity and interactivity for desktop GIS are more 

extensive, and their Web-based counterparts are frequently simplified versions 

with reduced functionality. Similarly, tools for creating dynamic graphics or 

dynamic statistical graphs in desktop environments are more common and easier 

to incorporate in a support system. 

The two main reasons for the slow transition of desktop technologies to the 

Web environment are: (1) limitations in the transmission bandwidth compared to 

the network or desktop environment, and (2) the inherent limitations in Web-based 

interactivity. A Web server, upon receiving a request from a client, sends the 

webpage and closes the connection. This creates a major challenge for WB-DSSs, 

most of which rely heavily on interactivity with users. Although existing 

technologies such as session handling through the creation of cookies, hidden 

fields, and incorporating information in the URL have resolved the issues related 

to website interactivity, handling Web-based interactivity in complex systems, 

such as large knowledge-base systems, has remained an issue. This is particularly 

severe in cases where there could be a large volume of concurrent access to the 

WB-DSS and the databases that support it (Shim et al. 2002). 

Continuous investment in bandwidth has increased traffic capacity, although 

limitations in bandwidth at the connection point to residences, small businesses, 

and in third-world countries continue to be a challenge for WB-DSS applications. 

Developments in Internet technology have also been encouraging. Open-source 

technologies, such as asynchronous JavaScript and XML (Ajax) and PHP, have 

begun to deal with the complexity of developing interactive Web environments. 

Ajax is a recent approach to developing Web-based systems that allows for the 

update of webpages without the need to fully refresh the page, avoiding the 

consequent interruption in the interactivity of the page (Darie et al. 2006). These 

advances promote the development of WB-DSSs with levels of interactivity 

similar to those in the desktop or network environments. 

Issues related to self-efficacy, formal training, and assistance. One of the 

advantages of desktop DSS is the possibility of formally training users and 

providing help on demand. Web-based training for WB-DSS is in its infancy, and 

has not gone far beyond captured videos of clicks. Therefore, in developing large 

WB-DSSs to deal with complex decisions, the issue of users’ self-efficacy has 

been and will continue to be one of important factors in WB-DSS use and success. 

This factor is important in WB-DSS research, as will be discussed later in this 

chapter. 

Usability and culture. While the ubiquity of WB-DSS is a great advantage for 

these systems, it also provides major challenges in terms of their usability and 

design. The target audience for a desktop DSS can be defined and controlled, 

whereas WB-DSS may be used by a culturally and educationally diverse audience. 
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Recently researchers have begun to investigate the cultural contents of webpages 

and their role in Web design (Zahedi et al. 2001, Zahedi et al. 2006). It has been 

shown that cultural dimensions impact the text and images used in websites 

(Zahedi et al. 2006, Bansal and Zahedi 2006). Analysis of the content of websites 

shows that there are differences in the way in which information and images are 

incorporated into websites. Given that website messages are intended to persuade 

Web visitors to make certain decisions (such as purchasing, utilizing services or 

returning frequently to the website), one can conjecture that decisions and decision 

processes have deep cultural influences. We already know that the decision 

process in collectivist cultures is more consultative and consensus oriented, and is 

based on relationship building and trust formation rather than on formal contracts 

(Hofstede 1997). A study of 15 countries shows that even business goals — and 

by extension, the decision process of a top executive — are affected by cultural 

backgrounds (Hofstede et al. 2002). The influence of culture on decisions related 

to information systems has already been documented (Heales et al. 2004). WB-

DSSs designed to support individual or group decision-making need to be aware 

of and address cultural differences. 

Security and privacy issues. Another challenge for the widespread use of WB-

DSSs is concern about security, privacy, and at times, piracy. Using a WB-DSS 

effectively may require inputs about users’ preferences and views that may raise 

alarm in cautious users. For example, some health- or fitness-related websites that 

host WB-DSSs require inputs about users’ personal health to make health risk 

assessments or suggest preventive measures (e. g., eCareSolutions.com). Using 

such systems requires trusting the website, an issue that is far more important than 

in the case of desktop DSSs. 

Issues related to trust. With the prevalence of Internet fraud, users may be 

hesitant to use WB-DSSs in their decision processes. E-commerce research has 

documented the prominent role of trust in customer behavior (Gefen and Straub 

2004, Kim et al. 2005, Ratnasingam 2005). Similarly, issues related to trust 

emerge as a significant challenge for WB-DSSs and go beyond those of privacy 

and security. Trusting a website that offers a WB-DSS involves beliefs relating to 

the ability, benevolence, and integrity of the owners of the WB-DSS. Users may 

need to believe that the WB-DSS reflects the ability of its developers to create the 

best system, the benevolence of developers in their good intentions of providing 

users with the best services, and the honesty and moral integrity of the developers’ 

business practices. Although research related to trust in WB-DSSs is at its early 

stages, based on the findings from studies of trust in e-tailers, we can conjecture 

that the success of a WB-DSS depends to a large degree on users’ trust in the 

system. This conjecture has already been supported by the findings of Wang and 

Benbasat (2005) who investigate the role of trust in online recommendation 

systems, and reported that the adoption of such systems depends to a large extent 

on the trust. In this study, trust is measured in terms of the capabilities of 

recommendation systems as well as the benevolence and integrity of the 

developers in acting on behalf of users rather than on behalf of online merchants 

or manufacturers. 
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5 WB-DSS Research 

The Web has opened new opportunities and challenges for those involved in 

creating and investigating decision support systems. The issues related to WB-

DSSs are diverse and demand multiple perspectives, research methodologies, 

theories, and measures. 

5.1  Research Perspectives on WB-DSSs 

WB-DSS can be investigated from multiple perspectives, as described below.  

Design research perspective. This perspective has been common in many DSS 

studies and involves designing new support systems to address the needs of 

decision makers or to improve the quality of decisions. For example, Kersten and 

Noronha (1999) discuss the design of a Web-based negotiation support system. 

They report the use of the system in teaching and training in international 

negotiations. 

The importance of visualization in WB-DSSs has been demonstrated in two 

design studies that embed geographic information systems (GIS) in WB-DSSs — 

referred to as spatial DSSs (SDSSs). Johnson (2005) discusses the design and 

implementation of a Web-based SDSS to enable the clients of the Housing Choice 

voucher program to evaluate their housing choices based on the features of 

housing units and the characteristics of neighborhoods. Although not formally 

evaluated, the system has been used in real decision-making cases and has 

received high marks. 

Arguing for the importance of visualization in WB-DSS, Jarupathirun and 

Zahedi (2007a) describe the design of a Web-based SDSS in which advanced 

functionalities of GIS have been added to a traditional DSS. They developed 

a prototype system and conceptual model for evaluating the efficacy of the 

system. The model has been tested in a controlled lab experiment, with results 

showing the efficacy of the system and the factors that contribute to that efficacy. 

In another design study, Jarupathirun and Zahedi (2007b) argue that assumption 

elicitation in complex decisions is of great importance. To this end, they use the 

dialectic approach and devil’s advocacy to propose a design for WB-DSSs called 

dialectic DSS (DDSS), in which the system relies on dialectic and plays devil’s 

advocate to help the decision maker elicit the underlying assumptions in the 

decision process. The efficacy of the system prototype is tested by developing 

a conceptual model and testing it in a controlled lab experiment. 

Li (2004) describes the design of a Web-based intelligent system (WebStra) for 

formulating marketing strategy and associated e-commerce strategies. It consists 

of a combination of a Web-based knowledge base system with a Delphi method 

for group strategy formulation. The knowledge base is populated with existing 

models for marketing strategy formulations. A case-study approach is used to 

evaluate the efficacy of the system. 
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Gregg and Walczak (2006) describe the design of an auction advisor to reduce 

the cognitive load of online auction participants by collecting data on the auction 

site and helping the participants in their decision process. A simulation and a small 

study were used to validate the design. 

Kwon (2006) applies case-based reasoning and a multiagent architecture to 

develop a system to observe shoppers’ behavior and estimate their preferences. 

A prototype of the proposed design was used in an experiment to show that the 

proposed design is able to capture shoppers’ preference successfully. 

In the design perspective of WB-DSS research, the work is divided into: (i) the 

design and its theoretical and empirical motivations, (ii) the implementation of the 

design and the technologies needed for the implementation, and (iii) the evaluation 

of the proposed design. In some cases, the issues related to the design of WB-DSSs 

can be complex. For example, Sugumaran et al. (2004) have developed Web-based 

environmental decision support systems (WEDSS) to prioritize local watersheds 

using environmental criteria. This study discusses a spatial DSS design, which has 

a three-tiered configuration based on five key components. Tier 2 and Tier 3 reside 

on the server. Tier 3 consists of a multicriteria evaluation of alternatives and 

a DBMS, and Tier 2 includes Web server software. Tier 1 resides on the client side 

to display output using JavaScript, ASP, and HTML on the Web browser. 

The wide variety of possible applications makes WB-DSS potentially beneficial 

to ever-wider audiences. At the same time, various factors make developing 

innovative WB-DSSs more challenging, including bandwidth constraints, issues 

relating to privacy and security concerns, and the inherent limitations in inter-

active dialog between users and a WB-DSS. 

The nature and potential complexity of the design perspective makes it most 

appropriate to use the design science research methodology (Hevner et al. 2004). 

Hevner et al. (2004) offer seven guidelines for successful design research 

undertakings. The first two emphasize that the design should provide the solution 

to a real and relevant problem, and should produce “a viable artifact in the form of 

a construct, a model, a method, or an instantiation” (p. 83). Most WB-DSS (or any 

DSS for that matter) design studies produce a prototype of the proposed design 

and deal with complex decision-making circumstances, hence satisfying the first 

two guidelines. In a broader interpretation of the guideline, one could include new 

and innovative decision heuristics and processes as a design and their implemen-

tations as the creation of the artifacts that should undergo a rigorous evaluation. 

The third guideline refers to the evaluation of the design in that “the utility, 

quality, and efficacy of a design artifact must be rigorously demonstrated via well-

executed evaluation methods” (p. 83). This guideline is an important one, as it is 

missing from some previous DSS design research studies. The development of 

well-executed evaluation requires a strong footing in relevant theories (the subject 

of the subsequent section). The rest of the guidelines focus on the clarity and 

verifiability of the research contribution, research rigor, selecting the best way to 

implement the design from the avaiable means, and the effective communication 

of the findings to both technology- and management-oriented audiences. These 

guidelines are the basis for evaluating WB-DSS design studies. 
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Organizational research. This research perspective emphasizes the role and 

impact of WB-DSSs in organizations. Heinrichs and Lim (2003) investigate how 

combining Web-based data-mining tools with business models could improve 

performance. Although this study uses students in a controlled lab experiment  

to conduct the research, normally such an investigation takes place within the 

context of real organizations. For example, in a case study of Taiwan’s fight 

against cyber-crime, Chung et al. (2006) discuss the use of a criminal knowledge-

base system and data mining by the government. In another case study, Kesner 

(2004) describes the architecture of a multiagency decision support system that is 

being used for both within- and across-agency data analysis, reporting, and know-

ledge management in multiple-state governments. In yet another case study, 

Sugumaran et al. (2004) report on the development and deployment of the Web-

based environmental decision support system (WEDSS) for prioritizing water-

sheds in terms of environmental sensitivity. Sundarraj (2004) discusses the case of 

building an AHP-oriented (Saaty 1977, Zahedi 1986) Web-based decision support 

system for selecting service contracts in a large company. In another case study, 

Divakar et al. (2005) discuss the development and deployment of a marketing 

WB-DSS that uses sophisticated marketing models. They report on the develop-

ment process and the impact of the WB-DSS in the company. Organizational 

research of WB-DSS normally relies on the case study approach. Although other 

approaches can also be utilized, case studies are of particular interest when the 

system crosses the boundaries of one organization and decision makers reside in 

multiple organizations. 

Behavior research. This research perspective focuses on investigating behav-

ioral issues related to the use of an existing WB-DSS or a prototype of a proposed 

design. It investigates users’ responses to the DSS from the cognitive, emotional, 

logical, and performance angles, including satisfaction, trust, and performance 

perspectives. Bharati and Chaudhury (2004) investigated the roles of information 

quality, system quality, and presentation quality in DSS users’ satisfaction, and 

reported that users’ satisfaction is influenced by the information and system 

quality, but not by the presentation quality. Garrity et al. (2005) also examinde 

satisfaction in using a WB-DSS, identifying decision support satisfaction, inter-

face satisfaction, and task support satisfaction as important factors in using 

electronic commerce websites. 

Hostler et al. (2005) investigated the efficacy of using shopping agents in the 

online retail environment. They study the effect of using Shopbots (a form of 

shopping agent) to help customers looking for digital versatile disks (DVDs), and 

report on the impact of using shopping agents on elapsed shopping times, shop-

pers’ confidence in their purchase decisions, the quality of the purchase decisions, 

and the amount of cognitive effort required to select a product for purchase. 

Song et al. (2005) investigated users’ satisfaction using WB-DSS. They devel-

oped a conceptual model for investigating cognitive antecedents to Web users’ sa-

tisfaction in the context of WB-DSSs. The empirical examination of the research 

model indicates that perceived effectiveness is influenced by perceived accuracy 

and effort, and in turn, has a positive impact on satisfaction with using WB-DSSs. 
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Fang and Holsapple (2007) investigated user’s efficiency, accuracy, and satis-

faction in performing knowledge acquisition for simple and relatively complex 

problem-solving tasks when supported by systems offering various kinds of Web 

navigation structures. They find that some kinds of navigation structures are indeed 

preferable to others and advocate the adoption of these to enhance the usability of 

systems that support the knowledge acquisition needed for problem solving. 

Standard-building research. Standards play an important role in creating 

uniformity in technology and simplifying system development and use. There are 

many examples of de facto standards, including de facto file standards (ASCII, 

unicode), protocol standards for communications, cascading style sheet standards, 

open-source standards, and quality standards (ISO 9000 certification of software 

engineering processes). Standards is another line of research for WB-DSSs. For 

example, Kang and Lee (2005) propose the use of extensible rule markup 

language (XRML), which identifies the rules on webpages and generates them 

automatically. This standard was tested using existing commercial websites. As 

applications and uses of WB-DSS become more popular, the need for rapid 

deployment and compatibility across platforms and technologies will create new 

opportunities for standard development for WB-DSSs. 

Methodology research. Another line of research for WB-DSSs is the devel-

opment of new methodologies and heuristics to use in online decision making. An 

example of this research is a study by Wu et al. (2006) in which a clustering 

approach to mining Web navigations is proposed and is tested using a popular 

website. This approach provided insight into the navigational behavior of website 

visitors. 

System-building and application research. Issues related to system building are 

another line of WB-DSS research.  If a design science approach is used to propose 

new ways of DSS development, the approach needs to be theoretically and 

empirically motivated and validated. For example, Madhusudan and Uttamsingh 

(2006) propose an AI-planning approach in building support systems using web-

services. A simulation study is used to examine validity of the proposed approach. 

5.2  Relevant Theories in Evaluating WB-DSS 

Models for evaluating design research or investigating the behavior and organi-

zational impact of WB-DSSs are based on well-developed theoretical arguments. 

Eom (2000) identifies five contributing disciplines when analyzing DSS: systems 

science, multicriteria decision making, cognitive science, artificial intelligence, 

and organization science. Several theories have proven to be of value in DSS and 

WB-DSS studies, even though the development of their conceptual models 

depends to a large degree on the context of WB-DSSs, the research questions, and 

the approaches taken to answer them. The following discussion is far from 

exhaustive in covering relevant theories and their reference disciplines, but it 

serves to emphasize the importance of theoretical rigor in developing conceptual 

models for answering WB-DSS research questions. 
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Task-technology fit. Most WB-DSS designs and implementations are specific to 

certain decision contexts or domains. Furthermore, the nature and complexity of 

decision tasks can vary considerably in different contexts and domains. Hence, it 

is important to consider the theory of task-technology fit (TTF) in evaluating new 

designs for WB-DSSs or analyzing the implementations of WB-DSSs and their 

performance and success. 

Goodhue and Thompson (1995) developed a comprehensive model of the link 

between technology and user performance. In this theory, called the technology-

to-performance chain (TPC), the utilization of the technology and the fit between 

the technology and the tasks it is designed to support are asserted to have 

a positive influence on performance. Fit can be measured by single or multiple 

constructs, and may entail different perspectives (see, for example, Goodhue and 

Thompson 1995, Zigurs and Buckland 1998, D’Ambra and Wilson 2004). 

Jarupathirun and Zahedi (2007a, 2007b) have used a single fit construct for the 

conceptualization of the model for the evaluation of the efficacy of their proposed 

WB-DSS designs (the Web-based spatial DSS and the Web-based dialectic DSS). 

Because most Web-based DSSs are designed to deal with decision problems 

within a given domain or decision tasks, the TTF can provide a strong foundation 

for developing the needed evaluation model or when studying the decision-making 

process involved in using a WB-DSS. 

Self-efficacy. In many cases, the technology behind DSSs and WB-DSSs is 

relatively new and the comfort and ease of using the technology may depend on 

the skills and experience of the decision makers who rely on the system. In 

developing the evaluation models for a new WB-DSS or in studying users’ 

behavior when using a WB-DSS in their decision-making process, the theory of 

self-efficacy can provide a theoretical basis for conceptualizing the inclusion of 

users’ relevant skills and experiences. 

In social cognitive theory, self-efficacy refers to the impact of individuals’ 

beliefs about their capabilities to organize and execute the course of action needed 

to produce a desired outcome (Bandura 1997). Applied to computer self-efficacy, 

it refers to individuals’ perceptions of their abilities to use computers (Compeau 

and Higgins 1995). Extended to DSS and WB-DSS technology, self-efficacy 

refers to decision makers’ beliefs about their own skills in using the technology 

effectively to arrive at a better decision outcome. When conceptualizing evalu-

ation models or using WB-DSSs to study decision-making behaviors, self-efficacy 

within the technology or domain context is a potentially important antecedent for 

performance. For example, Jarupathirun and Zahedi (2007a) include self-efficacy 

with respect to decision tasks, as well as the WB-DSS technology, as two factors 

contributing to perceptions about the system and decision makers’ performance. 

Technology acceptance model. The acceptance of a WB-DSS by its users and 

the factors contributing to this acceptance are yet another important component in 

the construction of an evaluation model. The technology acceptance model (TAM) 

(Davis et al. 1989), along with its recent extensions and its numerous applications, 

are useful for investigating effectiveness of WB-DSSs. Two aspects of TAM, 

perceived usefulness and ease-of-use, have universal appeal in evaluating any 
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computer-based design (including that of WB-DSSs) from the decision makers’ 

points of view, as shown in Jarupathirun and Zahedi (2007b). 

Venkatesh et al. (2003) reviewed eight different models related to user 

acceptance in information technologies: TRA, TAM, motivational model, the 

theory of planned behavior (TPB), a combination of TPB and TAM, PC utiliza-

tion, innovation diffusion theory, and social cognitive theory. After evaluating 

these models, they formulate and validated a new model, the unified theory of 

acceptance and use of technology (UTAUT). The UTAUT consists of four major 

determinants of intention and usage of information technologies: performance 

expectancy, effort expectancy, social influence, and facilitating conditions. In 

addition, they account for the moderating effects of gender, age, experience, and 

the voluntary/mandatory nature of information-technology use. 

Theory of reasoned action, theory of planned behavior, theory of flow. If a WB-

DSS provides a design that may impact on users’ cognitive, emotional, and social 

states, then theories of planned behavior and flow may be helpful in concep-

tualizing the constructs needed in the evaluation model. The theory of planned 

behavior (TPB), developed by Ajzen (1985, 1991) as an enhancement to the 

theory of reasoned action, postulates that attitude, subjective norm, and behavior 

controls can influence individuals’ behaviors. Attitude is the personal determinant 

that reflects favorable or unfavorable feelings about performing a behavior. 

Subjective norm refers to an individual’s perception that her referents (significant 

people), whose opinions are important to her, desire her to perform or not perform 

a behavior. Perceived behavioral control is the perception about the ease or 

difficulty of carrying out the behavior (Ajzen 1991). If the design of a WB-DSS 

changes users’ attitudes and beliefs, for example, increasing the sense of security 

or preservation of security while using the system, then the evaluation model can 

utilize the TPB. Another possible application is when the use of a WB-DSS entails 

an increase in social interactions of users by allowing, for example, users to share 

information, assumptions, or decisions while using the system. In such a situation, 

TPB can furnish a suitable theoretical underpinning for the evaluation model. 

Another useful theory is the theory of flow, which focuses on the increased 

enjoyment and emersion experienced while using the system (Hoffman and Novak 

1996, Kuofaris 2002). If a WB-DSS contains elements that increase the enter-

tainment and enjoyment aspect of the decision-making process, the theory of flow 

and its constructs are suitable for conceptualizing the evaluation model. 

Goal setting. Because the use of a WB-DSS, and how extensively the system is 

relied upon, depend to a large degree on how serious and committed the decision 

maker is in achieving certain decision outcomes, theories relating to goal setting 

and goal commitment are important in evaluating and testing a design. If the 

outcome of a decision is not important to a decision maker or if the decision 

maker is not intent on achieving the best decision outcome, the decision per-

formance achieved by using a WB-DSS may be far lower than if a high-level goal 

is set and a commitment is made to finding the best solution, as argued in 

Jarupathirun and Zahedi (2007a, 2007b). Goal setting and goal commitment 

theories, which have been developed by Locke et al. (1984) and Locke and 
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Latham (1988 and 2002), are applicable when the system is used by a set of 

heterogeneous decision participants, particularly when the design is evaluated in 

controlled lab experiments involving a simulated environment. 

Theories in Psychology. Rao et al. (1992) argue that a DSS needs to be designed 

based on differences in decision makers’ cognitive styles. Their arguments are 

based on the different roles played by the left and the right hemispheres of the 

human brain. They suggest that a cognitive psychology approach needs to be 

employed when designing DSSs to enhance the decision makers’ capabilities to 

address analytic versus intuitive cognitive styles (Rao et al. 1992). In some cases, 

personal differences can be a contributing factor in the decision outcome when 

using a WB-DSS. For example, when a WB-DSS requires a radically different way 

of thinking about the decision task, the open-mindedness of the user may play 

a role in their performance when using the system (Jarupathirun and Zahedi 

2007b). Another example is when the system is highly visual, when individuals 

with special abilities such as spatial orientation or visual cognition can achieve 

higher performance (Jarupathirun and Zahedi 2007a). Hence, it is important to take 

into account context-specific psychological and cognitive differences between 

users of WB-DSSs when devising models for evaluating the design of the system. 

Organizational theories. Markus et al. (2002) argue that theories for IS design 

are not only descriptive and explanatory, but are also normative. The design 

should show that it works and improves performance as intended. This is par-

ticularly important for those WB-DSSs designed to serve decision makers within 

an organization. In such cases, organizational and strategy theories may become 

relevant when creating the evaluative process of the system. For instance, when 

a WB-DSS is developed to facilitate the process of supply-chain management, 

negotiation systems, or virtual team decision making within an organization, 

theories such as team theory (MacCrimmon 1974, Banker and Kauffman 2004), 

contingency theory (Weil and Olson 1989, Sambamurthy and Zmud 1999), 

resource-base theory (Barney 1991, Wade and Hulland 2004), strategic-alignment 

theory (Palmer and Markus 2000), transaction cost economics (Williamson 1981), 

institutional theory (Scott 1987), and adaptive structuration theory (DeSanctis and 

Poole 1994) can assist in formulating the impact and performance evaluation of 

a WB-DSS. Although discussion of these theories is beyond the scope of this 

chapter, these references should be consulted when the evaluation of a WB-DSS 

involves the identification of factors that promote or inhibit the successful use of 

the system in an organizational setting. 

Evaluation based on trade-offs. Another theoretical approach for evaluating 

WB-DSSs is to examine the balance among WB-DSS characteristics. Balancing 

between efficiency and effectiveness (Silverman et al. 2001, Todd and Benbasat 

1992) and required time and accuracy (Chenoweth et al. 2004, Johnson and Payne 

1985) can be useful in evaluation of WB-DSSs, particularly when comparing 

multiple WB-DSSs. In a Web environment, other balancing factors also come into 

play, such as the extent of users’ personal inputs (raising privacy concerns) versus 

system effectiveness, complexity of the system versus ease of use, and the general 

appeal of the system versus effectiveness. 
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5.3  Measures of Performance and Success 

In evaluating WB-DSSs or investigating their behavioral and organizational 

impact, the selection of dependent variable(s) as a measure of success or 

performance is of critical importance (Sharda et al. 1988, DeLone and McLean 

1992, 2003). The dependent variable may relate to individual, group, or organi-

zational performance, and may be subjective as perceived by users of WB-DSS or 

objectively measured. Perceptual constructs include: 

• Satisfaction, with the WB-DSS, the outcome of using it, and the process 

of using it 

• Enjoyment and flow experiences from using the system 

• Intention to use the WB-DSS (now or later) 

• Loyalty to the system — recommending it to others and using it again 

• Perception of efficiency or effectiveness, such as perception of saving 

money, saving time, reduced cognitive effort, or improved communi-

cation 

• Perception of enhanced performance of various stakeholder types 

(individual, group, employee, customer, supplier) 

Objective measures of success include: 

• Actual use of the system 

• Actual efficiency, such as saving time or saving money 

• Accuracy of performance resulting from using the system 

• Better organizational performance (e. g., profit, market share, or objec-

tive employee performance) 

• Reduced negative outcomes, such as fewer customer complaints 

• Increased positive outcomes, such as increased Web traffic or increased 

number of hits 

In the case of subjective measures of success, the items for measuring constructs 

(or latent variables) need to be selected carefully. There is a large body of 

literature on instrument development for latent variables. Almost all papers that 

use latent constructs report the instrument for measuring them. In adopting or 

developing items for measuring latent variables for WB-DSSs, careful attention 

should be paid to ensure the validity and reliability of the instrument (see, for 

example, Boudreau et al. 2001). 

Objective variables for measuring success can potentially be more difficult to 

measure. For example, linking a firm’s profitability or increased Web traffic to the 

presence of a given WB-DSS can be challenging because numerous additional 

factors can contribute to these results. The challenge of research that uses 

objective measures is the ability to control these factors in the study. 
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6 Conclusion 

This chapter provides a discussion of the significance of WB-DSS, the potential 

contributions of such systems in the success of e-market participants, and multiple 

areas of research in the design, development, deployment, and use of such 

systems. The breadth of the research, a sample of which is reviewed in this 

chapter, indicates the increasing significance of WB-DSS in IS research and in 

business success. 
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Collaboration has become more important to global organizations as they handle the 

increasing dispersal of their activities across space, time, and organizational boundaries. 

How to get dispersed teams of knowledge workers and decision-makers to work together in 

more efficient and effective ways has driven organizational adoption and use of collabora-

tive technologies. In this article, we discuss the nature of team collaboration and provide an 

overview of collaborative technologies that allow members to cope with the opportunities 

and challenges of cross-boundary work. Included in this overview are messaging, confer-

encing, and team collaborative applications. We also discuss the emergence of integrated 

collaborative environments, as well as other issues and trends that are influencing the col-

laboration marketplace. 

Keywords: Collaborative technologies; Collaboration; Virtual team; Messaging applica-

tions; Integrated collaborative environments; Conferencing applications; Team collabora-

tion applications; Market trends 

1 Introduction 

Collaboration has become more important to global organizations as they handle 

the increasing dispersal of their activities, e. g., increase in offshore business 

activities, growing numbers of business partnerships, the need to work more closely 

with customers, etc. Within this context, organizations are seeking ways to improve 

performance (market share, revenue, profitability, etc.) by streamlining and better 

managing complex business processes. A specific area of interest is how to get 

increasingly dispersed teams of knowledge workers and decision-makers – tasked 

with carrying out business processes – to work together in more efficient and 

effective ways through the adoption of collaborative technologies (Fulk and 

DeSanctis 1995; Jarvenpaa and Leidner 1998).  

The rise of the virtual organization, coupled with technological advances, has led 

organizations to extend the boundaries of teams from traditional co-located settings 

to dispersed settings (Malhotra and Majchrzak 2004; McDonough et al. 1999; 

McDonough 2000; Kratzer et al. 2005). A dispersed (or “virtual”) team, like every 

team, is a group of people who interact through interdependent tasks guided by 

common purpose (Powell, Piccoli and Ives 2004; Boudreau et al. 1998; Jarvenpaa 
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and Leidner 1999; Montoya-Weiss et al. 2001). However, unlike conventional 

teams, dispersed teams work across space, time and organizational boundaries. 

What makes these teams historically new is the array of collaborative technologies 

at their disposal that facilitate dispersed communication. 

Collaborative technologies allow members to communicate and collaborate as 

they cope with the opportunities and challenges of cross-boundary work. By re-

ducing travel costs and improving decision making, collaborative technologies can 

serve to enhance the efficiency and effectiveness of organizational work processes 

and decision making. Connected by technology, dispersed knowledge workers – 

representing more departments and functions – can provide input, share know-

ledge, negotiate, and coordinate work in the process of solving problems and mak-

ing decisions. Business needs, coupled with increased computing power and 

global telecommunication network capacities, as well as the emergence of wire-

less networks and new access devices, are expanding the demand for collaborative 

technologies. A recent industry report by Gartner Group (2005) suggests that the 

rise of the virtual organization will drive the team software collaboration market 

from nearly $700 million in 2005 to $1.1 billion by 2008.  

The purpose of this article is to provide an overview of collaborative technolo-

gies. To begin, Section 2 offers a brief discussion of the nature of team collaboration. 

Section 3 of this article provides an overview of key team collaborative technolo-

gies, including messaging applications, conferencing applications, team collabora-

tive applications, and integrated collaborative environments. Section 4 discusses 

emerging issues and market trends that are influencing the collaborative software 

market. Section 5 offers concluding comments.  

2 The Nature of Team Collaboration 

Collaboration involves a number of persons with specific responsibilities, united as 

a team for a common purpose or goal. Teams may be formed for a variety of reasons, 

e. g., software and product development, proposal writing, technology transfer, 

research, etc. Regardless of the context of the team’s work, group communication 

research suggests that all teams perform various simultaneous functions as they 

work toward goals, including production (i. e., work performance), team well-being 

(i. e., relationships among team members), and member-support (i. e., relationships 

with others) (McGrath 1991; Fjermestad and Hiltz 1998). While team interaction 

can be conceptualized in different ways, it broadly includes information exchange, 

decision making, and interpersonal behaviors in support of the team functions and 

underlying activities (Briggs et al. 1997; Marks et al. 2001).  

Information exchange behaviors refer to the efforts made by team members to 

convey data, information, and knowledge. Decision-making behaviors involve team 

members critically examining others’ contributions with the goal of converging to 

a common understanding such that a decision can be reached or problem solved. 

Team decision-making behaviors also include coordination or process management 
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efforts, such as the establishment of operating procedures and how the team will 

proceed. Both information exchange and decision-making behaviors directly sup-

port the production function of a team (Marks et al. 2001; McGrath 1991). Finally, 

interpersonal behaviors involve managing relations among team members as well 

as relations between individual members and the team. The development of rela-

tional ties is associated with team member support and team well-being functions. 

Interpersonal processes often involve social/relational interactions not germane to 

the focal performance task, e. g., socializing, personal or interpersonal discussions 

(McGrath 1991; Warkentin et al. 1997).  

There is an extensive body of research that has explored the dynamics, manage-

ment, and effectiveness of traditional, co-located teams (for a review, see Fjerme-

stad and Hiltz 1998). Research on dispersed teams and the collaboration technolo-

gies that support them is now emerging, and includes research on dispersed team 

inputs (e. g., design, cultural differences), socio-emotional processes (e. g., trust, 

cohesion) and outputs (e. g., performance, satisfaction) (for a review, see Powell 

et al. 2004).  

Fundamentally, spanning boundaries requires that dispersed teams have appro-

priate collaborative infrastructures to facilitate team functions and underlying inter-

action behaviors, as described above (Duarte and Synder 2001; Majchrzak et al. 

2000; Malhotra and Majchrzak 2005; Beise et al. 2004). The following section 

offers an overview of the types of team collaborative technologies.  

3 Collaborative Technologies for Teams: A Review 

Collaborative technologies have been evolving over the last two decades. As shown 

in Figure 1, collaborative technologies are typically categorized along two primary 

dimensions: (a) whether team members are working together at the same time (syn-

chronous interaction) or different times (asynchronous interaction), and (b) whether 

team members are working in the same place (co-located) or in different places (dis-

persed/virtual) (Robey et al. 2000). Co-located has commonly referred to situations 

where team members are physically together, e. g., a face-to-face meeting, yet sup-

ported by technology. Considerable academic and practitioner literature exists re-

garding same-place/same-time systems, e. g., group decision support systems 

(GDSS); electronic meeting rooms, etc. (for a review, see Fjermestad and Hiltz 

1998). These systems offer tools such as electronic idea generation and voting.  

At the same time, it is worth noting that the degree of co-location or “virtualness” 

may vary. At one extreme, team members may experience a significant dispersion 

across distance and time zones. While synchronous technologies can be deployed, 

coordinating communication is more problematic, thus necessitating the use of asyn-

chronous collaborative technologies. The opposite extreme represents situations 

where team members may be dispersed due to local circumstances, e. g., office space, 

different buildings, etc. While the degree of dispersion may call for different and 

varied use of collaborative technologies, the reality is that collaborative technologies 
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are increasingly used by team members regardless of physical location. As shown, 

synchronous technologies include things like video/audio conferencing, instant mes-

saging, and real-time application sharing. Asynchronous technologies include such 

things as email, threaded discussions databases, shared document repositories, and 

calendar systems.  

In addition to the dimensions of time and space, collaborative technologies may be 

described in terms of characteristics such as richness (the capacity to convey ver-

bal/nonverbal cues and facilitate shared meaning in a timely manner), interactivity 

(the extent to which rapid feedback is allowed), and social presence (the degree to 

which individuals feel close) (Daft et al. 1987; Zack 1993: Short et al. 1976; Fulk and 

Boyd 1991). Interactivity characteristics include, as examples, the simultaneity and 

continuity of communication, the use of multiple, nonverbal cues, the spontaneity of 

involvement, and the ability to interrupt or preempt. Social presence can be conveyed 

via the use of multiple, nonverbal communication channels and cues, as well as con-

tinuous feedback. Furthermore, high social presence enables the conveyance of so-

cial influence, and other symbolic content and social context cues, while those low 

in social presence filter out those cues. On a relative basis, for example, (asynchro-

nous) email would be objectively described as lower in terms of richness, interactiv-

ity, and social presence than (synchronous) video conferencing. Since collaborative 

 

Figure 1. Time and space dimensions  
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technologies attempt to simulate face-to-face interactions, face-to-face work sets the 

standard for communication and forms the basis of comparison.  

Collaborative technologies have been evolving over the last 10 years as orga-

nizations seek to leverage personnel assets, wherever they may be. While it is be-

yond the scope of this article to review specific vendors or their offerings, it is worth 

noting that there are three primary types of vendors: vendors who provide collabo-

rative software tools as standalone applications; document management, content 

management, and portal vendors that are adding collaboration capabilities to their 

products; and, vendors who have traditionally owned the enterprise email market 

(e. g., Microsoft, IBM) and that are currently expanding and integrating their plat-

form offerings (Langham 2003). The following subsections offer a review of vari-

ous types of team collaborative technologies. 

3.1  Messaging Applications  

Messaging applications enable synchronous and asynchronous interaction, thus 

facilitating information sharing and decision making. Key applications include 

email, unified messaging, and instant messaging.  

As an asynchronous technology, email provides the means to compose, send, 

store, and receive messages over electronic communication systems, including both 

the Internet and organization-based intranets. In existence since the late 1960s, 

email evolved in the 1990s to become the dominating organizational and team-

based communication tool, particularly with the emergence of advanced communi-

cation networks, including the Internet. Unfortunately, as email has increased in use 

in organizations over the last two decades, employees are often inundated with 

numerous – sometimes hundreds – email messages on a daily basis. While email 

allows for file attachments and copying of messages to multiple parties (i. e., “cc: 

lists”), managing the flow of conversations as well as document version control 

with email is often a challenge. Email, along with telephone and fax, represent the 

earliest examples of collaborative technologies. While limited in application, they 

remain the most pervasive forms of collaboration. 

Unified messaging integrates several technologies that allow dispersed team 

members to retrieve and send voice, fax, and email messages from a single inter-

face (i. e., landline phone, cell phone, Internet-connected PC). Fundamentally, 

unified messaging systems can improve productivity by giving team members 

access to messages from a single platform. For example, incoming telephone calls 

can be converted to digital “.wav” sound files that can be delivered to an email 

box and played on a PC’s speakers. Similarly, incoming faxes can be attached to 

an email and read from a PC. Remote telephone or Internet access, coupled with 

text-to-speech technology, can allow team members to listen to an email or fax 

and generate a voice response. Currently, speech-to-text capabilities are not avail-

able, although several vendors are working on related products (Telecommunica-

tions Industry Association 2006).  
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While both email and unified messaging support asynchronous collaboration, 

instant messages offers a means for real-time, synchronous interactions. It is likely 

the most significant messaging application to emerge in recent years. “Presence 

awareness”, offered in instant messaging systems, allows users to easily see 

whether a co-worker or other team member is connected to the network and, if 

they are, to exchange real-time messages with them. Instant messaging differs 

from ordinary e-mail in the immediacy of the message exchange and also makes 

on-going communication simpler than sending e-mail back and forth. While the 

most common use is desktop-to-desktop, instant messaging can be extended to 

wireless environments and handheld devices like PDAs and cellular phones.  

Many instant messaging systems (e. g., Microsoft Communicator, IBM Same-

time) support desktop video/ audio-conferencing and file sharing, as well as com-

mon text-based exchanges. For organizations and teams, an on-going challenge has 

been incompatibility between instant messaging systems. Moreover, enterprise IT 

professionals need to examine whether user needs require a private or public system, 

and whether to require a system that runs on internal servers or is hosted on third-

party servers. Increasingly, enterprise messaging systems, with security enhance-

ments, are replacing public tools (e. g., AOL, Yahoo). A recent survey by AOL 

(2006) suggests that at-work users communicate with colleagues to get quick an-

swers to questions, organize meetings, make decisions, exchange files, and even 

interact with external partners. Instant messaging is also being used in concert with 

other collaborative technologies, e. g., interacting while on a conference call. Instant 

messaging can also serve to support social/relational interactions between team 

members. As described earlier, while not germane to the focal work task, these inter-

action behaviors help develop relational ties within the team.  

3.2  Conferencing Applications 

Conferencing applications consist of those technologies intended to simulate face-

to-face interactions, including video conferencing, audio conferencing, and Web 

conferencing. Like messaging applications, conferencing applications enable in-

formation sharing and decision making, but in a more interactive way.  

Video conferencing allows real-time transmission of video, audio and data be-

tween two or more locations over a network connection. Video conferencing has 

grown rapidly despite historical problems with picture and sound quality, lack of 

eye contact, and transmission delays that often result in the video and audio compo-

nents appearing out of sync. Vendors are introducing products to address these 

issues. For example, enhancements to make images clearer and conversations easier 

to follow are being introduced. Vendors are beginning to deliver high-definition 

(HD) video and support for high-speed transmission capabilities (up to 1 Gbps), 

thus addressing the problem of transmission delays. Typically, when team members 

from more than two locations are participating in a video conference, the screen is 

divided into several small images, thus making it hard to discern who is speaking. 

New applications are emerging that use separate screens for each location, with 
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software that adjusts the orientation of speakers, thus making the conversation eas-

ier to follow (Telecommunications Industry Association 2006).  

Audio conferencing connects multiple team members on a single, standard tele-

phone line. While video conferencing and Web conferencing (described below) are 

largely used for communications internal to an organization, audio conferencing is 

largely used for external communications. Audio conferencing relies on multipoint 

telephone network bridging equipment. Each bridge has multiple ports, allowing 

team members to connect to a call.  

Web conferencing allows team members to hold meetings online, combining 

voice communications with shared desktop PCs/laptops applications (e. g., shared 

whiteboards, desktop application sharing). It uses the pervasive Internet infrastruc-

ture of internet protocol (IP) networks and PC browsers. It can provide a context 

of shared presentations and documents alongside a video stream. For these rea-

sons, Web conferencing is growing much faster than traditional video and audio 

conferencing. One-way Web conferencing allows a presenter to provide informa-

tion to multiple locations. Two-way Web conferencing allows team members to 

manipulate content in real-time. A number of vendors exist in the Web conferenc-

ing market (e. g., WebEx Communications, IBM, Microsoft, etc.). One issue that 

has challenged Web conferencing is managing security, particularly when team 

members come from different companies and work behind firewalls.  

Overall, the trend in the conferencing applications market is integration. Video 

conferencing, audio conferencing, and Web conferencing are being integrated into 

multi-use products. For example, Microsoft recently entered into partnerships with 

video conferencing vendors (e. g., Polycom) to provide video conferencing capabili-

ties in its enterprise Web conferencing products. Another integration trend is the 

merging of Web conferencing with messaging applications (e. g., instant messaging) 

and audio conferencing capabilities. As examples, both IBM and Microsoft intro-

duced products combining Web conferencing with instant messaging. Web confer-

encing, while currently the smallest component of the conferencing applications 

market, is the fastest growing largely due to integration with these other technolo-

gies, as well as increasing global access to Web-based meetings.  

3.3  Team Collaborative Applications 

A number of applications are available that focus on a particular aspect of team 

support:  

Electronic group calendars (also called time management software) help team 

members schedule events by providing access to a shared group calendar or indi-

vidual calendars. Typical features detect when schedules conflict or find meeting 

times that will work for all team members. Privacy and accuracy are two main 

concerns with electronic group calendars.  

Project management systems allow teams to track, schedule and visually chart 

steps (or milestones) in a project as it is being completed. While a number of project 

management applications are available, collaboration project management is now 
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just emerging. Specifically, since traditional project management software typically 

focuses on a single project at a single location, dispersed projects and teams are 

forcing project management application vendors to rethink how to incorporate col-

laborative support into their offerings. While current software (e. g., Microsoft 

Project 2000, Team Center 4.5) supports communication and coordination of activi-

ties, Romano et al. (2002) suggest that future collaborative project management 

applications should provide support for not only information sharing, but also inter-

actions involving negotiation of goals, task and resource allocations, scheduling, 

and co-work (e. g., group writing) on the same work or task.  

Directly related to team collaboration are workflow systems that support the 

management of tasks and documents within a business process, e. g., software or 

product development. Workflow systems allow documents to be routed through 

organizations through a relatively fixed process. In addition to routing capabilities, 

workflow systems may provide features such as development of forms and sup-

port for differing team roles and privileges (Stohr and Zhao 2001).  

Collaborative authoring systems can provide asynchronous and/or synchronous 

support. Simple word processors may provide asynchronous support by showing 

authorship and by allowing users to track changes and make annotations to docu-

ments. Authors collaborating on a document may also be given tools to help plan 

and coordinate the authoring process, such as methods for locking parts of the 

document or linking separately authored documents. Synchronous support, pro-

vided in concert with conferencing applications (e. g., Web conferencing), allows 

authors to see each other’s changes as they make them.  

While collaborative authoring tools have existed for some time, an emerging 

area of interest is wiki-based collaborative authoring. A “wiki” is software that 

allows Web content to be created and edited collaboratively by team members 

using any browser. TWiki (http://twiki.org) is an example of an enterprise colla-

boration wiki platform. Organizations are beginning to deploy collaborative wiki-

based authoring to develop knowledge bases and FAQ systems, design and docu-

ment software development projects, to track project issues, etc.  

3.4  Integrated Collaborative Environments 

Integrated collaborative environments (ICEs) provide a framework for electronic 

collaboration. As Figure 2 illustrates, ICEs reflect the evolution of the collabora-

tive technologies marketplace over the last two decades (Deus 2000). Baseline 

technologies largely centered on asynchronous tools for information and idea 

sharing leading to the introduction of, now maturing, synchronous tools. The 

promise of ICEs is to support asynchronous and synchronous communication, and 

to bundle collaborative tools into a single platform (IDC 2005).  

The core integrated functionality areas of ICEs are email, group calendars and 

scheduling, shared folders/databases, threaded discussions, and custom application 

development. An ICE shifts the focus from a document-centric one to a people-and-

activity-centric one. Here, collaboration is organized around projects or other  
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activities with which team members are engaged, while ensuring that the right 

communication vehicles are readily available. As examples, from within the ICE, 

team members can use instant messaging with its presence aware capabilities, 

email, audio/video/Web conference, share documents and applications, etc. Users 

can also be alerted when documents are added, deleted, or changed. As voice over 

IP (VoIP) becomes more prevalent, ICEs may be linked to traditional office tele-

phone systems as well as mobile phones. Vendors in this area include Microsoft, 

IBM, Oracle, and Groove, among others. 

3.5  Collaborative Technologies and Dispersed Teams  

Increasingly, organizations have an array of collaborative technologies available 

to support the functions of dispersed teams; specifically, information exchange, 

decision making, and interpersonal behaviors. Given the dimensions of richness, 

interactivity, and social presence, which were discussed earlier, different tech-

nologies may be better suited for different functions or tasks. Team members may 

prefer, for example, email for information sharing since not all members need to 

be available at the same time to share information, nor must they agree on its 

meaning. Conversely, since decision making requires the development of shared 

meanings and agreement, conferencing applications may be a better fit (Robey 

et al. 2000; Massey et al. 2001) as they are relatively richer and higher in terms of 

interactivity and social presence.  

At the same time, communication is inherently an act that is socially and cul-

turally situated since individuals are embedded within social systems that influ-

ence their behaviors (Zack 1993; Fulk et al. 1987). For example, regardless of 

access to various collaborative technologies, organizational culture may shape 

 

Figure 2. Integrated collaborative environments 
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individual and team-based perceptions regarding whether specific behaviors (as 

related to technology use) are supported and expected. Although a collaborative 

technology may be installed, a lack of training or clear use rationales may shape 

members’ perceptions, consequently leading to use or nonuse. Thus, the use of 

collaborative technologies is likely contingent upon different factors. While the 

“fit” between task and collaborative technology offers an objective perspective, 

social systems emphasize the importance of the subjective effect of situational 

factors that characterize the context of use (e. g., various organizational, user, and 

environmental factors). While beyond the scope of this chapter to explore in de-

tail, past research has demonstrated a contingent relationship among task type, 

collaborative technology type, select situational factors, and use (c.f., Montoya-

Weiss, Massey, Hung and Crisp, forthcoming). Importantly, by easing access to an 

array of collaborative tools, ICEs can serve to further enhance the efficiency and 

effectiveness of teamwork. With ICEs, members of dispersed teams will not have 

to grapple with multiple disparate tools, many with overlapping functionality.  

4 Collaborative Technologies Trends 

The market for collaborative technologies is changing, particularly as stand-alone 

applications are increasingly being bundled into integrated offerings. Given this 

trend, organizations are beginning to develop enterprise-level strategies and select 

an enterprise collaboration platform. In doing so, they will be deploying a single 

set of tools and technologies to users across teams, functions, departments, and, 

potentially, business units. However, an issue on the horizon is the current lack of 

attention to interoperability between vendor platforms. This issue is particularly 

problematic when an organization adopts one platform, but needs to collaborate 

with external partners (and/or internal business units) using a different platform. 

According to a recent report by Forrester (2006), a new category of integration 

software may emerge to enable interoperability among disparate enterprise colla-

boration platforms.  

As the collaborative technologies marketplace moves forward, additional issues 

and opportunities are emerging. First, while the evolution of enterprise instant 

messaging facilitates ad hoc collaboration, it (like email) raises significant gov-

ernance issues such as whether instant messaging conversations should be ar-

chived. Second, security is often weakly addressed by collaborative technologies, 

thus requiring additional technologies (e. g., virtual private networks) or security 

policies, particularly when collaboration involves external partners. Third, as the 

capacity of wireless/mobile networks increase and the capabilities of mobile de-

vices (PDAs, mobile phones) continue to evolve, mobile access to collaborative 

technologies will take on heightened importance. Already, for example, the recent 

growth in sales of PDAs (e. g., RIM Blackberry) has been attributed to the desire 

of mobile workers to access their email (Malykhina 2005; Burns 2005). In addi-

tion to mobile messaging (email, text and instant messaging), third and fourth 
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generation cellular networks are enabling mobile Web browsing at broadband 

speeds, as well as the delivery of rich content such as video. Finally, with the 

emergence of VoIP, associated applications are rapidly being integrated into Web 

conferencing, desktop collaboration tools, and ICEs.  

5 Conclusion 

Global competition and advanced information technologies have given rise to the 

virtual organization. Within this context, dispersed teams have the potential to in-

crease the productive capacity of an organization’s human resources through more 

flexible allocation of effort. This article has offered an overview of team collabora-

tive technologies (e. g., messaging and conferencing applications) that offer organi-

zations the means to leverage local expertise at the global level. With a plethora of 

options available, the work environment that many knowledge workers face today 

often entails a combination of tools and technologies that are isolated and incompati-

ble. Collectively, they can result in disjointed user experiences because each has its 

own interfaces and formats. In response, integrated collaborative environments – as 

single point entry systems – offer the potential to reduce the overhead costs associ-

ated with independent, multi-tool environments as they enable seamless tool switch-

ing and simultaneous tool use (Massey and Montoya-Weiss 2006).  

At the same time, it is important to recognize that the task of electronically con-

necting dispersed organizational sites is far simpler than the task of facilitating inter-

active behaviors between members. Collaborative technologies alone will not trans-

form dispersed individuals into cooperative teams of collaborators. As the use of 

dispersed teams increases and organizations continue to experiment with and adopt 

collaborative technologies, we must continue to explore how to make these teams 

work efficiently and effectively when the central medium of the team’s process is 

technology (Montoya-Weiss et al. 2001; Massey et al. 2003). Without this under-

standing, organizations may continue to maintain and/or invest in collaborative tech-

nologies that do not effectively support the work of dispersed teams.  
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Often, the participants who collaborate in making a decision share knowledge in a rela-

tively informal and unregulated manner that does not require same-time, same-place par-

ticipation. This chapter considers systems used to facilitate knowledge sharing in support of 

unstructured decisions in such settings. These systems often involve the use of collabora-

tive technologies such as groupware, threaded web forums, and wikis. While they are not 

a traditional type of DSS, these systems are becoming increasingly prominent as the need to 

make decisions in a knowledge-rich, creativity-dependent environment increases. Such 

systems are analogous to, and often embodied in, virtual communities of practice, which 

are increasingly recognized within organizations as an important way to create and synthe-

size organizational knowledge. Within this relatively low-regulation environment, conven-

tional managerial controls and incentives become less significant in building motivation to 

participate. Accordingly, the intrinsic motivation of participants to share knowledge be-

comes more important. In this chapter, we explore motivational theories that may help 

explain the quantity and quality of knowledge sharing through such low regulation, asyn-

chronous, multiparticipant decision support systems. We integrate these theories into 

a research model, using self-determination theory (Deci and Ryan 2000) as an overarching 

paradigm, which can be used to explain the influence of various motivational factors on the 

quantity and quality of knowledge shared. 

Keywords: Intellectual capital; Intrinsic motivation; Knowledge management; Knowledge 

sharing, Motivation; Multiparticipant decision support systems; Self-determination theory; 

Social capital; Social equity; Social exchange; VCoP; Virtual communities of practice 

1 Introduction 

Decision support systems (DSSs) can not only provide direct support for the pro-

cessing of knowledge input into a decision, but also facilitate the collection and 

assimilation of such knowledge. Many systems that have become part of the fabric 

of the modern business environment – e-mail, web forums, groupware, for exam-

ple – can be thought of as critical, albeit non-traditional, forms of DSSs in that 

they facilitate the exchange of knowledge crucial to many types of decisions. 

Although it is difficult (and perhaps unwise) for managers to directly and fully 

control the quantity and quality of knowledge shared using such systems, it is 
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useful for managers to understand the factors that motivate individuals to contrib-

ute (or not contribute) knowledge of the appropriate quantity and quality for the 

decision at hand. Such understanding could help managers positively influence 

and orchestrate appropriate knowledge sharing among participants involved in 

making joint decisions. Motivation of participants is essential if the potential of 

collaborative technologies for supporting joint decision making is to be actualized. 

The basic proposition advanced here is that the use of such technologies for 

multiparticipant decision support entails the creation of a virtual community of 

practice (Wenger 1999, Lesser and Strock 2001, Millen et al. 2002). We contend 

that the extent and value of knowledge sharing in such a community will be influ-

enced by the motivations of its participants. In cases of less formal, unstructured 

decisions and decision-making teams, these motivations to participate may be 

atypical in an organizational context in that they are less extrinsic and cognitive, 

and more intrinsic and emotional (Meredith et al. 2003). 

This chapter examines the literature on virtual communities and assembles 

theoretical ideas relating to motivation to share knowledge in virtual communities 

of practice. We organize these ideas into a theoretical framework that can be used 

to predict the volume and quality of knowledge sharing in such communities. The 

remainder of the chapter is organized as follows: following a brief background in 

Section 2, Section 3 describes virtual communities of practice and conceptualizes 

low regulation, asynchronous, multiparticipant decision support systems as a spe-

cial case of virtual communities of practice; Section 4 reviews and analyzes theo-

ries that have been applied to virtual communities of practice, as well as alterna-

tives and supplemental theories; Section 5 presents our theoretical model 

synthesized from the literature. Section 6 summarizes the chapter and presents its 

main conclusions. 

2 Background 

Decisions can be thought of in terms of their degree of structure or how pro-

grammed they are with regard to how knowledge is assembled and synthesized to 

reach the decision (Gorry and Scott-Morton 1971). A decision involving how to 

allocate resources based on linear programming (LP), for example, may be re-

garded as highly structured. This is because the path to reaching the decision on 

how to allocate the resources is given by the optimal solution of the LP formula-

tion, and the inputs are relatively straightforward, involving an objective function 

and constraints. 

This type of decision is representative of one end of a continuum of decision 

structure. Moving towards the opposite end of the continuum, we find less pro-

grammed, less structured decisions where the knowledge to be processed and the 

processing method are less clearly defined. Examples of this type of decision 

might include, for example, decisions on business strategy direction in uncertain 
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economic environments. At the far end of this side of the continuum we find deci-

sions involving so-called wicked problems (Rittel and Weber 1973), where there 

is not even a definitive description of the problem: “formulating the problem is the 

problem” (Courtney 2001). This type of decision making is seen as becoming 

increasingly prevalent with the rapid pace of change and growing complexity 

confronting organizations, due to trends in such directions as market globalization, 

the knowledge explosion, pervasive computing, and so forth. 

When a decision involves multiple participants, a DSS must facilitate their col-

laboration and knowledge gathering even when the participants are geographically 

distributed and have conflicting time schedules. In this chapter, we examine mul-

tiparticipant decision support systems that can be applied to the more unstructured 

or wicked forms of joint decision making. Such systems involve the use of tech-

nologies not principally intended to regulate decision making, but rather to enable 

virtual communities wherein knowledge can be shared in an unstructured and 

semi-structured way that accommodates time and space differences among deci-

sion-making participants. Examples of these technologies include: 

• E-mail. In addition to being of obvious use for one-to-one communica-

tion, e-mail is often used in a group decision context for sharing know-

ledge to be used in decision making (Benbaum-Fich et al. 2002). The 

support provided is through dissemination of knowledge gathered by 

team members, and communication of coordinating instructions by lead-

ers (Wickramasinghe and Lichtenstein 2006). 

• Web forums. Web forums allow for the open sharing of knowledge 

among participating members (Millen et al. 2002). These are typically 

implemented with an easy-to-use software package that requires little or 

no knowledge of HTML. Team members can post ideas, knowledge re-

sulting from external research, opinions, or other contributions to the 

decision process, which can then be viewed by all participants. These 

can be organized using threads containing knowledge relevant to a par-

ticular topic in the deliberations. 

• Blogs. Web logs or blogs are a kind of online (usually Internet) journal 

where people can share information and knowledge about their personal 

or professional lives as frequently as they wish. An important feature of 

blogs is that they are very public, and others are usually permitted (and 

often encouraged) to comment on the entries. Companies are increas-

ingly seeing blogs as a useful way to share knowledge both internally 

and externally (Baker 2006). 

• Wikis. Wikis (Cunningham and Leuf 2001) are web pages that allow any 

person to easily change content without knowledge of HTML, subject to 

certain style and content guidelines that are enforced by the participants, 

not the software. Every member of the team becomes a coauthor of the 

document, and can modify her/his own work or the work of others with-

out restriction. Wikis have gained growing acceptance in organizations 

as a way to quickly collaborate (Gibson 2006). 
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• Groupware. Integrated collaborative software packages such as Lotus 

Notes that may include the aforementioned software technologies in ad-

dition to scheduling/calendaring, instant messaging, workflow, and/or 

other forms of collaborative support. It is usually designed to effectively 

integrate these technologies and provide a consistent user interface. 

3 Virtual Communities of Practice as DSSs 

A multiparticipant DSS can be characterized in terms of several dimensions, in-

cluding (among several others) regulation and participant arrangements (Holsap-

ple and Whinston 1996). 

Regulations govern the relationships between the roles played by members of 

a decision team in an organizational context. Roles may be functional or related to 

level of authority. Regulations can be relatively strict, supporting a well-defined 

organizational structure (such as a hierarchy), or less strict, where there is less 

formal coordination and delineation of responsibility. 

Members in a multiparticipant decision making team may or may not be work-

ing to gather and create knowledge in the same place and/or at the same time. The 

decision team can, therefore, be classified in one of four different temporal-spatial 

categories (participant arrangements): same time-same place, same time-different 

place, different time-same place, different time-different place. 

While it is possible in a decision making team for relatively unstructured deci-

sions to use a high-regulation infrastructure, it seems more natural and conducive 

to the creativity necessary in making such decisions for regulation to be kept to the 

minimum necessary to preserve the task focus (Stenmark 2003). With regard to 

the spatial/temporal relationships of the participants, decision making teams for 

unstructured decisions often work at different times, or to put it another way, 

asynchronously (Benbaum-Fich et al. 2002). This is due to the frequent need to 

acquire and derive knowledge from a variety of sources that may not be immedi-

ately available to all team members and the possibility that all members may not 

be available to simultaneously participate. 

When applied to the context of unstructured decision making, the technology 

tools described in Section 2 (e-mail, wikis, web forums, etc.) can, therefore, be 

described as tools for asynchronous, low regulation, multiparticipant decision 

support. While this type of DSS has not been studied extensively (Benbaum-Fich 

et al. 2002), there has, however, been a fair amount of research on virtual commu-

nities, and, in particular, virtual communities of practice. 

Communities of practice can be defined as “…a kind of community created 

over time by the sustained pursuit of a shared enterprise” (Wenger 1999). Wenger 

notes that a fundamental purpose of the creation and maintenance of communities 

of practice is the communication and development of knowledge (learning). While 

these communities are not necessarily virtual, the rapid growth of the Internet and 

the Web has greatly facilitated the sharing of knowledge in such communities. 
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Communities of practice are not limited to an organizational setting. Wegner 

describes many contexts in which people sharing a common goal come together to 

share knowledge. We broadly classify virtual communities of practice as follows: 

• Avocational. Communities devoted to a hobby or interest not generally 

related to the employment of its members. An example of this would be 

a website and associated threaded discussion forum devoted to hi-fidel-

ity stereo equipment. 

• Professional. Communities devoted to a professional topic. Consider, 

for instance, an Internet wiki for computer programmers interested in the 

Prolog programming language. Participants can contribute and obtain in-

formation on common problems and solutions having to do with Prolog 

and its various implementations and applications. While such a group 

would be broadly applicable to the vocational occupation of the partici-

pants, it need not be directly related to the interests of their employers. 

• Organizational. Communities devoted to a topic of direct interest to 

a specific organization. An example of this is a threaded web forum on 

a corporate intranet intended to collect and vet ideas on changing a cus-

tomer call handling protocol. 

All three of these types of virtual communities can be used to support decision 

making, although it likely that only the professional and organizational types are 

used in an organizational decision making context. While the technological and 

organizational infrastructures of these different types of virtual communities may 

be similar across classifications, we contend that the motivation of the members to 

participate will likely be different, and this will have implications for a theoretical 

understanding of level (e. g., extent, quality) of participation. 

4 Motivations for Knowledge Sharing 

in Virtual Communities 

Motivation can be broadly classified as intrinsic, wherein a person feels a natural 

inclination towards an activity in order to fulfill an inner need or desire, or extrin-

sic, wherein the inclination is driven by some external outcome, such as a reward 

or punishment (Deci and Ryan 2002). In the low regulation environment of virtual 

communities of practice, extrinsic motivational factors (e. g., managerial coercion 

and tangible incentives) are not as significant as in other business contexts, and 

intrinsic motivation becomes more important. While this can have negative conse-

quences in that such communities may be prone to free riding behavior if some 

participants do not have the requisite intrinsic motivation and do not contribute 

their fair share of knowledge synthesis to the group, it can also be very positive in 

that intrinsic motivation has been shown to be more useful than extrinsic motiva-

tion in fostering creativity (Amabile 1998). Where well-defined processes are not 
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prescribed, and outcomes are relatively open-ended, such as in the context of un-

structured, unregulated decision making, fostering intrinsic motivation has been 

shown to produce more positive results than extrinsic motivation (Deci and Ryan 

2002). 

In the remainder of this section, we review theoretical ideas that have been pos-

ited to explain the motivation to share knowledge in virtual communities. These 

vary in their place on the intrinsic/extrinsic continuum. Then, we show how they 

can be tied together with the common thread of self-determination theory (Deci 

and Ryan 2000). 

4.1  Social Capital Theory 

Nahapiet and Ghosal (1998) describe social capital within an organization as 

a facilitator of business advantage because it promotes the development of intel-

lectual capital. They define intellectual capital as the knowledge and knowing 

capability of an organization, which has competitive value. They define social 

capital as the sum of the actual and potential resources embedded within, available 

through, and derived from the network of relationships possessed by an individual 

or social unit. In their view, social capital is an artifact of organizational social 

networks that represents the collective investment members of the firm have in its 

intellectual capital. This investment, which is essentially synthesized knowledge, 

is created by joint action of all members of the firm and the benefits are poten-

tially reaped by all members of the firm. 

The creation of social capital has a motivational precondition: the members of 

the organization must recognize that the social capital embodied in the synthesized 

knowledge has value to them as individuals (Nahapiet and Ghosal 1998). A re-

lated theory from the social psychology literature, social equity theory (Adams 

1965), recognizes this precondition by incorporating the idea that individuals 

make an investment in the collective effort and are sensitive to the return that they 

receive (Brown 1986). Perceived inequities in the return on this investment can be 

readily seen as a negative motivational influence for many individuals. In other 

words, those who contribute more to the development of the social capital of an 

organization will reasonably expect to reap more benefits than those who contrib-

ute less. 

Nahapiet and Ghosal view social capital as a multidimensional construct incor-

porating the following dimensions: 

• Structural Dimension. The structural dimension of social capital relates 

to the network infrastructure that facilitates the exchange of knowledge. 

Network ties describe the timing, accessibility, and interpersonal refer-

rals that constitute the interactions in the social network. Network con-

figuration refers to the density and structural arrangement of the nodes 

(people) on the network (e. g., hierarchical, network). 
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• Cognitive Dimension. The cognitive dimension of social capital relates 

to the shared communication conventions that facilitate the exchange of 

knowledge. Members of the network communicate using shared lan-

guages and codes that are commonly understood, and common shared 

narratives derived from the history and culture of the organizational 

community. 

• Relational Dimension. The relational dimension of social capital relates 

to the interpersonal mechanisms at work in the social network to build 

social capital. Trust is important to foster confidence that this social 

capital investment will be of high quality and available when necessary. 

Norms are important for understanding expected modes of behavior, as 

are obligations and expectations. 

The Nahapiet and Ghosal model of social capital has been recently applied to 

understand the motivation of individuals to share knowledge in virtual communi-

ties. Lesser and Storck (2001) illustrate the dimensions of the model by citing 

examples from practice. As an example of network ties, they describe a database 

of real estate specialists who are experts in a particular aspect of real estate prac-

tice that could be used as knowledge resources by community members. They also 

note, with regard to trust in the relational dimension, that virtual communities can 

benefit by being supplemented with face-to-face meetings. The cognitive dimen-

sion is illustrated by the creation of a repository of common acronyms and abbre-

viations used by an organization. 

Chiu et al. (2006) operationalize the Nahapiet and Ghosal model of social capital 

using a survey methodology to test the relationship between the structural, cogni-

tive, and relational dimensions and the quantity and quality of knowledge sharing. 

Items on the survey instrument tap the domain of the sub-dimensions described 

above. For example, to measure trust, one survey item asks the subjects to respond 

with their level of agreement for the following statement: “Members of the Blue-

Shop virtual community will not take advantage of others even when the opportu-

nity arises.” Their analysis using structural equations modeling show relatively 

large and significant relationships between knowledge sharing and the structural 

and relational dimensions of social capital, but not for the cognitive dimension. 

Chiu et al. suggest that their test of the Nahapiet and Ghosal model is encourag-

ing, but note that the theory may not fully account for the moderating effects of 

the technology used as a medium for the community (in this case, a Taiwan-based 

social networking website) on motivation to share knowledge. 

4.2  Social Exchange Theory 

According to social exchange theory, an individual will provide something of 

value to another only with the expectation he or she will receive something of 

approximately equal or greater value in return. While this expectation of the norm 

of reciprocity is similar to a financial transaction, it differs in two key respects: the 
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equivalence of the transaction cannot be quantified in a meaningful way, and the 

elements of the transaction are not normally negotiable. Social exchange theory 

can be understood as a more restrictive form of social equity theory where there is 

no investment and expected return; there is simply an exchange of something of 

value (in this context, knowledge) between individuals over a more or less long 

term (Brown 1986). 

In a virtual community, the norm of reciprocity due to social exchange can be 

thought of as the reasonable expectation that person A will be able to retrieve 

value (knowledge) from person B, if person A had provided knowledge of roughly 

equivalent value to person B. The idea here is that “I have done you a favor, now 

you must do me a favor.” 

Tiwana and Bush (2001) use social exchange theory to explain knowledge shar-

ing in an experimental web-based knowledge-sharing community. They develop 

a mathematical formula to assess the degree of contribution of each member of the 

community relative to the average and to the best levels of contributing users. 

User contribution is measured using a peer assessment technique (similar to the 

rating system used on commercial sites such as Amazon.com). 

The intent of Tiwana and Bush study is to demonstrate the concept that instan-

taneous feedback on the relative contributions of group members will influence 

the future contribution of those members (although no empirical evidence of this 

was provided). In other words, members observing that their contribution is rela-

tively low will be shamed into contributing more. Strictly speaking, the use of 

group totals and averages is not consistent with the one-to-one nature of social 

exchange theory, which involves the expectation of the norm of reciprocity when 

dealing with another individual. The method, however, could be applied to situa-

tions where an individual wishes to assess the likelihood that another individual, 

whose contribution score was known, would share information. Furthermore, as 

stated above, the lack of quantifiability of the exchange is characteristic of social 

exchange theory (Brown 1986), although this characteristic could simply be due to 

technical difficulties in quantifying typical social interactions. 

The contribution measure described by Tiwana and Bush appears to have more 

to do with social equity theory than social exchange theory. Nevertheless, social 

exchange theory does have a place in understanding motivation in virtual commu-

nities of practice in that the norm of reciprocity applied to one-to-one interactions 

may be expected to apply. For example, if programmer A in a technical profes-

sional community of practice provided programmer B details of a workaround for 

a bug, programmer A may reasonably expect that programmer B would assist him 

or her in a similar situation. 

4.3  Loyalty, Group Identity, and Altruism 

Koh and Kim (2000) report on an exploratory survey study to identify influences 

on the level of knowledge sharing in virtual communities. Their results indicate 

that loyalty to the virtual community service provider is a key determinant of the 
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level of knowledge sharing in the virtual communities hosted by the provider. 

While the authors do not provide an a priori theoretical basis for this conclusion, 

group loyalty clearly differs from the social exchange and social capital motiva-

tions because it involves no direct expectation of reward. 

A possible explanation for this type of loyalty is the social glue hypothesis of 

social identity theory (Van Vugt and Hart 2004). According to this theory, people 

who identify strongly with a group (i. e., they see themselves as defined, at least in 

part, by membership in the group) will exhibit greater loyalty to the group. 

Another explanation for the phenomenon of knowledge sharing without ex-

pected reciprocity is empathic altruism (Batson and Coke 1981). In this view, 

people share knowledge to help others for whom they have a feeling of empathy – 

those who contribute to the community do so because they see themselves as po-

tentially in the position of those who need the knowledge. Altruism has also been 

hypothesized as simply an individual personality characteristic requiring no feel-

ing of empathy (Batson 1998). 

4.4  Self-Efficacy and Status Seeking 

Kollock (1998) attempts to explain the economies of cyberspace in terms of moti-

vation to share knowledge, which can be thought of as a kind of currency. He 

identifies four motivating factors for sharing knowledge in virtual communities. 

Two of these, expectation of reward and empathy, have been discussed previously. 

The remaining two: self-efficacy and status-seeking, are discussed here. 

Self-efficacy (Bandura 1977), a person’s self-assessment of his or her compe-

tence in a given domain, has been well covered with regard to the use of informa-

tion systems in general (e. g., Marakas et al. 1998), and has been shown to be a key 

antecedent to the use of computer information systems. Kollock notes that the 

ability of individual knowledge contributors to see the results of their efforts bear 

fruit in a community is a useful reinforcement of a positive self-assessment of 

their ability to contribute. The resulting sense of self-efficacy, therefore, becomes 

a positive motivation to contribute further. 

Kollock (1998) also notes the importance of reputation in online communities. 

The reputation of individual contributors can be enhanced both through the quan-

tity and quality of knowledge contributed, as well as the accomplished use of the 

technology medium (e. g., clear writing in a web forum). He observes that reputa-

tion or social status in the community can be reinforced through formalized recog-

nition, such as being named a moderator. The pursuit of such status and recogni-

tion is acknowledged as an important motivation to share knowledge. 

4.5  Self-Determination Theory 

The theories discussed above can be seen to fall out naturally on the continuum of 

extrinsic to intrinsic motivation. For example, one may regard social exchange 
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motivations, which rely on the expectation of the norm of reciprocity, to be a more 

extrinsic motivation than altruism. While the distinction between intrinsic and 

extrinsic motivation can be stated in a relatively straightforward way, extrinsic 

factors motivating behavior can be integrated and internalized by an individual, 

making them more self-determined and autonomous. These self-determined, inter-

nalized motivations, even though they originate extrinsically, have many of the 

positive characteristics of purely intrinsic motivations. 

According to self-determination theory (Deci and Ryan 2002), it is not so much 

the extrinsic/intrinsic nature of a motivation that yields positive benefits, but rather 

the degree to which the motivation is controlled by the individual, or self-

determined. The extent to which a motivation is self-determined is specific to an 

individual and related to the level of autonomy the individual perceives in accept-

ing the motivation and how well integrated it is into his or her personality. For 

example, if someone believes that the norm of reciprocity involved in an exchange 

of knowledge is enforced by social pressures (e. g., the threat of rebuke from co-

workers), this would be a more extrinsically determined form of social exchange. 

On the other hand, if that person has internalized the norm of reciprocity as the 

right thing to do it becomes a more like an intrinsic motivation in that it is self-

determined. Self-determination theory explains this by hypothesizing that people 

seek to fulfill basic psychological needs – the need for competence, the need for 

autonomy, and the need for relatedness – through intrinsically-motivated behav-

ior. Furthermore, according to this theory, extrinsic motivations that are suffi-

ciently internalized (i. e., they have become deeply held beliefs) become viable 

substitutes for fulfilling these needs. 

5 A Motivational Model of Knowledge Sharing 

The foregoing diverse set of ideas explaining motivation to share knowledge in 

virtual communities deserves further investigation. All appear to have merit based 

on solid theoretical underpinnings, reasonable empirical support, or both. Each 

may play a part in understanding why people choose to share knowledge by ex-

plaining a portion of the variance in knowledge sharing behaviors (e. g., in the 

context of technology-supported communities that share knowledge in the course 

of decision making). It is useful, however, to develop a synthesis of these ideas 

into a cohesive model that can be used to frame understanding and future research 

directions. 

We begin by returning to the three types of community of practice identified in 

Section 3: avocational, professional, and organizational. In Section 4, we explored 

various theories of motivation for sharing knowledge in such communities, but 

what about the original decision to participate in the first place? One must decide, 

say, in an avocational community, that there is some useful knowledge to be ob-

tained about a hobby; or, in the case of an organizational system, a supervisor may 
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require participation in a virtual community used for decision support. This deci-

sion to join is separate from the extent of contribution. The initial participation 

could take the form of registering a user name, sending an e-mail expressing the 

desire to join, or simply book marking a web page. We observe that there is an 

initial motivation to actually join such a community, and these also can be seen to 

fall naturally along the lines of intrinsic (for avocational communities of practice) 

to extrinsic (organizational communities of practice) motivational influences, with 

professional communities of practice being somewhere in the middle. This initial 

motivational hurdle may be entirely independent of the motivation to actually 

share (contribute) knowledge in the community. 

Meredith et al. (2000), in an essay on knowledge management in decision sup-

port systems, describe the process of acquiring knowledge (learning) as necessar-

ily changing the mental state of the learner. They describe the three classical as-

pects of the human mind, all of which may be involved in the process of 

knowledge acquisition and creation: cognition (rational thinking), affect (valenced 

emotion), and conation, which “… connects cognition and affect to behavior and 

is used by an individual to carry out purposeful action” (p. 245). Conation repre-

sents the will to act; while related to motivation, it is different in that conation 

enables action only after the decision to act has been made (but not realized). 

We view the motivational theories of knowledge sharing discussed in Section 4 

as more representative of conation (as defined by Meredith and his associates) 

than motivation in that the decision to participate in the virtual community of 

practice has already been made based on separate motivational factors. For exam-

ple, in a low regulation, asynchronous, multiparticipant decision support system, 

a participant may be extrinsically motivated to participate (e. g., his boss made 

him join, and he knows that it is in his best interest to participate), but the quantity 

and quality of knowledge contribution will be more related to self-determination 

and the participant’s conation. 

In our motivational model of knowledge sharing in virtual communities of 

practice, we see motivation as a two-phase process. The first phase involves 

a potential participant overcoming the initial motivational wall by deciding to 

participate and joining the community. The second phase involves the motiva-

tional factors discussed in Section 4 (and perhaps others), which influence the 

level of knowledge sharing, and are promoted by the degree to which they are 

self-determined. 

This begs a question: how do we operationalize knowledge sharing as a de-

pendent construct? In this regard, we adopt the method of Chiu et al. (2006) who 

identify two dependent (endogenous) constructs in the nomological network of 

their structural equations model: quantity of knowledge sharing and quality of 

knowledge sharing. To measure quantity, they employ actual usage metrics build 

into the virtual community software that they studied. These are converted to 

a seven point Likert scale for analysis. To measure quality, they adapt measures of 

information system satisfaction from the literature (DeLone and McLean 2003, 

McKinney et al. 2002). 
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Figure 1 summarizes and illustrates the model introduced here. It incorporates the 

theoretical ideas discussed in Section 4 as well as the motivational distinctions and 

the conceptualization of knowledge sharing as a dependent variable. It is impor-

tant to note that the width of the rectangles representing theoretical motivating 

factors (social exchange, altruism, etc.) are meant only to suggest the possible 

range of self-determination involved as an illustration of the concept. The actual 

extent of the internalization of these factors varies based on the individual and the 

context. Furthermore, while we contend that the extent of self-determined motiva-

tion has a significant and positive influence on knowledge sharing, we acknow-

ledge that strictly extrinsic motivations may have an effect, as well, although we 

contend that it is a lesser one. 

6 Summary and Conclusions 

Lesser and Storck (2001) note increasing recognition of the importance of com-

munities of practice to organizations. Such communities – especially when facili-

tated by technological systems – can help an organization respond to customer 

needs more quickly, facilitate the training of new employees so that they quickly 

get up to speed, act as a repository of organizational knowledge so that employees 

do not reinvent the wheel, and act as incubators for ideas about new products or 

services. They also serve as unconventional, albeit very useful, multiparticipant 

decision support systems for unstructured and wicked decisions. 

This chapter highlights the literature related to understanding knowledge shar-

ing via low regulation, asynchronous, multiparticipant decision support systems – 

which are conceptualized as a special case of virtual communities of practice. We 

find that there has been very little research done in understanding motivations to 

share know knowledge, but the few studies that exist present a fairly broad and 

comprehensive coverage of the theoretical principles that can be applied. 

We have assembled these theoretical ideas into a research model by integrating 

key ideas relating to motivation and social relationships in virtual communities, 

and identifying and filling gaps in the theoretical structure. This model may not be 

comprehensive, but proper operationalization and measurement of the constructs 

Figure 1. A motivational model of knowledge sharing in virtual communities 
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will explain a good amount of the variance in the quantity and quality of know-

ledge shared in virtual communities of practice. 

A major thrust of this chapter is to stress the relative importance of fostering in-

trinsic motivation in inculcating positive knowledge sharing behaviors. There has 

been a recent explosion of outlets for voluntary (autonomous and self-determined) 

knowledge sharing in the virtual world. Blogs, for example, have recently received 

a great deal of attention in the practitioner media (e. g., Baker 2006) for their im-

pact, both positive and negative, on organizations. Because the most compelling 

blogs are those in which knowledge is shared freely and autonomously, it would 

seem to be of great value for organizations to harness the motivations behind such 

knowledge sharing behavior (Nardi 2004). We have observed that while extrinsic 

motivators (e. g., managerial controls and incentives) may be useful for encourag-

ing (or mandating) participation in virtual knowledge sharing communities, intrin-

sic and self-determined motivation may potentially be more important for the 

ultimate success of such communities in supporting decision making or other 

business goals. While it may seem trite, the old saying that you can lead a horse to 

water, but you can’t make him drink may be particularly relevant to knowledge 

sharing in virtual communities. 
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CHAPTER 19 

The Nature of Group Decision Support Systems 

Paul Gray 

School of Information Systems and Technology, Claremont Graduate University, Clare-

mont, CA, USA 

In organizations, decisions usually involve multiple persons working together, spending 

considerable time in meetings. Group decision support systems (GDSS) are designed to help 

groups in meetings reach consensus. Such systems started with facilities (called decision 

rooms) in which people work together at the same time and in the same place. Such decision 

rooms contain individual computers where people can do private work, public screens seen 

by all, and networks and software to support both group and individual work. Over time, 

GDSS has expanded to include people located in different places and at different times. 

Although GDSS hardware is mostly off-the-shelf, specialized software is used for generat-

ing organizing, and prioritizing ideas, for organizational memory, and other tasks associated 

with group work. This chapter discusses the nature of GDSS, includes brief descriptions of 

early decision rooms, and considers major software vendors. The chapter concludes that 

GDSS is now a mature technology, many of whose concepts are now embedded in the way 

organizations work, and the major legacy of University research is to practice what was 

learned about individual and group behaviors in computer-based environments.  

Keywords: Group decision support systems; GDSS facilities; GDSS hardware; GDSS 

software; Idea generation; GDSS software vendors; GDSS status; GDSS future 

1 Introduction 

1.1  What is a GDSS? 

The conventional view of decision support systems is that they are intended to 

support an individual decision-maker who selects among alternatives. In the real 

organizational world, decisions usually involve a group of people working to-

gether and spending a considerable amount of their time meeting with one an-

other. Group decision support systems (GDSS) are decision support systems de-

signed to help such groups reach consensus on what is to be done.  

Group decision support systems, in their simplest sense, go back in history to 

people sitting around a campfire. In organizations, they reflect what goes on 

around a conference table. In military headquarters, such as Winston Churchill’s 

war room in World War II (see Section 2.1), they were augmented by maps on the 

wall and they printed dispatches on the battles in progress. By the early 1960s, 
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conference room systems built by Robert Widener around slide shows of weekly 

updated business results were used as executive information systems by firms 

such as AT&T. The first system that involved the use of computers was developed 

in 1967 at Stanford Research Institute (Johansen 1988; Markoff 2005) by Doug 

Engelbart (see Section 2.5). 

Note that the outcomes of meetings, whether held conventionally or using 

GDSS, are not necessarily decisions. Often, the meeting defines or clarifies the 

alternatives that need to be analyzed and considered in making a final choice. This 

chapter, however, uses the term ‘decision meeting’ for both cases.  

1.2  Initial Electronic GDSS 

The initial electronic systems were located in a single room and offered the fol-

lowing:  

• Individual displays (called ‘private screens’), usually PCs or worksta-
tions, available to individual group members to retrieve information and 
do their own work. However, in some cases, where executives were as-
sumed not to be able or want to use the computer, only a single com-
puter, operated by a technician, was used.  

 

Figure 1. Initial University of Arizona GDSS room 
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• A large common display screen (called a ‘public screen’) that could be 
seen by everyone.  

• A network to distribute information to both the private and public 
screens. 

• Software to support both group and individual work.  

• A person skilled in running meetings (called a ‘chauffeur’ or ‘facilita-
tor’, Section 1.3) sometimes is included to keep the meeting on track 
and make it more efficient. 

Figure 1 shows an example of such a room at the University of Arizona. 

1.3  Meeting Styles  

GDSS meetings can be run in three styles: chauffeured, facilitated, or interactive.  

• In the chauffeured mode, verbal communications dominates. The group 
is led by a trained facilitator who helps the group work on their decision 
problem. Only one person enters group information into the computer. 
The public screen is, in effect, a blackboard that serves as a group mem-
ory.  

• In the supported mode, like the chauffeured mode, a facilitator helps the 
group. However, all group members have access to the computer, and 
can enter and retrieve information. Communication is both verbal and 
electronic. The public screen and a file server act as the group memory. 

• The interactive mode doesn’t use a facilitator. Individuals use parallel, 
anonymous, electronic communications to interact with their computer 
workstations. The full group memory can be retrieved at the worksta-
tions. Each individual can submit information to the public screen. 

In practice, individual GDSS meetings may use two or all three meeting styles.  

1.4  Types of GDSS 

GDSS can operate at the same time or at different times, and in the same place or 

in different places. That is, as shown in Figure 2 and in Table 1, four combinations 

are possible.  

Most of the original decision rooms fell into the same time, same place cate-

gory. In effect, they were conventional conference rooms with computer support 

added. Two experimental facilities (one at Southern Methodist University and the 

other at Claremont Graduate University) created two decision rooms which were 

connected through video conferencing. The video conferencing allowed people in 

separate places to work together at the same time. An alternative approach to same 

time, different place GDSS was to use portable computers, connected by wireless, 

in which people could participate from wherever they were. They could also tog-

gle to see the public screen. With people’s calendars often making it difficult to 
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Figure 2. Types of GDSS 

assemble everyone for a meeting at the same time, a natural extension was to create 

GDSSs in which time is not a constraint. A simple form is the team room, that is, 

a dedicated facility where people assigned to a project could work. Project informa-

tion could be stored and displayed in the room. This arrangement supports people 

who spend only part of their time working on a project or who telecommute and are 

not available every day. An example of a team room used in such a different time, 

same place GDSS was the one located at the Chiat\Day advertising agency in Santa 

Monica, California.  

Table 1. Types of GDSS 

Mode Example 

Same time, same place Decision room such as shown in Figure 1 

Same time, different place 2-way video plus screen sharing; portables around 

building connected through wireless 

Different time, same place Team room such as at Chiat/Day; workers on differ-

ent shifts using same decision room 

Different time, different place Computer conference, voice mail 
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The final option, different time, different place, is the meeting without a physi- 

cal meeting. Here people communicate asynchronously in a store and forward 

mode, where their input is placed on a central computer for retrieval by others. 

Communications between a team in the U.S. and an outsourced team in India with 

a 15-hour time difference, or computer conferencing and (less elegantly) voice and 

video mail are examples.  

Note that, except for same time, same place GDSS, each of the other types of 

GDSS described in Table 2 are, in effect, a form of virtualization. Virtualization is 

discussed further in Section 4.8.  

1.5  GDSS Activities  

GDSS enables people in meetings to work together more effectively. For example, 

people are able to work simultaneously in a meeting rather than having to wait 

until it is their turn to speak. That is, GDSS provides a form of human parallel-

processing. It gives everyone a chance to provide input, rather than limiting the 

conversation to a few dominant people. In addition, individuals can provide input 

anonymously so that they are not punished for unpopular opinions.  

GDSS meetings can be richer in content. With the combination of more effi-

cient meetings and the ability to retrieve information during the meeting, addi-

tional options and considerations can be discussed. GDSS also imposes more 

process structure on a meeting, which helps keep the focus on the subject of the 

meeting, and discourages digressions and non-productive behavior. Techniques 

such as brainstorming and voting aid in reaching consensus.  

By using GDSS, with its capabilities to record and save what occurs during 

a meeting, organizational memory improves and it is possible to retrieve what 

occurred in previous meetings.  

GDSS is a form of many-to-many communications where everyone is involved 

actively. It is not useful for meetings which are one-to-many, such as a Power-

Point presentation, where the objective is to transmit specific information from 

a presenter to a passive group.  

1.6  GDSS Versus  

Computer-Supported Cooperative Work  

GDSS fill a different purpose than computer-supported cooperative work (CSCW). 

CSCW refers to groups of people working collaboratively who are supported by 

computer-based systems. Although this definition sounds similar to GDSS, the 

CSCW objective is to work together on solving a problem rather than on reaching 

a decision (Coleman 1997). As a result, the CSCW software (such as Lotus Notes) 

focuses on sharing knowledge rather than on decision making. In the Universities 

and in industry, the people and the research topics differ.  
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1.7  Chapter Organization 

Following a description of GDSS built before 1990 (Section 2), this chapter dis-

cusses GDSS technology, including hardware (Section 3) and software (Sec-

tion 4). The chapter concludes with an evaluation of the state of GDSS and its 

future (Section 5).  

2 Early GDSS Rooms  

Group decision support systems (GDSS) have a long history. By the time the con-

cept came to fruition, the idea had already been in the air for some time. The fol-

lowing is a set of personal recollections of decision rooms built before 1990, en-

riched by information from sources referenced. Almost all these decision rooms 

were single-room facilities for aiding in group decision making.  

2.1  Start With Churchill 

If we view GDSS as providing help to a group of people reaching a decision, then 

GDSS goes back into ancient history. To keep this history within bounds, go back to 

World War II where both sides maintained various kinds of war rooms. Churchill’s 

war room (located in the basement of the Treasury Building in London, off Regent 

Park and a block from 10 Downing Street) is now a museum open to the public for 

a $15 admission charge. As shown on its Web site (http://cwr.iwm.org.uk/) its main 

facility, the Cabinet Room, consists of a large table at which all the ministers sat in 

front of Churchill with their red document box. Maps of the world on the wall show 

the territories of the British Empire, then at its height, in red. Pins in the oceans 

denoted the locations of allied convoys. Communications were routed into the war 

room to keep abreast of the current war status. Although there were no computers as 

we know them, the continual information flow, the visual aids, and the physical 

geometry of people around a table made this room a precursor of GDSS. Like most 

operations rooms, it was supported by a large number of ancillary rooms where staff 

did the work needed for the decision meetings.  

2.2  Radar Control in World War II 

The Battle of Britain was won in part because of the decision rooms staffed by 

members of the Women’s Royal Auxiliary Air Force. In these rooms, based on 

radar input, the disposition of forces was placed as objects on a table and moved 

about as friendly and hostile flights and combat took place. The women who 

staffed these rooms used croupier rakes to move the position of resources as 
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events occurred. The display, much like a monopoly board, made it possible for 

commanders to see the location of their forces and of incoming hostile planes, and 

to decide the level of response. 

2.3  The Mechanical Status Board 

At the University of Michigan Willow Run Research Center in the early 1950s, 

a display was developed that took the RAF’s horizontal mechanical table top (see 

Section 2.2) and converted it to a vertical display in which different colored lights 

represented friendly and hostile airplanes and missiles. It was clear at the time that 

such a board, suitably enhanced, could become the display for group decision 

making. 

2.4  Cheyenne Mountain Operations Center 

and NASA Control Room 

The NORAD (North American space defense command) operations center for 

determining airplane, missile, and satellite threats is buried under Cheyenne Moun-

tain, south of Denver. The center, built in the 1960s, uses large displays to track 

friendly and hostile objects. The displays are monitored by senior military officers 

responsible for determining whether a threat exists. The operations center was used 

in many novels, and replicas were built for movies, such as the 1983 War Games.  

The basic idea of the Cheyenne center was followed for the operations centers 

of NASA’s space flights. Both Cheyenne and NASA are examples of operational, 

as distinguished from planning uses, of GDSS.  

2.5  Engelbart’s Augmented Research Center  

Doug Engelbart, head of Standford Research Institute International’s Augmenta-

tion Research Center and inventor of many computer innovations routinely used 

today, such as the mouse, also built the first electronic group decision room 

around 1967. The room supported the meetings of the technical group. Remember 

that 1967 was a time before the PC. The facilitator (usually the senior person in 

the room) operated a full work station. People sitting around the table used dis-

plays and each had a mouse. (Johansen et al. 1991). A large public screen was 

available at the front of the room. The system could support any combination of 

the time-place options discussed in Section 1. 
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2.6  Decision Rooms by Gray, Wagner, Nunamaker, 

and Others 

In the early 1980s, three GDSS systems were built, two in Texas and one in Ari-

zona. The Southern Methodist University (SMU) system, built by Paul Gray, con-

sisted of two rooms in buildings across the street from one another and connected 

by hard-wired video cables. The main room, in the business school, contained eight 

Xerox Star machines on a network, with a server, a Prime minicomputer, a telecom 

server, and a large laser printer. The other, in the engineering building across the 

street, was built around Crememco PCs on a network. Both systems used a projector 

and large public screens at the front of the room, which could show the screen of 

any workstation or the video from the other room. The business school room also 

included an observation area behind one-way glass, similar to those in management 

laboratories, for observation. The main room was in a U-shaped conference style, 

the second room had stations scattered around the room, facing the screen. The 

rooms are described in Gray et al. (1981, 1994). 

At the same time, a similar, but larger room was being built independently at 

Execucom Systems Corporation in Austin by Jerry Wagner, the CEO. Like the 

main SMU room, it featured PCs in front of each participant and had a U-shaped 

conference arrangement. The PCs were networked with connections to a mini-

computer and to a public display screen at the front of the room. Execucom also 

developed a set of software called Mindsight. 

The third room, built by Jay Nunamaker at the University at Arizona around 

NCR minicomputers, was similar in organization to the two in Texas. In subse-

quent years, Nunamaker built three additional rooms organized like lecture rooms 

rather than as a conference table. Nunamaker and his research team also created 

a set of software specifically for use with his decision rooms that allowed partici-

pants to generate and vote on ideas and make decisions. This software was later 

commercialized by under the name GroupSystems by Ventana Corporation of 

Tucson, Arizona, a firm sponsored by the University of Arizona and IBM Corpo-

ration. Nunamaker’s rooms are described in Gray and Nunamaker (1993). 

These three rooms are part of a large number of rooms that were created at uni-

versities. Facilities at over thirty universities, some with multiple rooms, are de-

scribed in Wagner et al. (1993). The university rooms were used primarily for 

research. 

2.7  London School of Economics and Metapraxis 

in the UK 

Two very different rooms were built in the U.K. One was at the London School of 

Economics by Prof. Larry Phillips, which was later commercialized. Called “The 

Pod”, the room was remarkably low-tech compared to U.S. rooms. The table was 
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circular, to eliminate the conference room’s power seat. However, in practice, the 

person in charge of the group using the facility invariably sat closest to the door. 

The system used only one computer, which was operated by an assistant during 

the meeting (it was assumed that British executives would not operate PCs or 

terminals). However, the room contained multimedia capabilities built in overhead 

for TV, slides, and other technology that was available at the time.  

The second room was at Metapraxis, a consultancy of which the legendary Sir 

Stafford Beer was a director. Metapraxis built its own system (called, simply, the 

Boardroom) and helped firms in the UK build systems in their own boardrooms. 

Although the Boardroom used a more conventional seating pattern than Phillips’ 

room at the London School of Economics, it again used only one computer plus 

conventional multimedia including videoconferencing. In a typical setup, two 

computer projection screens and two blackboards were used as public screens.  

2.8  NEC Decision Room in Japan 

NEC (Nippon Electric Corporation) built a decision room on the 38th floor of its 

headquarters building in Tokyo in the 1980s, and offered versions of it commer-

cially. These were large, elegant rooms in which the technology was similar to the 

Metapraxis system but on a much grander scale. The room was still in existence in 

1998 when it was used for a presentation to President Chirac of France.  

2.9  University of Minnesota SAMM 

The software aided meeting management (SAMM) system was the second genera-

tion of GDSS built at the University of Minnesota. The first, called computer-

aided meeting, with four stations, was a prototype assembled by Brent Gallupe for 

his dissertation. SAAM, which became the workhorse experimental facility, was 

built in the late 1980s around a grant of computers from NCR. Its homegrown 

software differed from that at Arizona. The team was headed by Gerardine De-

Sanctis, Gary Dickson, and Marshall Scott Poole.  

2.10  Lockheed’s Executive Information System 

A forerunner of electronic GDSS in industry was the executive information system 

(EIS) built at Lockheed-Georgia in 1979 (Houdeschel and Watson, 1987; Watson, 

et al. 1992). Working in a mainframe world, Lockheed-Georgia built an EIS for 

monitoring airplane production that was available on 12 executive’s desks when it 

began, and on 70 desks eight years later. Although it did not include a decision 

room, per se, it served as the basis for decision making by the firm’s management.  
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2.11  Capture Lab and Colab 

These two rooms focused more on computer-supported cooperative work (see 

Section 1.6) than GDSS. Marylin Mantei, an expert in human-computer interac-

tion, working at Electronic Data Systems (EDS) in the late 1980s, built the Cap-

ture Lab, a meeting support room for capturing design decisions and design ra-

tionale for General Motors engineers (Manteii 1988). The system consisted of 

tables with embedded Macintosh computers and a Macintosh that controlled 

a front screen. Front screen access was via a preemptory handover mechanism. 

A number of groups used the room and were observed. The room’s strength was 

its use for joint authorship meetings (Lin and Hodes 1997).  

The Colab project at Xerox PARC (Stefik et al. 1987) was built by a group 

headed by Mark Stefic. Its objective was to create a computer-supported coopera-

tive work environment for the firm’s knowledge systems group. Its impetus was to 

create something better than the extensive use of chalkboards to record group 

meetings and to allow transfer of their results to their computers for future use. 

The system included four Xerox Star workstations plus a group leader station and 

a ‘liveboard’, a very large public display based on a Hughes video projection sys-

tem. Three other Colabs were built at locations throughout the Xerox Corporation.  

2.12  Other Commercial Facilities 

IBM and other firms adopted the decision room concept for their own use. IBM, 

for example, adopted the University of Arizona room format and software, and 

sold copies of its rooms to other firms.  

3 GDSS Hardware  

Electronic GDSS became possible through advances in both hardware and soft-

ware. The initial same time, same place decision room, for example, used existing 

technology that was new at that time: stand-alone computers (mostly PCs) work-

ing on a network. GDSS-specific software, on the other hand, was created to pro-

vide functions that were not universally required previously in stand-alone deci-

sions support systems. In this section, we consider hardware; software is discussed 

in Section 4.  

The hardware used for the initial University of Arizona room (Section 1), for 

example, was built around NCR PC4 microcomputers, PC2PC networking, inter-

active video disk, and a file server. Barco large-screen projection technology pro-

vided the public screen.  

Over time, refinements were added to these single room configurations: over-

head cameras that allowed displays of hard copies on the public screen, video to 

allow people who are elsewhere (e. g., in other, remotely located decision rooms) 
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to participate via videoconferencing, observation areas via one-way glass for peo-

ple not involved in the conference, minicomputers providing storage and routing, 

and distributed user locations tied together by the Web, to name just a few. Fixed 

desktop PCs were replaced in some facilities with laptops. Wireless was intro-

duced. Multiple public screens increased the amount of information available to 

the group as a whole.  

In short, the technology applied to GDSS is quite routine rather than created 

specially for GDSS. As new electronic equipment came onto the market, it would 

be incorporated into facilities. Reasons for using off-the-shelf standard technology 

include: 

1. The desire to keep the up-front costs of the electronics reasonable.  

2. The more specialized the electronics, the longer it takes for the system to 

become operational, and hence the less likely it is to be completed.  

3. The limited computer knowledge of the executives who are its primary 

audience.  

Although existing hardware, such as projection equipment, may be used in inno-

vative ways, it all starts with off-the-shelf equipment. As discussed in the next 

section, it is software that distinguishes GDSS.  

Considerable investments, however, are made in the physical facilities used by 

senior executives because the physical organization of facilities (its look and feel) 

can affect outcomes and determine whether the facility is used. GDSS designers 

take human factors into account. To be commensurate with executive status, when 

that is the audience, rooms are carpeted, tables use expensive wood, and chairs are 

comfortable. Lighting and wall colors are subdued so that public and private 

screens can be read easily. The electronic displays are made unobtrusive by, for 

example, imbedding them in the tables so that people in the same location can see 

one another. Acoustics are designed to make sure that people can hear one an-

other. Since users become impatient if they need to wait more than a second or 

two for a screen to display, wide-band local area networks are used with sub-

second response. The facilities are also designed so that they can be used by small 

groups (3 to 5 people) and large groups (15 or more). Most facilities provide small 

breakout rooms for meetings of subgroups.  

System reliability is a particular important design parameter. If the system goes 

down, not just one individual but every member of the group is affected. The re-

sult is not only the cost and disruption of people’s time, but also the trust placed in 

the system.  

4 GDSS Software 

GDSS-specific software provides functions that were not available in the previous 

stand-alone decision support modes. These functions, described in this subsection, 

include: 
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• Idea generation • Anonymity • Organizational 

memory 

• Idea organization • Stakeholder identifi-

cation 

• On-line question-

naires 

• Idea rating/  

prioritization  

• Communication 

among participants 

• Session manager 

With large numbers of people involved in a GDSS meeting, many of whom are 

not particularly computer savvy, ease of learning, ease of use, and user friendli-

ness are important considerations. New people coming into a GDSS session need 

to be able to learn to use the system and the software quickly. A rule of thumb is 

that learning time should be less than five minutes for the system and for individ-

ual software packages.  

Much of the software described in the following subsections were developed at 

the University of Arizona (Gray and Nunamaker 1993) and later marketed by 

a spin-off from the University, now named GroupSystems.  

4.1  Idea Generation, Organization, and Prioritization  

One of the first and still important uses of GDSS was to improve the quality and 

speed with which participants in a meeting can generate new ideas and reach con-

sensus on which ideas are to be further pursued. Idea generation can occur at vari-

ous levels – from trying to generate a completely new product to a way of solving 

a minor problem in a current project. Although many paper and pencil methods 

(such as the nominal group technique) were available, they tended to be slow, 

resulting in high costs and often generating few ideas. GDSS software mechanized 

and expanded the idea-generating techniques.  

Software supports the four steps involved: 

• Developing ideas 

• Organizing the ideas  

• Rating the ideas  

• Prioritizing the ideas for implementation  

In a typical scenario, people are given a problem (e. g., what to do about a new 

bug that was found in a program) and asked to suggest ways of solving it. They 

respond by typing their idea into their computer. The result is included in a com-

mon database and may also be shown on the public screen. The ideas are made 

available to other people who can, if they so choose, build on the idea or generate 

a completely new idea. This process continues until the group starts running out of 

ideas. (This process is based on a paper and pencil method called brainwriting 

(Syque 2006)).  

The net result is a long list of ideas. Many are variations of a category (e. g., repair 

the bug, replace the subroutine). Therefore, the first step is to organize the list so that 
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similar ideas are grouped together into issues and duplicates are eliminated. As part 

of this process, the meeting participants create a jointly organized document. 

Some ideas are, of course, better than others in terms of their ability to solve the 

problem, the costs involved, and other decision criteria. Therefore, the next step is 

to rate the quality and practicality of the ideas. Here voting and alternative evalua-

tion methods can be used. Voting can be as simple as yes/no or more complex, 

such as ranking.  

The final step is to prioritize the suggested solutions so that implementation can 

begin. More sophisticated analyses, such as the analytic hierarchy process (Saaty 

1982) and multiple criteria decision making, can be applied. 

4.2  Anonymity 

Idea generation, like other public expressions in meetings, carries with it the risk 

to individuals that some of their suggestions will be perceived negatively, particu-

larly at the supervisory level. GDSS software allows the expression of ideas and 

voting to be anonymous.  

4.3  Stakeholder Identification 

Developing solutions for an issue usually requires determining its stakeholders. 

A stakeholder identification module, often based on Mason and Mitroff’s (1981) 

work, is available for group use.  

4.4  Electronic Communication Among Participants 

A GDSS makes it possible for people in a meeting to communicate privately with 

one another by sending messages (e. g., Gray, Mandviwalla et al. 1993). For ex-

ample, a participant may try to rally support for a position by sending a message 

that appears on the screen of a specific individual without being heard or seen by 

others. This capability is equivalent to a simple chat room. 

4.5  Organizational Memory 

The central computer associated with the GDSS serves as an organizational mem-

ory. Records are kept from meeting to meeting. A group dictionary is used to store 

the agreed upon definitions of terms to reduce ambiguity. Semantic nets structure 

and analyze information. Documents relating to the issue being discussed can be 

made available for electronic retrieval. All of this information can be searched. 
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4.6  On-line Questionnaires 

On-line questionnaires to explore a question or to run a round of a Delphi can be 

created quickly and analyzed. 

4.7  Session Manager 

A session requires careful managing before, during, and after the meeting. The 

meeting must be scheduled, an agenda prepared, and information needed for the 

meeting needs to be gathered and stored beforehand. Much of this information is 

made available to participants so they can prepare. Software is also available to 

aid the meeting leader or facilitator in managing the meeting itself and for orga-

nizing the results after the meeting.  

4.8  Virtualization 

Most of the discussion of GDSS software and hardware systems implementation 

thus far implies that the GDSS participants of a group decision support session are 

co-located. As discussed in Section 1.4, that is not a necessarily the case. Remote 

cooperative work was possible in the earliest systems. For example, the installa-

tions at Southern Methodist University (Gray 1981) and at Claremont Graduate 

University both consisted of two rooms, physically separated from one another, 

each with its own same time, same place GDSS system, and a video connection 

between them that allowed people in each room to see and talk to one another. 

A later example of a two-room arrangement was the use of videoconferencing by 

Doug Vogel and Maryam Alavi to connect between the third room at the Univer-

sity of Arizona (Section 1.6) and a GDSS at the University of Maryland. In this 

experiment, student groups at the universities were able communicate and discuss 

as through they were in the same facility. Other forms of virtualization are dis-

cussed in Johansen (1988).  

Virtualization becomes possible when the same software is available to all and 

a common data store is used. Thus, when people separated in space and/or time 

participate in a GDSS conference, they are on the same computer network (nowa-

days, usually the Internet) so that they share information and can interact in the 

discussion. Virtualization in general is discussed in Igbaria et al. (2001) and its 

implication for group work such as in GDSS, in Qereshi and Vogel (2001).  
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4.9  Software Vendors  

Table 2 lists some of the vendors of group systems software and briefly describes 

the products they offer. Table 3 gives the web addresses as of 1 July 2006 for each 

of the firms listed in Table 2.  

Table 2. GDSS software vendors 

Firm Software Products 

GroupSystems A full service operation founded in 1985 as Ventana Corporation, 

a spin-off from the University of Arizona with funding from IBM 

Corporation. Reorganized and re-funded in 2005. Continues to 

sell its original software. Offers almost all features listed in Sec-

tion 4. Introduced “Think Tank”, a version that is Web-based, 

uses a service-oriented architecture, and handles distributed 

meetings in 2006.  

Microsoft:  

NetMeeting 

A predecessor of Microsoft LiveMeeting. Uses Microsoft Office 

Systems and the Internet. Provides audio and video conferencing, 

chat, file transfer, program sharing, remote desktop sharing, and 

whiteboard. 

Microsoft: 

LiveMeeting 

Designed for Windows Vista. Capabilities of NetMeeting. Small 

group and large group interaction.  

Expert Choice Computer implementation of Saaty’s (1982) analytic hierarchy 

process. Used for groups to reach consensus once alternatives are 

defined.  

Logical  

Decisions 

A prescriptive decision-making tool designed around decision 

analysis. 

Facilitate A creativity tool that includes brainstorming, categorization, 

voting and prioritizing, action planning, and surveys. Produces 

documents at the end of a meeting.  

Robust Decisions Offers Genie, a computerized decision analysis tool for team 

members working on the Web to help groups make decisions. 

Brainstorming.com Brainstorming and idea filtering only. 

WebIQ A Web-based tool for decision making that allows people to 

work at different times as well as in different places. 

Meetingworks Like WebIQ, allows different time, different place.  

Grouputer  

Solutions 

An Australian firm with emphasis on sales applications.  

Groove Groupware for cooperative work file-sharing, virtual office. 

Based on Microsoft Office/Vista.  

WebEx Uses the Web plus audio and video to create on-line conferences. 

Primarily for small group meetings. 
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Table 3. Web addresses of firms listed in Table 2 

Firm URL 

GroupSystems http://www.groupsystems.com/page.php?pname=home 

Microsoft: NetMeeting http://www.microsoft.com/windows/netmeeting/  

Microsoft:  

LiveMeeting 

http://www.microsoft.com/uc/ livemeeting/default.mspx  

Expert Choice http://www.expertchoice.com/ 

Logical Decisions http://www.logicaldecisions.com/  

Facilitate http://www.facilitate.com/  

Robust Decisions http://www.robustdecisions.com  

Brainstorming.com http://www.brainstormingdss.com/ 

WebIQ http://www.webiq.net  

Meetingworks http://www.entsol.com/index.html  

Gouputer Solutions http://www.grouputer.com  

Groove http://www.groove.net/home/index.com 

WebEx http://www.webex.com/  

5 Status and Future of GDSS 

5.1  The Universities 

Although research continues on aspects of group support systems, the glory days 

for GDSS in universities are past. A search of the MIS Quarterly (MISQ), MIS 

Quarterly Executive, Journal of MIS (JMIS), Google Scholar, Google, and Yahoo 

found little published after 2003, with much of the publication having occurred 

before 1996. Although technical sessions dedicated to GDSS were still being held 

at the annual Hawaii International Conference on Systems Science (HICSS) in the 

early 2000s, the number of papers presented declined steadily over the years. The 

term GDSS is no longer used to name tracks at HICSS. 

Most of the research in universities was concerned with the social and organ-

izational impacts of GDSS. Such research involves large number of subjects be-

yond the technical facilities. Given the limitations of what can be done in univer-

sity settings, much of the published experimental research reports discussed the 

same place, same-time, single-room environment. Most of the work involved 

straight-forward issues such as the effect of anonymity, group size, and facilita-

tion. Furthermore, university GDSS facilities gradually deteriorated over time 

because of the cost of maintaining them, and the declining interest in the subject. 

At many (but not all) universities, the subject appears to be mined out.  

Yet, business schools in universities adopted many of the ideas of GDSS in 

their classrooms. At the MBA level, for example, students regularly bring their 

notebooks computers to class and plug into the local area network. Multiple public 

screens, extensive video facilities, and group software are available in classrooms. 
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Where students work in participatory mode, such as in case discussion, they can 

and do use GDSS developments. 

5.2  Industry 

It is more than a quarter century since personal computers became available. In 

technologically advanced companies, just as in MBA classrooms, GDSS hardware 

and software is routinely available in conference rooms and in team rooms. Tele-

commuters and people in other facilities can be brought into meetings through the 

Web with both audio and video. For firms involved in outsourcing around the 

world and employees’ time at work literally following the sun, different time, 

different place GDSS is available to help teams communicate and to solve prob-

lems together. A second example of the impact of developments in GDSS (and 

computer-supported cooperative work) are products that allow people to work on 

a problem through analyses, post notes on each other’s screens, and even work off 

the same screen. A third example is ‘webinars’ in which firms or individuals 

broadcast live seminars on the Web, extolling the virtue of a product or technique 

(same time, different place meeting) or provide on-demand downloads of seminars 

on their offering (different time, different place). Viewed from this perspective, 

GDSS is now routine rather than experimental.  

On the other hand, the world of practice did not accept GDSS as developed in 

the universities in a significant way. GDSS is a different way of making decisions. 

It requires significant technology investment with difficult-to-determine return on 

investment and it creates a more democratic process for which many managers are 

not ready. GDSS in industry was also overtaken by the explosion of distributed 

and virtual teams. Perhaps the biggest legacy of GDSS to practice is what was 

learned about individual and group behaviors in a computer-based environment.  

5.3  The Future 

Based on events in the universities and in industry, it is safe to say that GDSS in 

2006 is a mature technology. As is the case for most mature technologies, hard-

ware and software improvements can be expected to be incremental rather than 

transformational. Having said that, it is still true that developments both outside 

and inside the GDSS field, can occur that would result in fundamental change.  

The best analogy, perhaps, is business intelligence. As discussed in Part 7, 

Chapter 5 of this Handbook, business intelligence came out of executive informa-

tion systems, which was a mature technology around 1990. The improvements in 

data bases, in data warehouses, and in computing capabilities in the 1990s proved 

to be disruptive technologies that revitalized business intelligence in the 21st cen-

tury. Whether advances in hardware and software will cause the same fundamental 

change in GDSS remains to be seen.  



388 Paul Gray 

References 

Chapman, R., “Helping the Group Think Straight,” in Darwin, 2003. Available via 

http://www.darwinmag.com/read/080103/group.html. Cited August 2003. 

Coleman, D. (ed.) Groupware: Collaborative Strategies for Corporate LANs and 

Intranets. Upper Saddle River, NJ: Prentice Hall, 1997. 

Gray, P. et al., “The SMU Decision Room Project,” in Transactions of the 1st In-

ternational Conference on Decision Support Systems. Atlanta, GA, June 1981. 

Gray P. (ed.) Decision Support and Executive Information Systems. Engelwood 

Cliffs, NJ: Prentice Hall, 1994. 

Gray, P., M. Mandviwalla, et al. “The User Interface in Group Support Systems,” 

in Jessup, L. and Valacich, J. (eds.) Group Decision Support Systems: New 

Perspectives. New York, NY: Macmillan, 1993. 

Gray, P. and J. Nunamaker, “Group Decision Support Systems,” in Sprague, R.H. 

and Watson, H.J. (eds.) Decision Support Systems: Putting Theory into Prac-

tice, 3rd edn, Englewood Cliffs, NJ: 1993. 

Houdeschel G. and H.J. Watson, “The Management Information and Decision 

Support (MIDS) System at Lockheed-Georgia,” MIS Quart, 11(3), 1987, 

127−150. 

Igbaria, M. et al. “Going Virtual: The Driving Forces and Arrangements,” in Chi-

dambaram, L. and Zigurs, I. (eds.) Out Virtual World: The Transformation of 

Work, Play, and Life via Technology. Hershey, PA: Idea Group, 2001. 

Johansen, R., et al. Leading Business Teams. Reading, MA: Addison Wesley 

1991. 

Lin, J. and T. Hodes, “Meeting Support Systems Discussion,” 1997. Available via 

http://bmrc.berkeley.edu/courseware/cscw/fall97/notes/meeting-support-

discussion-groups.html. 

Johansen, R., Groupware: Computer Support for Business Teams. New York, NY: 

Free Press, 1988. 

Mantei, M.M., “Capturing the Capture Lab Concept: A Case Study in the Design 

of Computer Supported Meeting Environments” in Research Paper 030988, 

Center for Machine Intelligence, Electronic Data Systems Corporation, 1998. 

Markoff, J., What the Dormouse Said: How the 60s Counterculture Shaped the 

Personal Computer. New York, NY: Penguin, 1995. 

Mason, R.O. and I.I. Mitroff, Challenging Strategic Planning Assumptions. New 

York, NY: Wiley, 1981. 



 The Nature of Group Decision Support Systems 389 

Qureshi, S. and D. Vogel, “Adaptiveness in Virtual Teams: Organizational Chal-

lenges and Research Directions,” Group Decis Negot (10)1, 2001, 27−46. 

Saaty, T. L., Decision Making for Leaders; the Analytical Hierarchy Process for 

Decisions in a Complex World. Belmont, CA: Wadsworth, 1982. 

Syque, “Brainwriting,” 2006. Available via   

http://creatingminds.org/tools/brainwriting.htm. 

Wagner, G.R. et al., “Group Support Systems and Software,” in Jessup, L. and 

Valasich, J. (eds.) Group Decision Support Systems: New Perspectives. New 

York, NY: Macmillan, 1993. 

Watson, H.J., R.K. Rainer and G. Houdeschel, Executive Information Systems: 

Emergence, Development, Impact. New York: Wiley, 1992. 

 





 

CHAPTER 20 

GDSS Parameters and Benefits 
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Group decision support system (GDSS) technology is designed to directly impact and 

change the behavior of groups to improve group effectiveness, efficiency, and satisfaction, 

and has been studied for more than two decades by researchers. However, as a tool, it is 

appropriate for use in situations with certain characteristics and is not useful in others. This 

chapter delineates and discusses some of the key parameters of this approach based on 

a research model. Parameters are classified based on whether they are related to the tech-

nology, group, task, or context. Their benefits for GDSS outcomes are discussed to provide 

insight into the group decision-making process. 

Keywords: GDSS; Parameters; Group; Task; Technology; Context 

1 Introduction 

Group decision support systems (GDSS) technology is designed to directly im-

pact and change the behavior of groups to improve group effectiveness, effi-

ciency, and satisfaction (DeSanctis et al. 1987). Thus, the primary role of GDSS 

is to make group meetings more productive by applying information technology. 

In this regard, GDSS has been studied for more than two decades by researchers 

from multiple perspectives including system development, human-computer in-

teraction, and group dynamics. Extensive case studies, field studies, and labora-

tory experiments have been carried out and are still ongoing to understand and 

improve the usefulness of GDSS technology for collaborative problem solving 

and decision-making tasks. From an application standpoint, research has also 

focused on GDSS support for many tasks, ranging from strategic planning to 

information system development. 

Unfortunately, many of the studies reported in the literature indicate apparently 

inconsistent findings, making it difficult to make any overall conclusions about 

GDSS use. Several qualitative (Benbasat et al. 1993a, Dennis et al. 1993a, Dennis 

et al. 1991a, Fjermestad et al. 2000, Pinsonneault et al. 1990) as well as quantita-

tive (Baltes et al. 2002, Benbasat et al. 1993b, Dennis et al. 2002, Fjermestad et al. 

1998, Gray et al. 1990; McLeod 1992) analyses have captured these findings. It 
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can be noted that various studies have tried to investigate different aspects of 

GDSS. Based on the desired focus of these studies, the independent variables and 

dependent variables vary greatly. Many intervening variables, which function as 

moderators and influence the specific effects of GDSS, have also been considered 

(Benbasat et al. 1993b). Understanding these moderators can help reduce the con-

fusion in interpreting results and thus highlight the benefits of GDSS. In other 

words, given the complexity of the phenomenon, rather than asking whether 

GDSS use improves performance, it is more useful to ask under what circum-

stances GDSS use improves performance. 

This chapter is organized as follows. Section 2 presents a research model that 

has served as a foundation for much of GDSS research. Section 3 discusses briefly 

the key outcome metrics of interest from a GDSS intervention. Section 4 talks 

about process gains and losses as a means to understand group dynamics. Sec-

tions 5, 6, 7, and 8 discuss the technology, group, context, and task parameters, 

respectively. 

2 Research Model 

Prior research and theory with non-GDSS-supported groups provide a rich start-

ing point for GDSS research. However, as information technology has the ability 

to profoundly impact the nature of group work (Huber 1990), it becomes danger-

ous to generalize the outcomes or conclusions from non-GDSS-supported group 

research to the GDSS environment. For example, such commonly accepted con-

clusions such as: larger groups are less satisfied than smaller groups, or that 

groups generate fewer ideas than the same number of individuals working sepa-

rately, i. e., nominal groups (Diehl et al. 1987, Jablin et al. 1978, Lamm et al. 

1973) have been shown not to hold with GDSS-supported groups (Dennis et al. 

1990d, Dennis et al. 1991b, Valacich 1989). A better approach is to examine the 

underlying theory, which explains why these events occur, and consider how 

GDSS use and various situational characteristics may affect the theory to produce 

different outcomes. 

Figure 1 shows a high-level view of the research model that has guided several 

GDSS research studies, which in turn have provided insights on different GDSS 

parameters and their impact on collaborative work. We contend that the effects of 

GDSS use are contingent on a myriad of group, task, context, and technology 

characteristics that differ from situation to situation and affect the group process 

and in turn its outcome (Dennis et al. 1988). Group characteristics that can affect 

processes and outcomes include (but are not limited to) group size, group prox-

imity, group composition (peers or hierarchical), and group cohesiveness. Task 

characteristics include the activities required to accomplish the task (e. g., idea 

generation, decision choice), and task complexity. Context characteristics include 

organizational culture, time pressure, evaluative tone (e. g., critical or supportive), 
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and reward structure (e. g., none versus individual versus group). Meeting out-

comes (e. g., efficiency, effectiveness, satisfaction) depend upon the interaction of 

these group, task, and context characteristics with the GDSS components the 

group uses (e. g., anonymity) during the meeting process. Thus, it is inappropriate 

to say that GDSS use improves group task performance or reduces member satis-

faction; all such statements must be qualified by the specific situation – the group, 

task, and context and GDSS to which they apply. 

To understand the interaction between these factors, it is useful to examine 

group processes at a more-detailed level. Some aspects of the meeting process 

improve outcomes (process gains) while others impair outcomes (process losses) 

compared to individual efforts by the same group members (Hill 1982, Steiner 

1972). The overall meeting outcomes are then contingent upon the balance of 

these process gains and losses. Situational characteristics (i. e., group, task, and 

context) establish an initial balance, which the group may alter using a GDSS. 

There are many different process gains and losses. Table 1 lists several important 

process gains and losses, but is by no means exhaustive. Each of these gains and 

losses varies in strength (or may not exist at all) depending on the situation. For 

example, in a verbal meeting, losses due to airtime fragmentation, the need to 

partition speaking time among members, depend upon the group size (Diehl et al. 

1987, Jablin et al. 1978, Lamm et al. 1973).  

Each of the technology, task, group, and context parameters is discussed later 

with respect to process gains and losses, as well as the benefits they provide for 

GDSS use. Prior to that, some of the important outcome variables of interest are 

defined and discussed, which can help in measuring the performance of GDSS 

use. 

 

Figure 1. Research model, adopted from Nunamaker (1991) 
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Table 1. Important sources of group process gains and losses, adopted from (Nunamaker 

et al. 1991) 

Common process gains 

More  

information 

A group as a whole has more information than any one member (Lamm 

et al. 1973, Shaw 1981, Steiner 1972) 

Synergy A member uses information in a way that the original holder did not 

because that member has different information or skills (Osborn 1957) 

More-objective 

evaluation 

Groups are better at catching errors than are the individuals who pro-

posed ideas (Hackman et al. 1974, Hill 1982, Shaw 1981) 

Stimulation Working as a part of a group may stimulate and encourage (Lamm et al. 

1973, Shaw 1981) 

Learning Members may learn from and imitate more skilled members to improve 

performance (Hill 1982) 

Common process losses 

Airtime  

fragmentation 

The group must partition available speaking time among members 

(Diehl et al. 1987, Jablin et al. 1978, Lamm et al. 1973) 

Attenuation 

blocking 

This (and concentration blocking and attention blocking below) are 

subelements of production blocking. Attenuation blocking occurs when 

members who are prevented from contributing comments as they occur, 

forget, or suppress them later in the meeting because they appear less 

original, relevant, or important (Diehl et al. 1987, Jablin et al. 1978, 

Lamm et al. 1973) 

Concentration 

blocking 

Fewer comments are made because members concentrate on remember-

ing comments rather than thinking of new ones until they can contribute 

them (Diehl et al. 1987, Jablin et al. 1978, Lamm et al. 1973) 

Attention  

blocking 

New comments are not generated because members must constantly 

listen to others speak and cannot pause to think (Diehl et al. 1987, Jab-

lin et al. 1978, Lamm et al. 1973) 

Failure to  

remember 

Members lack focus on communication missing or forgetting the con-

tributions of others (Diehl et al. 1987; Jablin et al. 1978) 

Conformance 

pressure 

Members are reluctant to criticize the comments of others due to polite-

ness or fear of reprisals (Hackman et al. 1974, Shaw 1981) 

Evaluation 

apprehension 

Fear of negative evaluation causes members to withhold ideas and 

comments (Diehl et al. 1987, Jablin et al. 1978, Lamm et al. 1973) 

Free riding Members rely on others to accomplish goals due to cognitive loafing, 

the need to compete for air time, or because they perceive their input to 

be unneeded (Albanese 1985, Diehl et al. 1987) 

Cognitive  

inertia 

Discussion moves along one train of thought without deviating because 

group members refrain from contributing comments that are not di-

rectly related to the current discussion (Jablin et al. 1978, Lamm et al. 

1973) 

Socializing Nontask discussion reduces task performance, although some socializ-

ing is usually necessary for effective functioning (Shaw 1981) 
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Common process losses 

Domination Some group member(s) exercise undue influence or monopolize the 

group’s time in an unproductive manner (Jablin et al. 1978) 

Information 

overload 

Information is presented faster than it can be processed (Hiltz et al. 

1985) 

Coordination 

problems 

Difficulty integrating members’ contributions because the group does 

not have an appropriate strategy, which can lead to dysfunctional cy-

cling or incomplete discussions resulting in premature decisions 

(Hackman et al. 1974, Hirokawa et al. 1983) 

Incomplete use 

of information 

Incomplete access to and use of information necessary for successful 

task completion (Hirokawa et al. 1983, Mintzberg et al. 1976) 

Incomplete task 

analysis 

Incomplete analysis and understanding of task resulting in superficial 

discussions (Hirokawa et al. 1983) 

3 GDSS Outcome Metrics 

There are several outcomes of a group meeting that may be measured. Key out-

comes include: (1) effectiveness as defined by decision/outcome quality or the 

number of creative ideas/solutions generated, (2) efficiency as defined by the 

process time to complete the task, and (3) participants’ satisfaction with the out-

comes and the process (Benbasat et al. 1993b, Dennis et al. 1998, Drazin et al. 

1985). These outcomes may be considered as triangulating to operationalize the 

performance construct of interest for measuring GDSS benefits. Several other 

outcomes such as the level of group consensus, system usability, and communica-

tion during the process (such as the number of comments) may also be measured 

to assess specific hypotheses, as demonstrated in the literature. 

4 Dynamics of Group Process 

As suggested by the research model in Figure 1, technology, context, and group 

characteristics affect the outcome of a group session. However, the group interac-

tion derived from the combination of these aspects also depends on the GDSS 

intervention provided. Interventions or GDSS process-support styles can be 

broadly classified into three types: (1) chauffeured, (2) supported, and (3) interac-

tive. Each of these interventions is discussed below. 

In general, GDSS tools provide three distinct styles of process support that 

blend different task and process support functions with different amounts of elec-

tronic and verbal interaction. Moreover, these styles can be combined with each 

other and with non-GDSS verbal discussion at different stages of a group meeting 

Table 1. Continued 
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and depend on the role of the meeting facilitator, as discussed below. The primary 

role of a facilitator is to manage collaboration sessions with the help of GDSS 

toolkits, with or without specific knowledge about the subject matter itself. We 

first describe these three styles and then consider the process gains and losses that 

each affects. 

With a chauffeured style, only the meeting facilitator uses the GDSS. A work-

station is connected to a public display screen, providing an electronic version of 

the traditional blackboard. The group discusses the issues verbally, with the elec-

tronic blackboard used as a group memory to record and structure information. 

A supported style is similar to a chauffeured style, but differs in that each member 

has a computer workstation that provides a parallel, anonymous electronic com-

munication channel with a group memory. The meeting proceeds using a mixture 

of verbal and electronic interaction. The electronic blackboard is still used to pre-

sent and structure information, but with each member able to add items. With an 

interactive style, a parallel, anonymous electronic communication channel with 

a group memory is used for almost all group communication. Virtually no one 

speaks. While an electronic blackboard may be provided, the group memory is too 

large to fit on a screen, and thus it is maintained so that all members can access it 

electronically from their workstations. 

The interactive style is the strongest (but not necessarily the best) intervention 

as it provides parallel communication, group memory, and anonymity to reduce 

process losses due to airtime fragmentation, attenuation blocking, concentration 

blocking, attention blocking, failure to remember, socializing, domination, inter-

ruptions, evaluation apprehension, and conformance pressure. Information over-

load may increase, and free riding may be reduced or increased. Process gains 

may be increased due to more information, synergy, catching errors, stimulation, 

and learning.  

The weakest (but not necessarily the worst) intervention is the chauffeured 

style, for which the GDSS does not provide a new communication channel, but 

rather addresses failure to remember by providing focus through a common group 

memory displayed on the electronic blackboard. An increased task focus promoted 

by this style may also reduce socializing.  

Intermediate between these styles is the supported style. When verbal interac-

tion is used, the effect is similar to a chauffeured style; when electronic interaction 

is used, the effects are similar to an interactive style, but with several important 

differences. First, while anonymity is possible with electronic communication, its 

effects on evaluation apprehension and conformance pressure are substantially 

reduced with the supported style because non-anonymous verbal communication 

occurs. Second, attention blocking (and possibly failure to remember and informa-

tion overload) will be increased beyond that of a traditional meeting (or an interac-

tive style) as members must simultaneously monitor and use both verbal and elec-

tronic communication channels. Third, process losses due to media speed, media 

richness, and depersonalization will probably be lower with the interactive style, 

as members can switch media as needed (e. g., if media richness presents a prob-

lem when using the electronic channel, members can switch to verbal interaction). 
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Along with these different styles in which GDSS can be deployed in a group 

session, the role of facilitation is also important for the resultant outcomes 

(Macaulay et al. 2005, Niederman et al. 1996). The general notion is that facilita-

tion can improve GDSS session outcomes, which may or may not be true depend-

ing on the characteristics of the GDSS session. Facilitation has two main dimen-

sions: process facilitation and content facilitation (Bostrom et al. 1993, Miranda 

et al. 1999). Content facilitation involves the facilitator playing the role of an ex-

pert participant, offering new directions or interpretations to the data available in 

the group (Massey et al. 1995). In this respect, the content facilitator functions like 

a group leader. On the other hand, process facilitation involves a GDSS expert, 

who understands group dynamics and provides help to the group in achieving its 

meeting goals in the most effective manner (Anson et al. 1995). Although these 

two dimensions have been noted, much GDSS research has focused on process 

facilitation. Especially in cases where tasks are complex and involve decision 

making, rather than creative idea generation, process facilitation has been found to 

be beneficial in deriving benefits from GDSS deployment (Nunamaker et al. 

1989). 

Recently, research has been focused on understanding and structuring the facili-

tation process (de Vreede et al. 2003). Behavioral patterns observed in group deci-

sion making are used to compose facilitation building blocks, termed thinkLets, 

with the goal of achieving repeatability and predictability in GDSS outcomes (de 

Vreede et al. 2005). While research is still ongoing in this area, preliminary results 

have shown that both human and automated process facilitation can lead to im-

proved group outcomes (Limayem 2006). 

5 GDSS Technology Parameters 

Nunamaker et al. (1991) discuss four theoretical mechanisms whereby GDSS can 

affect the balance of process gains and losses: process support, process structure, 

task support, and task structure (Figure 2). Process support refers to the commu-

nication infrastructure (media, channels, and devices, electronic or otherwise) 

that facilitates communication among members (DeSanctis et al. 1987), such as 

an electronic communication channel or blackboard. Process structure refers to 

process techniques or rules that direct the pattern, timing, or content of this 

communication (DeSanctis et al. 1987), such as an agenda or process methodo-

logy such as the nominal group technique (NGT). Task support refers to the 

information and computation infrastructure for task-related activities (Dennis 

et al. 1988), such as external databases and pop-up calculators. Task structure 

refers to techniques, rules, or models for analyzing task-related information to 

gain new insight (DeSanctis et al. 1987), such as those within computer models 

or decision support systems (DSS). These mechanisms are thus not unique to 

GDSS technology. GDSS is simply a convenient means to deliver either or all of 

process support, process structure, task support, and task structure. But, in many 
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cases, the GDSS can provide a unique combination that is virtually impossible to 

provide otherwise. 

For instance, suppose a faculty committee at a university is charged with gen-

erating a plan to recruit more students to enroll in their undergraduate and gradu-

ate programs. Providing each group member with a computer workstation that 

enables him/her to exchange typed comments with other group members would 

be process support. Having each member take turns in contributing ideas (i. e., 

round robin), or agreeing not to criticize the ideas of others, would be process 

structure. Task support could include information on when, where, and how many 

students applied over the past few years, or about similar academic programs run 

by other universities. Task structure could include a framework encouraging the 

group to consider students from each part of the world (e. g., Asia Pacific, 

Europe) or different types of students (e. g., academic background, financial assis-

tance need). 

 

Figure 2. Hypothesized GDSS effects, adopted from Nunamaker et al. (1991) 
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The large variety of GDSS tools that have been developed over the past two 

decades differ in many aspects. Instead of studying different GDSS tools based on 

their individual features, it is useful to research the fundamental issue that encom-

passes the broad spectrum of GDSS tools available. One of the approaches is to 

study GDSS tools based on the kind of support provided for each of the four 

mechanisms discussed above. An alternative approach involves the use of the 

three-level classification of GDSS systems proposed by DeSanctis and Gallupe 

(1987).  

5.1  Level 1 GDSS 

Level 1 GDSSs are primarily aimed at removing common communication barriers 

and facilitating the exchange of information among group members. Lotus Notes, 

which provide discussion spaces and means to store and organize documents, is an 

example of a level 1 GDSS. Thus, a level 1 GDSS primarily provides process 

support in at least two ways: parallelism and anonymity (Figure 2).  

5.1.1  Parallelism 

Parallelism refers to the ability of group members to communicate simultaneously 

and in parallel (Dennis et al. 1988). No participant needs to wait for others to fin-

ish before contributing information. Thus, parallelism reduces process losses such 

as production blocking (consisting of attention blocking, attenuation blocking, and 

concentration blocking), and airtime fragmentation, which are noted as major 

causes of poor performance in verbally interacting groups (Diehl et al. 1987, 

Lamm et al. 1973). In addition to the aforementioned effects noted in the litera-

ture, the following effects have been hypothesized, but require validation 

(Nunamaker et al. 1991). Free riding may be reduced as members no longer need 

to compete for air time. Domination may be reduced, as it becomes difficult for 

one member to preclude others from contributing. Electronic communication may 

also dampen dysfunctional socializing (Williams 1977). Parallel communication 

increases information overload (as every member can contribute simultaneously). 

Process gains may be enhanced due to synergy and the use of more information. 

Increased interaction may also stimulate individuals and promote learning. 

5.1.2  Anonymity 

Technical components of many level 1 GDSSs include the feature of anonymity, 

which allows participants to share their ideas without identifying the owner. Ano-

nymity is not possible with meetings that involve a verbal component of supported 

and chauffeured styles (discussed later). There are many implications of bringing 

anonymity effects into play in group tasks with the help of GDSS. Theory sug-

gests (Diehl et al. 1987) and field experience confirms that anonymity frees people 
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to criticize ideas, without concerning themselves with the fear of retribution from 

peers or supervisors. The primary role of anonymity is to encourage people to 

participate in generating ideas without inhibition. 

Many laboratory studies and field experiments have studied anonymity as one 

of the parameters affecting the outcomes of GDSS-supported sessions. Laboratory 

studies have shown that teams using anonymous GDSS technology contribute 

many more ideas when they are allowed to enter both positive and negative com-

ments (Connolly et al. 1990). In terms of process losses, several field studies have 

showed that anonymity can affect GDSS outcomes by reducing evaluation appre-

hension and conformance pressure (Dennis et al. 1990b, Dennis et al. 1990c, 

Nunamaker et al. 1987, Nunamaker et al. 1988). Anonymity may encourage mem-

bers to challenge others, thereby increasing process gains by catching errors and 

providing a more-objective evaluation. Anonymity may also provide a low-threat 

environment in which less-skilled members can contribute and learn (Connolly 

et al. 1990).  

On the other hand, anonymity can lead to reduction of social cues, increasing 

deindividuation, an extreme form of which is “flaming” (Siegel et al. 1986). Simi-

larly, anonymity may also increase free riding, as it is more difficult to determine 

when someone is free riding (Albanese 1985). However, when the group meets at 

the same place and time, the lack of process anonymity (i. e., members can see 

who is and is not contributing) as opposed to content anonymity (i. e., members 

cannot easily attribute specific comments to individuals) may reduce free riding 

(Valacich et al. 1992). However, this observation holds for small to medium-sized 

groups only, as it becomes easier to get lost in the crowd as the group size in-

creases. In fact, a study conducted by Valacich et al. (1991) suggests that anonym-

ity may be better thought of as a continuous variable, rather than treating it as 

a discrete variable. In other words, it may be more appropriate to think of degrees 

of anonymity.  

5.1.3  Other Process Support in Level 1 GDSS 

A level 1 GDSS also provides process support through group memory and intro-

duces media effects that reflect inherent differences between verbal and electronic 

communication. Group memory refers to the ability to record all contributions  

by group members. The advantage of providing group memory is that participants 

can decouple themselves from the group to pause, think, type comments, and  

then rejoin the discussion without missing anything (Mintzberg et al. 1976). This 

reduces failure to remember, attention blocking, and incomplete use of informa-

tion, and promotes synergy and more information. Also, group memory lends 

group members the ability to queue and filter information, thus reducing informa-

tion overload. A group memory is also useful should some members miss all or 

part of a meeting, or if the group is subjected to interruptions that require tempo-

rary suspension of the meeting. Group memory may take various forms in differ-

ent GDSS tools. An electronic blackboard, for example, may reduce failure to 
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remember by presenting a summary of key information and reduce dysfunctional 

socializing by increasing task focus. On the other hand, some GDSS may store all 

the information contributed in the session rather than providing a summary, while 

some GDSS may do both (Stefik et al. 1987).  

Media effects due to process support provided by level 1 GDSS tools include 

media speed, media richness, depersonalization/deindividuation, and view size. 

Media speed refers to the fact that typing comments to send electronically is 

slower than speaking (which reduces the amount of information available to the 

group and introduces losses) while reading is generally faster than listening 

(gains) (Williams 1977). Electronic media are less rich than face-to-face verbal 

communication, as they provide fewer cues and slower feedback (losses), but 

typically promote more careful and precisely worded communication (gains) (Daft 

1986). The following media effects are hypothesized, but need further validation. 

Depersonalization is the separation of people from comments, which may promote 

deindividuation, the loss of self- and group-awareness (Williams 1977). This may 

reduce socializing, and encourage objective evaluation and more error catching 

due to less negative reaction to criticism, and increased group ownership of out-

comes (gains). However, reduced socializing and more-uninhibited comments like 

“flaming,” may reduce group cohesiveness and satisfaction (losses). Workstations 

typically provide a small screen view for members, which can encourage informa-

tion chunking and reduce information overload (gains), but this can also cause 

members to lose a global view of the task, increasing losses due to incomplete use 

of information. 

5.1.4  Level 2 GDSS 

In addition to the level 1 features described above, level 2 GDSS tools provide 

decision modeling and group decision techniques aimed at bringing structure to 

the group’s decision-making process (DeSanctis et al. 1987). GDSS tools pro-

vided by GroupSystems.com contain several information analysis tools that can 

quickly and easily organize, model, alter, and rank information, thus transforming 

individual contributions into shared group information. Information categoriza-

tion and voting are examples of such information analysis tools. They have the 

potential to impact the meeting outcomes by helping the group better articulate  

the issue at hand and indicating the level of agreement within team members 

about different aspects pertaining the problem (Sambamurthy et al. 1992). Level 2 

GDSS tools are thus geared toward providing task structure, task support, and 

process structure. 

Task structure provided by level 2 GDSS tools assists the group to better under-

stand and analyze task information, and is one of the mechanisms whereby DSS 

improve the performance of individual decision makers. Task structure may im-

prove group performance by reducing losses due to incomplete task analysis or 

increasing process gains due to synergy, encouraging more information to be 

shared, promoting more-objective evaluation, or catching errors (by highlighting 
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information). Methods of providing task structure include problem modeling and 

multicriteria decision making. While task structure is often numeric in nature, it is 

not necessarily so (e. g., stakeholder analysis (Mason et al. 1981)). 

Task support provided by level 2 GDSS may reduce process losses due to in-

complete use of information and incomplete task analysis, and may promote syn-

ergy and the use of more information by providing information and computation 

to the group (without providing additional structure). For example, groups may 

benefit from electronic access to information from previous meetings. While 

members could make notes of potentially useful information prior to the meeting, 

a more-effective approach may be to provide access to complete sources during 

the meeting itself. Computation support may include calculators or spreadsheets. 

Task support is also important at an organizational level. Simon (1976) argues 

that technological support for organizational memory is an essential part of or-

ganizational functioning. A GDSS can assist in building this organizational mem-

ory by recording inputs, outputs, and result in one repository for easy access dur-

ing subsequent meetings. Although the importance of such an organizational 

memory has been recognized in system development (e. g., CASE tools), it has 

not been widely applied to other organizational activities. 

Process structure provided by level 2 GDSS has long been used by non-GDSS 

groups to reduce process losses, although many researchers have reported that 

groups often do not follow the process structuring rules properly (Hackman et al. 

1974, Jablin et al. 1978). Process structure may be global to the meeting, such as 

developing and following a strategy/agenda to perform the task, thereby reducing 

process losses due to coordination problems. The GDSS can also provide process 

structure internal to a specific activity (local process structure) by determining 

who will talk next (e. g., talk queues) or by automating a formal methodology 

such as the nominal group technique (NGT). Different forms of local process 

structure will affect different process gains and losses. For example, the first 

phase of NGT requires individuals to work separately to reduce production block-

ing, free riding, and cognitive inertia, while subsequent phases (idea sharing and 

voting) use other techniques to affect further process gains and losses. Process 

structure has been found to improve, impair, or have no effect on group perform-

ance (Hackman et al. 1974, Hirokawa et al. 1983, Shaw 1981). Its effects depend 

on its fit with the situation and thus little can be said in general. 

5.1.5  Level 3 GDSS 

Level 3 GDSS tools are characterized by machine-induced group communication 

patterns and can include expert advice in rule selection and execution during 

a group session. Research is ongoing to augment the group decision-making pro-

cess with artificial intelligence techniques such as automatic categorization (Chen 

et al. 1994), information visualization (Chen et al. 1998), etc. Level 3 GDSS tools 

are thus focused on providing intelligence capabilities to process structure, task 

support, and task structure. 
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6 Group Parameters 

6.1  Group Size 

In general, without GDSS, process losses such as production blocking increase 

rapidly with group size, regardless of the task, context, or technology. Based on 

past studies, it is believed that the optimal group size is quite small, typically 3–5 

members (Shaw 1981; Steiner 1972). Interestingly, GDSS research draws a dif-

ferent conclusion: the optimal group size depends on the situation (group task, 

context, technology), and in some cases may be quite large (Aiken et al. 1994, 

Dennis et al. 1993b, Gallupe et al. 1992, Hwang et al. 1994, Nunamaker Jr. et al. 

1991).  

Most studies to date have focused on groups of five or fewer subjects. In com-

parison, a study by Dennis et al. (1990d) that compared small (three-person), me-

dium (nine-person), and large (eighteen-person) groups is noteworthy. It showed 

that the larger the group using the GDSS, the better the performance and satisfac-

tion of the group. The process support mechanisms of parallelism and anonymity 

provided in level 1 GDSS can explain this observation. Given that parallelism 

mitigates production blocking, these process losses that would normally occur in 

large groups are attenuated through GDSS use. Similarly, gains resulting from 

anonymity increase with group size (Valacich et al. 1992). This is because it is 

highly improbable that anonymity will be maintained in small groups consisting of 

three or four members, whereas in larger groups it is easier for a participant’s 

identity to get lost in the crowd. In summary, it can be said that GDSS can posi-

tively affect the outcomes for larger groups more than for smaller groups for the 

context, task, and technology remain the same (Fjermestad et al. 1998). Dennis 

et al. (2002) also found support for the hypotheses that decision times are shorter 

and that satisfaction with the process will be higher for larger groups. 

 

Figure 3. Group size and process gains and losses, adopted from Nunamaker et al. (1991) 
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The effects of group size also depend on the type of GDSS intervention (chauf-

feured, supported, interactive) (Bostrom et al. 1993). A chauffeured style reduces 

a few process losses. Thus, compared to traditional non-GDSS meetings, process 

losses do not increase quite as fast with group size (see Figure 3). A supported 

style introduces more fixed process losses initially (e. g., media speed), but re-

duces the rate at which losses increase with group size. An interactive style ad-

dresses most losses (which therefore increase slowly with group size), but intro-

duces more fixed losses initially. Based on this rationale, many studies have tested 

the hypotheses that interactive styles are preferable for larger groups, and that 

supported or chauffeured styles should be used for smaller groups. Easton et al. 

(1989) observe no difference in participation with small groups using a chauf-

feured style versus non-supported style. George et al. (1990) find participation to 

be more equal in groups using an interactive style than in non-supported groups, 

suggesting differences between the two. Also, experiments studying interactive 

styles find that per-person participation levels remain constant regardless of the 

size of the group (Dennis et al. 1990d, Valacich 1989, Valacich et al. 1991), sug-

gesting that process losses remain relatively constant as size increases. Other ex-

periments have found that outcome metrics such as effectiveness and participants’ 

satisfaction increase with size for interactive styles (Dennis et al. 1990d; Dennis 

et al. 1991b). Some field studies confirm these findings, concluding that interac-

tive styles provide more benefits to larger groups (Grohowski et al. 1990). 

6.2  Group Member Proximity 

Groups may be distributed with respect to both time and space – collaborating 

virtually over the Internet, or in some cases using GDSS technology in specially 

designed meeting rooms that enable participants to work face-to-face (Dennis et al. 

1988, Huber 1990) (Figure 4). Most GDSS research in the late 1980s and early 

1990s focused on groups interacting in a single room at the same time. Since the 

mid-1990s researchers have begun to address issues pertaining to virtual teams.  

Distributed teams are expected to achieve different performance than face-to-face 

teams mainly because of the mode of communication. Electronic communication  

 

Figure 4. GDSS domains, adopted from Nunamaker et al. (1991) 
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is a leaner medium with lower concurrent feedback and lacks the nonverbal cues that 

enrich face-to-face communication. Hence, a reduction in concurrent feedback can 

result in decreased accuracy of communication (Kraut et al. 1982, Leavitt et al. 

1951) and increased time to complete the task (Krauss et al. 1967, Krauss et al. 

1966). Social facilitation research has also shown that the presence of others can 

improve a person’s performance for easy tasks and hinder performance for more-

difficult tasks (Zajonc 1965). Thus, GDSS outcomes are influenced by the nature of 

the task, such as the need to develop a shared understanding among team members. 

In the case of decision making, where verbal communication can play a key role, 

virtual meetings can take longer and be less effective. On the other hand, in tasks not 

involving decision making per se (e. g., brainstorming), virtual meetings may not be 

very different from face-to-face meetings in terms of outcomes (Jessup et al. 1991, 

Valacich 1989). This was also seen in the meta-analyses conducted by Dennis et al. 

(2002) and Fjermestad et al. (1998).  

6.3  Other Group Parameters 

Various other group parameters have been studied by researchers, with consider-

able differences in findings among field studies and laboratory experiments. 

While field studies have indicated more positive outcomes with groups using 

GDSS in general, laboratory experiments have indicated mixed findings. Many of 

these differences can be ascribed to the nature of the participants involved in 

these studies. First, most experiment groups are comprised of students, while 

organizational groups are comprised of professionals and managers, obviously 

resulting in very different perspectives and outlooks on problem understanding 

(Remus 1986).  

Group structure characteristics, such as whether groups are ad hoc or estab-

lished, are also important in defining the outcomes (Dennis et al. 1990a). In 

a study by Mennecke et al. (1995), contrary to expectations, it was observed that 

established groups discussed significantly less information than ad hoc groups; 

and GDSS groups performed no better and were less satisfied with the process 

than non-computer-supported groups. Speculation about the reasons for these 

findings include the possibility that larger groups benefit more from GDSS, and 

that established groups, being significantly more cohesive, are not as vigilant. 

7 Task Parameters 

7.1  Task Type and Complexity 

Task complexity refers to the amount of effort required to complete a task (Morris 

1966). In other words, it refers to the degree of cognitive load required to solve 
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a problem (Payne 1976). This construct is often operationalized in the literature as 

the number of generic task components involved in a group task. These generic 

task components are derived from McGrath’s task circumplex (1984). Thus, 

GDSS can be considered to support generation (planning and/or creativity tasks) 

and/or choosing (intellectual and/or decision-making tasks). Typically, if the task 

components for a particular group task can be considered as falling into either one 

of these categories, then a task can be considered a relatively low-complexity task. 

Along the same lines, if the components for a particular group task can be consid-

ered as falling in both categories, the task can be considered a relatively high-

complexity task. 

Bui and Sivasankaran (1990) and Gallupe et al. (1988) found that, as task com-

plexity increases, the decision quality and depth of analysis improve in groups 

using GDSS. Valacich et al. (1995b) also observed greater performance gains for 

large heterogeneous groups in their study comparing homogeneous and heteroge-

neous knowledge. Thus, there is some evidence to suggest that complex tasks and 

larger heterogeneous groups benefit more from GDSS. 

7.2  Other Task Parameters 

Among other task parameters, the clarity of the task is one that affects group out-

comes. In many cases, participants do not have a shared understanding of the 

problem, or the problem may be defined equivocally (Mason et al. 1981). In such 

cases, it can be expected that the group using GDSS will be less satisfied. This is 

weakly supported by one of the studies by George et al. (1990). 

Mennecke (1997) investigated group behavior with hidden profile tasks (i. e., 

a task with an asymmetrical distribution of information). The study manipulated 

group size (groups of four and seven) and the level of structure (structured or 

unstructured agenda). Results indicate that group size has no effect on information 

sharing. However, groups using the structured agenda shared more information 

overall, both initially shared as well as initially unshared. Although no relationship 

was found between information-sharing performance and decision quality, a curvi-

linear (U-shaped) relationship between information sharing and satisfaction was 

observed. These results show that, for hidden-profile tasks, a critical performance 

level must be reached before performance is positively related to satisfaction. 

8 Context Parameters 

8.1  Evaluative Tone 

Several researchers have advocated a supportive, non-judgmental atmosphere as 

a means to enhance group productivity by lowering evaluation apprehension and 

encouraging freewheeling stimulation. The withholding of criticism is a cornerstone 
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of many idea-generation techniques (Osborn 1957). However, other researchers 

have proposed that group productivity may be stimulated by a more-critical atmos-

phere where structured conflict (e. g., dialectical inquiry or devil’s advocacy) is 

used to the stimulate group members (e. g., Schweiger et al. 1989). In any case, these 

are two very distinct, and opposing, positions related to this construct. 

Connolly et al. (1990) used a laboratory experiment that crossed anonymity 

(anonymous or identified groups) with the meeting tone (supportive or critical as 

manipulated by a confederate) to test whether the effects of evaluative tone were 

moderated by anonymity. Unsurprisingly, anonymous groups and critical groups 

made more critical remarks than groups that were identified or supportive. Groups 

working anonymously and with a critical tone produced the greatest number of 

ideas with the highest quality. However, groups in supportive and identified con-

ditions were typically more satisfied than groups in critical and anonymous condi-

tions. These findings suggest that the combination of a critical tone and anonymity 

may improve idea generation, but may also lower satisfaction. Observations in 

field studies suggest the explanation that anonymity may encourage group mem-

bers to detach themselves from their ideas, allowing them to view criticism as 

a signal to suggest another idea. 

8.2  Cultural Context 

Relatively few studies have examined the effects of the cultural context on GDSS 

outcomes (Daily et al. 1996, Mejias et al. 1997, Watson et al. 1994). Nevertheless, 

some very interesting and intriguing results have been observed, such as the ob-

servation that Singaporeans tend to achieve higher levels of consensus (Valacich 

et al. 1995a). Also, Latin Americans are seen to be more satisfied than Americans, 

while Americans are more effective at generating unique ideas (Mejias et al. 

1997). 

8.3  Other Contextual Parameters 

Among other contextual parameters, in areas where interpersonal conflicts may 

result in argumentations in groups, GDSS can come to rescue. A study by Miranda 

et al. (1993) shows that GDSS use results in less interpersonal conflict and more 

constructive conflict, with reporting of productive conflict.  

9 Concluding Remarks 

In summary, GDSS is a useful tool, but not a panacea. Appropriate use can en-

hance group performance and satisfaction for groups that are likely to experience 

problems without the GDSS. However, like any other tools, GDSS use may result 

in lower performance when not used properly.  
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Organizational decision support systems (ODSS) have been defined as computer-based 

systems that focus on organizational tasks affecting several organizational units, functions, 

and/or hierarchical layers. The nature of these systems is explored here through reviewing 

definitions and information technology requirements of ODSS as well as descriptions of 

actual systems that have been developed and implemented. The chapter also summarizes 

the findings from studies of ODSS impacts and of their links to enterprise systems. The 
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is then examined. The conclusion is that organizational DSS are similar in many ways to 

individual DSS but differ in that they are designed with extended reach and purpose.  
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1 Introduction 

According to Keen, the idea of using computer-based systems to provide support 

for decision making dates to the late 1960s, with the advent of time-sharing (Keen 

1980). Time-sharing allowed decentralized access to systems, providing the possi-

bility of a personalized dialogue between the user and the computer-based system. 

From these possibilities came the genesis of decision support systems (DSS), 

defined by Keen as systems for managers that: 

1. Support them in their planning, problem solving, and judgment in tasks 

that cannot be made routine; 

2. Permit ease of access and flexibility of use; 

3. Are personal tools, under the individual’s control and in most cases tai-

lored to his or her modes of thinking, terminology and activities (1980, 

p. 33). 

The focus here is on support for non-routine problems, ease of use, flexibility, and 

perhaps most of all, on tools designed for an individual’s personal use. According 

to Keen, an individual DSS should even be tailored to an individual manager’s way 

of thinking. If such highly individualized support is at the heart of a DSS, then what 

does it mean to talk about a DSS for organizational decision support? How does 
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one go from a tool built for one manager’s highly specialized and personalized use 

to a tool that supports decision making at an organizational level?  

The struggle to deal successfully with these questions is not new and, in fact, 

dates back to the late 1980s. The purpose of this chapter is to address these ques-

tions by starting with the oldest management information systems (MIS) literature 

on organizational decision support systems (ODSS), and updating it with what has 

been published since then, in an effort to realistically portray the nature of such 

systems. Unfortunately, the amount of research done on organizational decision 

support has been very small, especially compared to the research done on support-

ing decision making at the individual and group levels. As a result, there has been 

very little published about ODSS in the MIS field since the initial work that ap-

peared in the late 1980s and early 1990s. In fact, although this chapter may seem 

short, it represents a fairly comprehensive review of the existing ODSS literature 

in MIS. Unlike the sparse research about ODSS, the large amount of work on 

individual and group decision support has provided established definitions for 

both types of systems. The research that has been done on decision support at the 

individual and group levels of analysis has, over time, provided a solid foundation 

of accumulated knowledge. Sadly, this is not the case for the study of ODSS. In 

fact, some have argued that the study and development of systems to support deci-

sion making at the organizational level of analysis made no sense conceptually or 

practically and that such a line of research was best left undone (cf., King and Star 

1990). Consequently, the study of ODSS was largely dormant for most of the 

1990s, and only recently has it begun again. It follows then that the issues that 

were pressing for ODSS research in its early days are the same issues that are 

pressing today. The primary issue is still one of definition, i. e., just what is an 

ODSS and how do we recognize one when we see it? One of the first attempts to 

synthesize the many definitions of ODSS presented the issues in a way that is still 

relevant today: 

These … conceptualizations [of ODSS] … do not, however, necessarily help 

us recognize an ODSS when we see one. An individual DSS is relatively easy 

to recognize: in its simplest form, it runs on one machine for one user. 

A GDSS [group decision support system] is likewise easy to recognize, espe-

cially in its more common form, the decision room. However, once a GDSS 

extends into the dispersed, asynchronous arena, it does become more difficult 

to identify. Does one look at the software to make the distinction? If so, what 

aspects of the software identify the system as a dispersed GDSS and not just 

some networked microcomputers? There are similar problems in cleanly 

identifying an ODSS, as an ODSS would probably run on several connected 

machines, some of which may not even be in the same organization. In addi-

tion, an ODSS could have several components, some of which could be indi-

vidual DSS or GDSS in their own right. … an ODSS [would] support a se-

quence of operations and several actors… Where in the chain of events does 

one begin to look for support? (George 1991–92, p. 114) 
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Given the still unresolved issues related to definition, the first part of this chapter 

addresses these definitional issues in two ways, first though reviewing and updat-

ing the definitions of ODSS that have appeared in the MIS literature, and second 

through presenting brief descriptions of actual working ODSS that have been 

developed and implemented. The updated definitions and system descriptions 

together are aimed at answering the question of how we can recognize an ODSS 

when we see one. The definitions are examined in Section 2, and the examples are 

presented in Section 3. Although the definition of ODSS remains a pressing issue, 

the subsequent sections of the chapter examine questions that could not have been 

answered (or even asked) when the ODSS concept was first being formulated. 

Now that ODSS have been developed and implemented, what types of impacts do 

they have at the individual and organizational level? To date, there has been only 

one empirical investigation of ODSS in organizations, and the results of this 

study, which involved 17 different systems, are presented in Section 4. Another 

question that could not be asked in the early days is about the relationship between 

ODSS and enterprise resource planning (ERP) systems. ERP systems obviously 

have an organization-wide reach, but how do they provide decision support at the 

organizational level, if they do at all? The one study that has investigated this 

issue is reviewed in Section 5. Section 6 revisits the issue of how decision support 

systems at the various levels of analysis are related to each other and whether or 

not one can “scale up” from individual to group to organizational DSS. This issue, 

first raised by King and Star (1990), had a dramatic impact on the study of organ-

izational decision support, but it is argued here that the “scaling up” question was 

the wrong question to ask. Section 7 concludes the chapter.  

2 Definitions 

The concept of decision support for organizational decisions is not as old as the 

concept of providing decision support for individuals or groups. While the latter 

concepts date to the late 1960s and early 1970s (see, for example, Keen 1980, and 

Dennis et al. 1988), the idea of providing organizational decision support was first 

mentioned in a 1981 paper by Hackathorn and Keen. In this paper, the authors first 

distinguish among the three types of decision support – individual, group and 

organization – and they then argue that computer support for decision making can 

be provided at each level. About organizational decision support, they say: 

Organization support focuses on an organization task or activity involving 

a sequence of operations and actors (e. g., developing a divisional marketing 

plan, capital budgeting) … Each individual’s activities must mesh closely 

with other people’s. Any computer-based aid will be used as much for a vehi-

cle for communication and coordination as for problem solving (Hackathorn 

and Keen 1981, p. 24). 

Interest in the idea of providing computer-based decision support for organizations 

was largely dormant for the rest of the decade, until a flurry of activity devoted to 
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the topic from about 1988 through 1991. During this period, the term organizational 

decision support system was coined. Several scholars wrote about decision support 

at the organizational level and what it might look like (Lee et al. 1988; Philippakis 

and Green 1988; King and Star 1990; Walker 1990; Watson 1990; Weisband and 

Galegher 1990; Bowker and Star 1991; George et al. 1992; Miller and Nilakanta 

1993). Out of these various views came a single synthesized definition of ODSS 

(George 1991−92): 

• The focus of an ODSS is an organizational task or activity or a decision 

that affects several organization units or corporate issues. 

• An ODSS cuts across organizational functions or hierarchical layers. 

• An ODSS almost necessarily involves computer-based technologies, and 

may also involve communication technologies. (p. 114) 

The first part of the definition echoes the thrust of the comments made by 

Hackathorn and Keen (1981) that any system that provides decision support at the 

organizational level would necessarily have to support people and processes in 

different organizational units. The second point underscores how support could 

not just be lateral, linking different organizational units, but that it would also be 

vertical and diagonal, crossing hierarchical levels, as well as linking functions 

wherever they might be located in the organization. The final point, about “almost 

necessarily” involving computing and perhaps also involving communication, 

seems dated by today’s standards, where computing and communication seem 

inextricably intertwined, and where any system that purports to provide decision 

support at the organizational level would certainly be computer-based. A more up-

to-date definition of an ODSS might read: 

An organizational decision support system (ODSS) is: 

A distributed computer-based system employing advanced communication and 

collaboration technologies to provide decision support for organization tasks that 

involve multiple organizational units, cross functional boundaries, and/or cross 

hierarchical layers. 

The paper by George (1991−92) also addressed technology architectures being 

suggested for ODSS and specific information technologies (IT) that could be used 

to build ODSS. Examples of ODSS and their architectures are presented in Sec-

tion 3, while a discussion of IT for ODSS follows. 

In their 1992 article, George and colleagues reason that the technologies used to 

build a particular ODSS would be driven by the organizational problem or oppor-

tunity the ODSS was being designed to address. They first identified three organ-

izational problems and opportunities that would lend themselves to organizational 

decision support – downsizing, teams, and outsourcing. They then identified five 

types of IT that could be combined in various degrees to provide organizational 

decision support. The five technologies (George et al. 1992, pp. 311−312) were: 

Communication technologies: “IT designed to foster team, organizational or in-

terorganizational communication.” At the time, these technologies included e-mail, 
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computer conferencing, and video conferencing. Today these technologies would 

also include instant messaging (IM) and chat (Internet relay chat) facilities, among 

other technologies.  

Coordination technologies: “IT used to coordinate resources, facilities, and pro-

jects.” The primary technology in the group was groupware, IT designed to allow 

groups to coordinate their work on various tasks, certainly a technology needed for 

most ODSS efforts. Today these technologies would also include calendaring, 

workflow support systems, and distributed project management systems. 

Filtering technologies: “Intelligent agents used to filter and summarize infor-

mation.” While filtering is common in today’s e-mail systems, at the time the 

article was written, few e-mail systems employed filtering technology. For exam-

ple, filtering systems in e-mail allow junk mail to be isolated from the rest of the 

mail with no user intervention other than setting the original filter. 

Decision-making technologies: “Designed to improve the effectiveness and effi-

ciency of individuals and group meetings.” Decision-making technologies are really 

decision support technologies and provide support at individual (decision support 

systems) and group levels (electronic meeting systems, group support systems).  

Monitoring technologies: “Such IT as executive information systems described 

as computer-based technologies used to monitor the status of organizational opera-

tions, industry trends, competitors and other relevant information.” Any current 

type of business intelligence system or performance monitoring system would be 

added to this list.  

How these five information technologies would be mixed and matched to ad-

dress the three organizational problems/opportunities mentioned previously is 

shown in Figure 1. As the figure shows, only IT that supports communication is 

essential for all three organizational situations, and the other technologies are more 

or less important for particular issues. For example, while monitoring IT is neces-

sary for issues related to downsizing, it is only somewhat needed for outsourcing 

and not needed at all for issues related to teams. 

 

Figure 1. ODSS technology versus organizational objective (from George et al. 1992) 
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After reviewing the ODSS literature through 1991, George (1991−92, p. 123) 

added two additional categories of technology that could be used to design and 

build ODSS. This brought the total to seven: 

Data/knowledge representation technologies: “IT for the representation and 

storage of data and knowledge, including organizational archives and common-

access databases.” Current IT that fits this definition includes database management 

systems, knowledge management systems, customer relationship management 

systems, and so on. 

Processing and presentation technologies: “IT for processing data and present-

ing information.” This category is very broad and could include many different 

types of systems designed to process data and to facilitate its manipulation for 

presentation in reports, presentations (such as PowerPoint), and other formats. 

Almost a decade later, Sen, Moore and Hess (2000) added another technology to 

the list of seven from George (1991−92): distributed architectures. They defined 

distributed architectures as “those technologies that facilitate the distributed storage 

of data and/or the distributed/parallel processing of data. This includes the ubiqui-

tous web technology also” (p. 92). It is important to point out that the ODSS litera-

ture cited up to this point was written before the advent of the Web. The work by 

Sen and colleagues tied Web-enabled technologies in with the ODSS literature.  

Sen and his colleagues also added one additional organizational problem ame-

nable to being addressed by ODSS: interorganizational integration, which they 

defined as the strategy of seeking integration with other closely related organiza-

tions. Their update of Figure 1 appears here as Figure 2. Note that they are faithful 

to the technology rankings from the original work and that their new organiza-

tional problem requires seven of the eight technologies created for an ODSS to 

 

Figure 2. Update of Figure 1 by Sen, Moore and Hess (2000) 
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address it. Only monitoring technologies are deemed not necessary for interor-

ganizational integration. As Sen and colleagues show, this original framework 

lends itself to expansion through the addition of new technologies and new organ-

izational problems and opportunities, as the need arises. 

3 Examples of ODSS 

As stated in the introduction to the chapter, the literature on ODSS is scant com-

pared to the literature on individual decision support systems and on group sup-

port. Most of the literature that deals with actual systems, whether operational or 

prototype, takes the form of individual case descriptions. While limited in their 

generalizability, these case descriptions do provide insight into the problems and 

opportunities for which ODSS have been developed, as well as into what a func-

tioning ODSS would look like. This section of the chapter contains descriptions of 

six different ODSS which have been described in the literature. The systems are 

presented chronologically, from the earliest to the most recent. It is worthwhile to 

note that each system description includes discussion of the basic system compo-

nents of an individual decision support system (Sprague 1980) but in the context 

of an ODSS. 

3.1  Telettra Strategic Planning System  

One of the first ODSS documented in the literature was developed by Telettra 

(now part of Alcatel) to support corporate strategic planning (Pagani and Bellucci 

1988). The system was designed to augment an existing individual decision sup-

port system, used by strategic planning staff on behalf of top management. The 

system had four major components: 1) the database, which enabled users to access 

both private and public databases; 2) the model base, which allowed for group 

models to be used and private models to be created; 3) individual user productivity 

tools, such as word processing and graphics; and 4) communications systems, 

which provided e-mail and the ability to transfer data and reports from one subsys-

tem to another. Each of these components is also found in a system designed for 

individual decision support (Sprague, 1980). What made the Telettra system an 

ODSS was its inclusion of both public and private environments. Individual users 

had access to the four components of the system for their individual, private 

needs, using the system as they would any individual DSS. However, individual 

users also had access to the group database and group models. The capabilities for 

communicating with other users and for gathering additional information via the 

system’s communication facilities were what made the Telettra system an ODSS. 
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3.2  Enlisted Force Management System 

The enlisted force management system (EFMS) was developed for the U.S. Air 

Force (Walker 1990). EFMS was designed to help members of the Air Force staff in 

the Pentagon make decisions related to enlisted personnel (Figure 3). The project to 

develop EFMS started in 1981, with implementation beginning in 1986. EFMS 

supported functions spread among five major, somewhat independent, organiza-

tional units, under the command of four different two-star generals, in three geo-

graphically dispersed locations. Like the Telettra system, the basic design was the 

same as that of an individual DSS: database, model base, and dialogue/com-

munication system. The three major components for EFMS were: 1) the database, 

which was centralized and provided input to the models while retaining their output 

for management reporting; 2) the model base, an interlinked system of small mod-

els, each designed for one specific purpose; and 3) the user interface, which was 

designed so that each user could do the same things in the same way for each type of 

model. The EFMS database and model base resided on a mainframe computer while 

individual users, geographically dispersed, accessed the system from their desktop 

PCs. Users interacted with the system through a high-level English-like command 

language.  

 

Figure 3. Physical design of U.S. Air Force EFMS (adapted from Walker 1990) 
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3.3  Korea Telecom Operations and Maintenance Division 

ODSS 

KTOM-ODSS was a prototype system designed to aid decision making for Korea 

Telecom’s operations and management (O&M) division (Kim et al. 1997). The 

major function of the O&M division was new phone line installation, service res-

toration, and day-to-day operation and maintenance of the telecommunications 

infrastructure. The organizational problem which KTOM-ODSS was designed to 

address was the establishment of a systematic evaluation process for O&M in-

vestments that took into account the needs and performance of local phone offices 

and district business offices. The ODSS had three main components: a distributed 

database, a series of decision support modules, and a user interface. The contents 

of the database were derived from several transaction-processing systems, includ-

ing the operations management administration system (OMAS) and the network 

performance management system (NPMS), both of which were based on data 

from local phone and district business offices. There were four decision modules: 

1) target selection, 2) investment support, 3) performance evaluation, and 4) data 

management. For example, the performance evaluation module used OMAS and 

NPMS data to calculate and display quality of service and context difficulty index 

metrics for all offices. While the system supported cooperation vertically among 

offices, it also supported cooperation horizontally across functions. In addition, 

the system could be used both globally, across the organization, and locally, for 

individual offices. The user interface was described as being user-friendly, like an 

executive information system interface. 

3.4  DOE Office of Environment and Waste Management 

ODSS 

The EM-50 ODSS was a prototype system designed to help the U.S. Department 

of Energy (DOE)’s Office of Environment and Waste Management (EM) accom-

plish a five-year plan to clean up over 3700 hazardous waste sites (Sen et al. 

2000). EM was a new department created just for this purpose. The major thrust of 

the EM-50 program was the development of technologies related to the cleanup of 

hazardous waste sites. The technologies of interest were being developed by or-

ganizations external to DOE, so one of the goals of the ODSS was to help the 

organization decide which technologies to invest in and at what point in their 

development to invest. The EM-50 ODSS was developed to address the twin or-

ganizational opportunities of teams and interorganizational integration (Figure 2) 

and so relied on all ODSS-related information technologies except monitoring. 

The system was designed to be used by EM employees, DOE administrators, and 

external users, and system access was available through the EM intranet and the 

Internet. Access was facilitated by either a query interface or report generator. As 
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was the case in previously described ODSS, the system included a centralized 

database and a model base peculiar to the problems faced by EM. According to 

the authors, the EM-50 ODSS had to handle the following decision processes: 1) 

matching technologies to problems, 2) prioritizing technologies based on problem 

criteria, 3) identifying unmet requirements, and 4) allocating funds to projects 

within technology investment portfolios. Unlike individual DSS, the ODSS was 

capable of generating reports that reflected organizational goals related to EM’s 

mandate for hazardous site cleanup and the status of those goals. 

3.5  “Alpha’s” Service Contract Management System 

Alpha is a pseudonym for a Fortune 100 company with revenues of 52 billion 

USD. The ODSS in question here was a prototype designed to help standardize the 

process for managing service contracts (Sundarraj 2003). As has been the case 

with the other ODSS profiled in this section, the system consisted of a database, 

a model, and a user interface. The relevant data were from contracts, products, 

inventories, and so on. The model was based on the analytical hierarchy process, 

which had not been applied previously to contract management problems. The 

system itself was developed in VisualBasic, and access for users was through 

a Web-browser. The prototype was considered an ODSS because it supported 

varying managerial and functional levels, and because it was Web-based, it also 

supported users who were geographically dispersed. The Web-based nature of the 

system not only enabled access to the system by distributed users, it also ensured 

that every decision-maker would use the same set of policies, making the service 

contract management process more uniform.  

3.6  National Natural Science Foundation 

of China R&D Selection System 

Tian and colleagues (2005) designed an ODSS to support the selection process for 

research and development proposals by the National Natural Science Foundation of 

China. This foundation is the largest Chinese government funding agency that sup-

ports basic and applied scientific research. The problem it faced was determining 

which of the 34,000 proposals submitted annually would have the greatest impact 

and were therefore worthy of funding. Figure 4 illustrates the ODSS architecture for 

the system designed to address the proposal selection problem. The Internet-based 

science information system (ISIS) was built and implemented based on the authors’ 

ODSS design. The ISIS database stored information about proposals and users. The 

model base and knowledge base provided support for tasks at the individual level, 

such as proposal submission, assignment of external reviewers, and peer review. 

Group tasks supported by the system included the aggregation of review results. At 

the organizational level, where information could be aggregated across decisions 
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about individual proposals, partial support was provided for review panel evalua-

tion and for making final decisions about proposals. Thus decision support was 

provided for users at the individual, group and organizational levels. As the name 

ISIS implied, individual access was Web-based. 

There are several things that can be said about ODSS development, based on 

these six short system descriptions. The first is that ODSS have become more so-

phisticated over the years, and these systems continue to take advantage of current 

technologies. Note that the latter two systems both utilized the Web, for example, to 

support geographically dispersed organizational users. Second, despite how sophis-

ticated these systems may become, it is striking to note that they are based on  
 

components common to individual DSS. Almost all of the descriptions include the 

same basic DSS components first outlined by Sprague in 1980: a database, a model 

base, and a user interface. Despite the focus on multiple users, multiple levels and 

functions, and organizational level decisions, ODSS in many ways seem to be DSS 

at heart. Third, it is useful to think about each of these examples in terms of the 

ODSS technologies presented in Figure 2. For the early ODSS, such as the Telettra 

system and EFMS, the key advances that distinguished these systems from individ-

ual DSS were the communications capability, which allowed individual decision-

makers to share data and models across organizational levels and functional areas, 

 

Figure 4. ODSS architecture for proposal selection system (adapted from Tian et al. 2005) 
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and their data/knowledge representation capabilities, which allowed decision-

makers at all levels to work with the same relevant databases. For the more recently 

developed ODSS, communication and data representation remained key functions, 

but other ODSS technologies listed in Figure 2 also figured prominently in their 

designs. For example, the KTOM-ODSS took advantage of coordination and deci-

sion-making technologies. As stated in its description, the EM-50 included all of the 

ODSS technologies in Figure 2 except monitoring. The same is true of the Alpha 

and ISIS systems. As more ODSS, which have been developed and implemented, 

are described in the literature, it may be useful to create an ODSS taxonomy. Com-

mon characteristics on which to base a taxonomy could include those featured in 

Figure 2, i. e., the type of ODSS technologies employed and the organizational 

objectives underlying system development; but other characteristics are needed to 

build a stronger and more useful categorization scheme. At this point in the re-

search, however, the development of such a taxonomy seems premature. 

4 Implementation of ODSS 

Most of the ODSS literature has been devoted to either conceptual papers on deci-

sion support at the organizational level, or on papers that focus on the design and 

development of individual systems, as was the case for the papers that served as 

the bases for the six ODSS descriptions presented in Section 3. To date, only one 

published research effort has investigated multiple ODSS in corporate settings 

(Santhanam et al. 2000). Santhanam and colleagues studied the individual and 

organizational impacts of ODSS for 147 users of 17 systems in 17 different or-

ganizations. A simplified version of their research model appears in Figure 5. 

 

Figure 5. Adapted research model from Santhanam et al. (2000) 
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The impacts studied at the individual level were user satisfaction, perceived bene-

fits, and job impacts. The input factors for individual level impacts were divided into 

two categories: individual system characteristics, and individual level implementa-

tion characteristics. The individual system characteristics studied were DSS charac-

teristics, user friendliness, and system usage. The implementation factors were user 

participation, management support, and training.  

The organizational level impacts were impact on business, decision making 

analysis, and decision making speed. The input factors at the organizational level 

were the existence of a project committee, the existence of a project champion, the 

extent of institutionalization of the ODSS, and the extent of competition in the 

organization’s environment. Individual level impacts were also posited to be in-

puts into organizational level impacts. 

For individual level impacts, Santhanam and colleagues (2000) found that all 

three implementation factors and one system characteristics factor, DSS character-

istics, were significantly correlated with all three ODSS impacts. DSS characteris-

tics and user participation were found to be the most important inputs affecting 

ODSS impacts. For an ODSS to be successful from an individual user perspective, 

then, the system has to be first designed to provide all the traditional DSS func-

tions (flexibility, interactive dialog, what-if analysis), and users have to be allowed 

to actively participate in the development and implementation process. 

For organizational level impacts, Santhanam and colleagues (2000) found that 

the project committee, project champion, and the degree of institutionalization of 

the ODSS were all related to ODSS impacts. The competitiveness of the organiza-

tion’s environment was not related to impacts. Also, individual level outcomes – 

job impacts and user satisfaction – were found to be highly correlated with organ-

izational impacts.  

Perhaps the most important and interesting finding from this study is the simi-

larity of its findings to past studies of the implementation of sophisticated systems. 

Past studies of system success for DSS (Sanders and Courtney 1985; Guimaraes 

et al. 1992) and expert systems (Tyran and George 1993) have repeatedly found 

that user participation, management support, and system characteristics are impor-

tant to system success. ODSS seem to be no different in this regard. Despite the 

sophistication and complexity of such systems, to the typical user, an ODSS looks 

like any DSS they are familiar with. For many users, the organizational functions 

and implications of the system are not visible in daily use. It should not be a sur-

prise, then, that the lessons we have learned about system success for other types 

of sophisticated information systems would also apply to ODSS. 

5 ODSS and ERP 

One of the closing comments in the paper on ODSS impacts by Santhanam and 

colleagues (2000) pointed to the possible similarities between ODSS and enterprise 

resource planning (ERP) systems, given the organizational reach of both types of 
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systems. Holsapple and Sena (2005) specifically investigated the perceptions of 

ERP users regarding these systems’ capabilities for offering decision support at the  

organizational level. They argue that ERP systems traditionally have not been im-

plemented for decision support purposes. Holsapple and Sena (2005) surveyed 53 

corporate users of leading enterprise systems to investigate their perceptions of rela-

tionships between ERPs and organizational decision support. They found that, 

when asked about the most important benefits of ERP use, respondents listed sev-

eral benefits related to decision making. These included areas common to all levels 

of decision making, such as enhancing knowledge processing, making more reliable 

decisions, making decisions more rapidly, and gathering evidence to support deci-

sions. However, ERP systems were also seen as enhancing coordination and com-

munications to facilitate multi-participant decision making, a function typically 

ascribed to ODSS. In general, Holsapple and Sena (2005) found support for the idea 

that enterprise systems can indeed support decision making. This is a relatively new 

area of research, and there is much more that can be done to enhance our under-

standing of how ERP systems can provide organizational decision support. 

6 The Scaling Issue and the Nature of ODSS 

One issue that has often come up in discussions of ODSS is their relationship to 

other system types that share the “decision support system” label, especially indi-

vidual DSS and group decision support systems (GDSS). The similarity in names 

implies a similarity in design and function, such that an individual DSS can some-

how be scaled up to a GDSS, which itself can be scaled up to an ODSS (King and 

Star 1990; Libenau and Harindranath 2002). Such a view of these systems is inac-

curate and misleading. Part of the problem is in the names themselves. While 

individual DSS do indeed provide support for individual decision making, and 

have since their inception, GDSS do not in fact provide decision-making support 

for groups. In fact, the original classification for these systems by the people who 

developed them was electronic meeting systems (EMS), not GDSS (Dennis, et al., 

1988). In other words, the focus of such systems is on electronically supporting 

group meetings, not on supporting groups. It is a subtle but important distinction. 

That the GDSS label was always a misnomer and never quite fit is illustrated by 

the current usage of the term GSS, for group support system, where the word “de-

cision” has been intentionally left out. If the GDSS label is not accurate, then the 

idea of ratcheting up an individual DSS to support decision making for a group 

makes little sense. The idea of scaling up an individual DSS for a group makes 

even less sense if one buys into Keen’s premise that an individual DSS should be 

a highly personalized tool designed to support the non-routine decision making for 

a single unique manager. If a DSS is to match one manager’s way of thinking, 

how can it be scaled up to match a group’s way of thinking, if it is even possible 

to show that a group “thinks,” in the conventional sense of the term?  



 The Nature of Organizational Decision Support Systems 429 

For even more complicated reasons, the idea of ratcheting up a GDSS (if one 

were even found to exist) to support decision making at the organizational level 

also makes little sense. The decision-making process at the organizational level is 

extremely complicated (see, for example, the classic papers by Mintzberg et al. 

1976 and Nutt 1984), and it is not at all clear how group decision-making pro-

cesses could be expanded to encompass the organizational decision making pro-

cess, much less how a group-based information technology could be expanded to 

support decision making at an organizational level (King and Star 1990). In fact, 

the idea of scaling or ratcheting up a decision support technology is itself mislead-

ing. As can be seen from the definitions of ODSS offered earlier, and from the 

descriptions of systems to which their developers have given the name of ODSS, 

one could easily (and convincingly) argue that an ODSS is a DSS with extended 

reach and extended purpose. The basic constituent parts of a DSS are there – the 

database, the model base, the user interface. But instead of a focus on the unique 

non-routine problems of a single decision-maker, the focus of an ODSS shifts to 

problems that affect many actors simultaneously, where those actors may be any-

where in the organization – any level, any function, any unit – or even external to 

the organization. And to be able to provide access to multiple affected parties, an 

ODSS necessarily has to have communication and coordination capabilities that 

are not needed when there is only a single decision-maker. Once the distracting 

idea of the intervening level of the group and its decision-making needs and pro-

cesses is taken out of the picture, the idea of an individual DSS core at the heart of 

an organizational DSS is not that difficult to grasp or understand. 

7 Summary and Conclusions 

Although there has been very little research into organizational DSS during the 

past 25 years, there is today a reemerging interest in ODSS. This new interest is 

one of the reasons for writing this chapter. As with many ideas in the world of 

information technology, the concept comes along years before the enabling tech-

nology to support it is mature enough and cheap enough for the concept to become 

a functioning system. Maybe that is the case with ODSS today. In an attempt to 

deal with the definitional issues that still surround the ODSS concept today, this 

chapter has bridged the earlier ODSS literature with what has been published in 

the last few years. It remains to be seen if there will be a need for a similar chapter 

10 years hence.  

This chapter started out with a revised definition of ODSS: A distributed com-

puter-based system employing advanced communication and collaboration tech-

nologies to provide decision support for organization tasks that involve multiple 

organizational units, cross functional boundaries, and/or cross hierarchical layers. 

The definition was followed by a discussion of the matrix that crosses the information 

technologies comprising an ODSS with the organizational problems and opportun-

ities ODSS can address (first suggested by George et al. 1992, and updated by  
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Sen et al. 2000). This matrix can continue to be updated as new technologies and 

organizational opportunities arise. The chapter also contained brief descriptions of 

six real-world ODSS, followed by an examination of the organizational and individ-

ual impacts of 17 real-world ODSS, implemented in as many organizations. The 

main insight from these two sections of the chapter is the similarity of ODSS to indi-

vidual DSS, from the components they share to the similarities in their successful 

implementations. There was also a brief discussion of similarities between the deci-

sion support offered by ODSS, and that which could be offered by enterprise systems,  

an area in which more research is required. Finally, the chapter ended with a discus-

sion of the “scale up” problem for classes of systems that share the “decision support 

system” label. Rather than worry about how to scale up an individual DSS to a group 

DSS to an organizational DSS, the solution to the scale up problem may well be to 

forget about decision support for groups and to concentrate instead on the similarities 

between individual DSS and systems that provide support for organizational decision 

making. In many ways, ODSS can be seen as DSS that have an extended reach and 

purpose. Understanding the connections between individual and organizational DSS 

may well provide the most useful insights into the nature of systems designed to pro-

vide organizational decision support. 
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This chapter identifies parameters that can affect the benefits realized from organizational 

decision support systems. Some of these factors operate at a micro level. These design 

parameters stem from characteristics exhibited by the organizational decision support 

system (ODSS). Other parameters affecting ODSS benefits operate at more of a macro 

level. These contextual parameters are concerned with the relationships between an ODSS 

and the organization in which it is deployed. Developers, administrators, and researchers of 

ODSSs need to be cognizant of both design and contextual parameters. The treatments of 

these parameters for a particular ODSS will affect the value realized from it on both 

operational and strategic levels. Ultimately, these benefits resolve into an organization’s 

competitiveness in riding environmental waves while weathering environmental storms. 

Keywords: Benefits; Competitive dynamics; Competitiveness; Knowledge-based organiza-

tion; Multiparticipant decision support system; ODSS; Organizational decision support 

system; Parameters; Science of competitiveness; Social network  

1 Introduction 

The idea of an organizational decision support system (ODSS) has long been recog-

nized, with an early conception viewing an organizational decision maker as 

a composite knowledge processor, having multiple human and computer compo-

nents organized according to roles and relationships that define their individual 

contributions in the interest of solving a decision problem(s) facing the organization 

(Bonczek et al. 1979). Each component (human or machine) is seen as a knowledge 

processor in its own right, capable of solving some class of problems either on its 

own or by coordinating the efforts of other components – passing messages to them 

and receiving messages from them. The key ideas in this early framework are the 

notions of distributed problem solving by human and machine knowledge proces-

sors, communication among these problem solvers, and coordination of interrelated 
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problem-solving efforts in the interest of solving an overall decision problem(s). 

Also noting that ODSSs are vehicles for problem solving, communication, and 

coordination, Hackathorn and Keen (1981) maintain that organization support 

concentrates on facilitating an organization task involving multiple participants 

engaged in a sequence of operations.  

In the simplest case, an organizational decision maker is working on a single 

decision, but more complex possibilities can occur. For instance, a decision maker 

may work on a series or orchestrated collection of minor decisions that lead to 

a major decision, or the decision maker may be engaged in making multiple 

concurrent decisions that can affect each other or, in their totality, significantly 

affect organizational performance without being tied to an overall grand decision. 

Organizational decision support systems can be devised to assist in any of these 

cases. 

Distilling the essence from various conceptions of ODSSs that arose over the 

years, George (1991) synthesizes a unified vision of organizational decision sup-

port systems: An ODSS is a computer-based system that assists multiple persons, 

who perform different organizational functions and/or who occupy distinct 

hierarchic positions in an organization, as they jointly strive to make a decision(s) 

impacting multiple organizational units or organization-wide issues. For instance, 

an ODSS may support a hierarchic team as it makes decisions about some project, 

a market as its participants make a joint decision about who gets what goods at 

what price, a supply chain as its participants make a joint decision about the flow 

of goods and services, a government agency as its participants collaborate to reach 

a decision about disaster relief, or a firm as its employees interact across time and 

space to produce a decision about what competitive action to undertake.  

An ODSS is distinct from a group decision support system (GDSS) Hackathorn 

and Keen 1981). An ODSS tends to be a better fit for organizational infrastructure 

where there are considerable differences in functionality and authority among 

roles that the participants play, considerable restrictions in communication chan-

nels among roles, and relatively complex regulations (Morton 1996, Holsapple 

and Whinston 1996). In contrast, GDSSs are oriented toward groups (i. e., flat 

organizations), whose participants have relatively little role differentiation, few 

communication channel restrictions, and comparatively simple regulations. 

Just as there are many kinds of organizations, there are also many kinds of 

ODSSs. However, every organizational decision support system is an example of 

a multiparticipant decision support system (MDSS). It supports a decision maker 

comprised of multiple participants belonging to some organization – actual or 

virtual, formal or informal, corporate or public, large or small. These participants 

contribute to the making of a decision on behalf of that organization. Some or all 

of the participants may share authority over the decision. There can be some par-

ticipants who have no authority over the decision, but who do wield influence over 

what the decision will be (e. g., because of the unique knowledge or knowledge-

processing skills they possess, because of their key positions in the network of 

participants). Thus, organizational decision support systems are MDSSs intended 

to support participants organized into relatively complex structures of authority, 
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influence, specialization, and communication: enterprises, supply chains, project 

teams, and markets. Research examining organizational decision support systems 

is quite varied (e. g., George et al. 1992, Rein et al. 1993, Santhanam et al. 2000, 

Kwan and Balasubramanian 2003, Holsapple and Sena 2005), but not nearly as 

voluminous or well-developed as that focused on group decision support systems.  

As a foundation for future study of ODSSs, this chapter outlines parameters that 

need to be considered in the design, operation, and evaluation of organizational 

decision support systems. The treatment of these parameters is important in 

planning for, and understanding the benefits of, ODSSs. Parameters range from 

micro to macro levels. We first examine the micro level, comprised of ODSS 

architectural features. Then, at a more macro level, we identify organizational cha-

racteristics that can affect the value of a particular ODSS. Finally, the importance of 

organizational decision support systems to the science of competitivness is 

explored. This science is concerned with understanding the integration of an or-

ganization’s knowledge management, network management, and process manage-

ment to optimize its competitive actions. We suggest that ODSSs can be instru-

mental, or even as focal points, for accomplishing this integration.  

2 Architectural Characteristics: Design Parameters 

An organizational decision support system has a much greater reach and range 

than DSSs that support individual decision makers. Nevertheless, it shares the 

same basic architecture as that of DSSs for individuals (Holsapple and Whinston 

1996, Holsapple 2008). This architecture, shown in Figure 2, serves as a frame-

work for guiding future progress in understanding the nature, possibilities, and 

outcomes of these kinds of multiparticipant decision support systems. Each of its 

elements is a parameter that can be set or implemented in various ways to alter the 

behavior of the ODSS with respect to its users and its organizational context.  

If they share a common architecture, then what is it that differentiates a DSS for 

individuals from one for an organization? First, the purpose is to support the 

interrelated (and perhaps even conflicting) activities of multiple users who are 

engaged as participants in the same decision episode. Second, an ODSS tends to 

be distributed across multiple computers (Holsapple and Whinston 1988, Swanson 

1989, Ching et al. 1992). Third, and consequently, the implementation and main-

tance of an ODSS tends to be much more intricate and complicated, particularly as 

the size and complexity of the organization being supported increases.  

As Figure 1 indicates, an organizational DSS has a language system (LS), 

problem-processing system (PPS), knowledge system (KS), and presentation 

system (PS). The language system is comprised of all requests users can make of 

the ODSS. The knowledge system consists of all knowledge that the ODSS has 

assimilated to use in subsequent processing. The presentation system is comprised 

of all responses that can be issued to users. The problem-processing system is the 

software that interprets requests, takes appropriate actions (perhaps using the KS 
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to do so), and issues responses. Figure 1 indicates that quite a bit more can be said 

about these four components of an ODSS. Indeed, each defines a set of salient 

ODSS parameters.  

Observe that there are several kinds of users who can interact with an ODSS: 

the developer of the ODSS; participants in the decision maker being supported; 

a facilitator, who helps participants make use of the ODSS; external knowledge 

sources that the ODSS monitors or interrogates in search of additional knowledge; 

and an administrator, who is responsible for assuring that the system is properly 

developed and maintained. Not all ODSSs need or make use of a facilitator. Also, 

all ODSSs do not necessarily interact with external knowledge sources – be they 

computerized (e. g., Dow Jones News Retrieval Service) or human. 

The ODSS itself is generally distributed across multiple computers linked into 

a network. That is, the PPS consists of software residing on multiple computers. 

This distributed PPS software works together in supporting the multiparticipant 

decision maker. The associated KS consists of a centralized knowledge storehouse 

accessed through one of the linked computers (called a server) by the other com-

puters (called clients) and/or decentralized KS components affiliated with many or 

all of the computers and accessories across the network. 

2.1  Language System Parameters 

The language system consists of two classes of messages: public and private. 

Public LS messages are the kind that any user is able to submit to the ODSS. 

 

Figure 1. General architecture of an organizational decision support system 
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A private LS message is one that only a single, specific user knows how to submit 

to the ODSS. Semiprivate LS messages are those that can be submitted by more 

than one – but not all – users. Some ODSSs employ a strictly public LS; every 

user is able to (indeed, required to) issue requests with exactly the same language. 

When an ODSS allows private or semiprivate messages in its LS, at least some 

users are either (1) allowed to issue requests that are off limits to others or (2) able 

to make requests in ways unknown to others. For instance, a facilitator may make 

requests that are unavailable to participants, and vice versa, or an ODSS may 

permit each participant to use an individually customized language reflecting his 

or her own preferred way of interacting.  

Thus, one LS parameter that is important to consider when designing, purchas-

ing, deploying, evaluating, or investigating ODSSs is a system’s language control 

protocol. It can range from a very simple protocol (universal access, where there 

is essentially no control that prohibits one user from making the same requests as 

other users) to a very complex protocol (highly differentiated access, where the LS 

set of possible messages has extensive compartmentalization into private and 

semiprivate subsets). ODSS research is needed to better understand the relative 

costs and benefits of alternative language control protocols, as a basis for 

practitioners making prudent choices about which protocols to adopt/avoid for the 

circumstances that they face, and as a basis for vendors offering useful language 

control protocols in the ODSSs that they provide. Cost and benefit dimensions 

include economic, security, privacy, consistency, ease-of-use, and user motivation 

concerns. 

Regardless of whether they are public or private, the basic kinds of requests 

that can be made of an ODSS include: 

• Recall some knowledge from the KS 

• Acquire some new knowledge (e. g., from an external source) 

• Derive some new knowledge 

• Clarify (i. e., provide additional knowledge about) a response 

• Accept some new knowledge into the KS 

• Route a message (i. e., some knowledge)  

• Provide help in (i. e., knowledge about) using the system 

That is, messages to accomplish such activities exist in the LS. The first two kinds 

of requests are likely to be made by participants, a facilitator, and an adminis-

trator. Derivation requests are made primarily by participants or a facilitator. The 

remaining four kinds of request may be made by any of the users. The mix and 

extent of these requests that exist for a particular ODSS define a second LS 

parameter: language diversity. 

Language diversity can range from being quite rudimentary (supporting little 

breadth or depth of messages across or within the seven categories) to very 

extensive (supporting all categories, with a rich array of messages in each). ODSS 

research is needed to better understand the relative costs and benefits of alternative 

language diversity options, as a basis for practitioners making prudent choices 
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about the diversity levels to seek/avoid for the circumstances that they face, and as 

a basis for vendors offering appropriate degrees of language diversity in the 

ODSSs that they provide. Cost and benefit dimensions include economic, ease-of-

learning, ease-of-use, task accomplishment, and user productivity concerns. 

A third LS parameter is language style. Whereas language diversity is very 

much concerned with semantics (what a message means and can cause the ODSS 

to do), language style is concerned with syntax (the manner in which messages are 

expressed). The style options for expressing a request are many – command 

language, natural language, spoken language, fill-in-the-blanks, answer-the-

question, selecting menu options, direct manipulations of images, and so forth. 

Costs and benefits of these alternatives for ODSSs are likely to be comparable 

with other kinds of DSSs or non-DSS cases. Because of the numerous users of an 

ODSS, who may have very different tastes and preferences for interacting with 

computers, designers of ODSSs need to think about the option of devising 

a language system that has multiple messages (each of a different style) for 

accomplishing the same task. This would allow each individual user the flexibility 

to use the particular style that suits his/her inclinations at a given juncture. 

A fourth LS parameter is language dynamics. This is concerned with how 

changeable the LS is. At one extreme, a language system may be fixed. Its 

available messages do not change over the life of the ODSS. At the other extreme, 

a language system may be quite fluid. Over time, the messages it contains evolve. 

This evolution of the LS can be slow or rapid, supervised or unsupervised, 

superficial or deep. A dynamic language is one for which the other LS parameters 

change as the ODSS is used. For instance, at a surface level, the language style 

may expand over time (e. g., new words become acceptable in commands, a new 

style for expressing requests becomes available). At a deeper level, the language 

diversity may expand to permit users to pose semantically new kinds of requests 

(e. g., new message routing pattern, new recall capability). The language control 

protocol may also shift (e. g., some formerly private messages become public).  

2.2  Presentation System Parameters 

A presentation can be triggered by a request from a user receiving the response or 

by a request from a different user. Or, a presentation may not be directly triggered 

by any particular request. Rather, it could be the PPS’s response to recognizing 

that a certain situation exists (e. g., in the KS or in the environment). For instance, 

the passage of a certain amount of time or the appearance of certain knowledge in 

the KS could be events that trigger the PPS to issue knowledge updates or 

notifications to participants. 

Regardless of the triggers for making presentations to users, the elements of an 

ODSS’s presentation system can be categorized into two classes: public and 

private. Public PS messages are those that do or can serve as responses to any 

user. A private PS message is a response that can go to only a single, specific user. 

A semiprivate PS message is a response available to some – but not all – users. An 
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ODSS that has only a public PS presents the same kind of appearances to all users. 

When private or semiprivate messages are permitted in a PS, some users are either 

allowed to see information that is off limits to others or able to see information 

presented in a way unavailable to others. For instance, some participants 

attempting to reach a negotiated decision may be blocked from viewing 

knowledge available to others, or the ODSS may customize presentations for each 

participant to reflect his or her own preferred way of viewing. 

Thus, one PS parameter that is important to consider when designing, purchas-

ing, deploying, evaluating, or investigating ODSSs is a system’s presentation 

control protocol. This parameter mirrors the language control protocol, except that 

it deals with messages presented to users, rather than the language for making 

requests. ODSS research is needed to better understand the relative costs and 

benefits of alternative presentation control protocols. Practitioners and vendors 

inevitably need to make choices about which presentation protocols to incorporate 

into their ODSSs. 

Regardless of whether they are public or private, responses presented by an 

ODSS are semantically of two basic types: 

• Presentations through which the ODSS provides knowledge (e. g., that 

has been selected or derived from its KS, that is being sent as a message 

by one user to others, or that is embedded within the PPS for purposes of 

furnishing clarification or assistance) 

• Presentations whereby the ODSS seeks/elicits knowledge (e. g., to be 

stored in the KS, about what action to take, to send as a message to other 

users, or to be used by the PPS to clarify its interpretation of a prior 

request) 

Presentations of these kinds can exist in a PS. The mix and extent of these 

presentations that exist for a particular ODSS define a second PS parameter: 

presentation diversity. Presentation diversity can range from being very basic to 

quite elaborate. In the former case, for example, there may be only presentations 

of messages delivered by users to each other, or presentations selected from an 

organizational memory. In the latter case, a PS may contain a rich array of 

presentations of all types noted above.  

A third PS parameter is presentation style, which is concerned with the manner 

in which knowledge is expressed. The presentation style options are many – 

textual, tabular, form-oriented, graphical, pictorial, audio, animated, video, and so 

forth. Costs and benefits of these alternatives for ODSSs are likely to be com-

parable with other kinds of DSSs or non-DSS cases. Because of the numerous 

users of an ODSS, who may have very different tastes and preferences for inter-

acting with computers, designers of ODSSs need to think about the option of 

devising a presentation system that has alternative styles for expressing the same 

knowledge. This would allow the ODSS to customize its responses for individual 

users.  

A fourth PS parameter, presentation dynamics, is concerned with changeability 

of the PS. At one extreme, it does not change over the life of the ODSS. At the 
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other extreme, the set of presentation elements that comprise a PS may evolve. 

This evolution of the PS can be slow or rapid, supervised or unsupervised, 

superficial or deep. A very dynamic presentation system is one for which the other 

PS parameters experience extensive change as the ODSS is used: the presentation 

style, diversity, and/or control protocol shift to better suit the ODSS users’ needs. 

2.3  Knowledge System Parameters 

Many attribute dimensions of knowledge have been identified (Holsapple 2003). 

Most of these are candidates for treatment as KS parameters. Here, we consider four 

of these attribute dimensions: knowledge type, knowledge orientation, knowledge 

availability, and knowledge inertia. When considering these KS parameters, keep in 

mind the fact that an ODSS’s knowledge system can be physically distributed 

across many computer-based devices (Holsapple and Whinston 1988).  

The first KS parameter, knowledge type, is concerned with the mix of des-

criptive, procedural, and reasoning knowledge allowed in an ODSS’s knowledge 

system. This mix strongly affects ODSS capabilities and flexibility.  

Descriptive knowledge characterizes the states of some worlds of interest. This 

could include current states, past states, expected states, hypothetical states, or 

speculative states. Many kinds of digital characterizations are possible for des-

criptive knowledge, with databases, data warehouses, text, and graphical represen-

tations being among the most common. Procedural knowledge characterizes se-

quences of actions that can accomplish various tasks. This could include algorithms, 

instructions, recipes, and plans. Many kinds of digital characterizations are possible 

for procedural knowledge held in KSs, including solvers, text, and spreadsheets. 

Reasoning knowledge characterizes the logic of what conclusion is valid when 

a particular situation exists. This could include rules, heuristics, policies, re-

gulations, hypotheses, theories, and so forth. Many kinds of digital characterizations 

are possible for reasoning knowledge held in KSs, including text, decision 

trees/tables, rule sets, cases, production grammars, neural networks, belief net-

works, and various causal logic representations. 

Thus, there is a wide assortment of possibilities for the KS knowledge type 

parameter. Organizational decision support systems differ from the standpoints of 

the types of knowledge they contain and the ways in which each is represented in 

a KS. Some ODSSs deal mostly, or exclusively, with descriptive knowledge (i. e., 

information). Others have appreciable, or even extensive, degrees of procedural 

and/or reasoning knowledge. 

Together, the procedural and reasoning knowledge in the KS of an organiza-

tional decision support system can be regarded as process knowledge. Whereas 

descriptive knowledge is concerned with digital representations of the states of an 

organization and its environment, process knowledge is concerned with what has, 

can, might, should, or will be done by an ODSS and/or the organization that is 

using it in the course of joint decisional processes. The descriptive and process 

knowledge held in a KS, at any given time, both enable and constrain the 
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decisional support that the ODSS can furnish for an organization. Hence, the KS 

knowledge type parameter’s current condition impacts the benefits that an ODSS 

can yield in terms of such measures as decisional productivity, decisional agility, 

decisional innovation, and decisional reputation or quality. 

A second KS parameter, depicted by the knowledge system’s three vertical bars 

in Figure 1, is knowledge orientation. This is concerned with the extent to which 

KS contents, regardless of their knowledge types, are oriented toward 

• Knowledge of a particular decision domain or domains  

• Knowledge of relationships with and among the ODSS’s users   

(and even entities outside the organization) 

• Knowledge that the ODSS has about itself 

Although domain-oriented knowledge is perhaps the first that comes to mind, the 

possibility of extensive relational knowledge and self-knowledge should not be 

overlooked when designing, evaluating, and studying an ODSS. 

Domain knowledge pertains to the subject matter about which decisions are to 

be made. It can involve any mix of descriptive, procedural, and/or reasoning 

knowledge that is useful for finding, solving, and even avoiding problems within 

a decision domain.  

Relational knowledge concerns those with whom the system is related: users, 

other computer-based systems, and perhaps entities external to the organization. It 

includes knowledge about the organizational infrastructure of which the ODSS is 

a technological part. For instance, the KS can hold knowledge about the roles, 

relationships, and social networks with which the ODSS must be concerned, plus 

knowledge of the regulations that it must follow, facilitate, or enforce (Ching et al. 

1993, Holsapple and Luo 1996). This knowledge of regulations is the key for 

coordinating the activities of the decision-making participants (and other users too). 

Relational knowledge also includes technical specifics of the distributed computers 

involved in the ODSS and their network linkages. Aside from representations of the 

roles, relationships, and regulations of an organizational infrastructure, a KS’s 

relational knowledge can include descriptions, procedures, or logic pertaining to 

specific users of the ODSS. For instance, it may hold profiles of users indicating 

their roles, backgrounds, preferences, tastes, needs, feedback, and interaction 

histories as a basis for customizing ODSS behaviors for each individual. 

Self-knowledge refers to KS content that is oriented toward the system itself: 

its history, purposes, design, capabilities, and/or performance. Examples of self-

knowledge include ontologies/directories of KS contents, descriptions of past 

system actions/reactions, rules/procedures/filters that govern what is allowed into 

the KS, rules/procedures/gates that govern what is allowed out of the KS, know-

ledge to provide explanations to users who seek clarifications or assistance in 

understanding messages, and knowledge that defines private and public avail-

ability of KS contents. 

A third KS parameter, knowledge availability, refers to possible segmentation of 

the KS into public and private areas. As Figure 1 suggests, both public and private 

areas of a KS can, in principle, hold knowledge of any type and orientation. Public 
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knowledge is available to all interested users. Other knowledge is private, being 

available only to a particular individual user. Semi-private knowledge is another 

possibility. The kind of segmentation protocol permitted and utilized in a particular 

ODSS may well influence the benefits realized. 

The knowledge inertia parameter is concerned with the degree of changeability 

for a KS and with the instigators of such change. Differing degrees of inertia can 

exist for KS content based on its type, orientation, and availability. For instance, 

an ODSS may experience greater volatility for descriptive knowledge than 

procedural knowledge, for domain knowledge than self-knowledge, for private 

knowledge than public knowledge. KS change may be instigated by user request, 

by events in the environment or within the ODSS, and by self-adaptive behavior 

on the part of the ODSS. Designers and evaluators of ODSSs need to strive for an 

appropriate level for this parameter (neither too volatile nor too stable) with 

respect to the organization being supported and the portfolio of decision situations 

being faced. As with the other KS parameters, ODSS researchers need to consider 

knowledge inertia levels in studies that aim to ascertain linkages between selected 

parameters and ODSS benefits. 

2.4  Problem-processing System Parameters 

The ODSS’s problem-processing abilities identified in Figure 1 include all those 

identified in the generic DSS framework (Holsapple 2008). However, an ODSS 

differs from other DSSs in several ways. Whereas a traditional DSS furnishes 

knowledge that is in some way helpful to an individual decision maker in reaching 

his/her decision, an ODSS helps an organization reach a decision. This implies 

that it interacts with multiple participants in the organizational decision maker, 

furnishing appropriate knowledge to these participants as they fulfill their roles in 

jointly contributing to organizational decisions. Also in contrast to a traditional 

DSS, more of the problem-processing abilities of an ODSS are likely to be 

distributed across multiple computers. Moreover, there tends to be much more 

emphasis on second-order PPS abilities in an ODSS than in the case of 

a traditional DSS designed for an individual decision maker.  

As candidates for inclusion in an ODSS’s repertoire, each of the eight PPS 

abilities shown in Figure 1is a problem-processing system parameter. For a par-

ticular ODSS, each of these parameters can range from rudimentary to highly 

developed. Depending on the ODSS implementation, the first-order abilities can be 

exercised by one of the participants doing some individual work and/or by all 

participants doing some collective work. As an example of the former, a participant 

may work to produce a forecast as the basis for an idea to be shared with other 

participants. As an example of the latter, participants may jointly request the ODSS 

to analyze an alternative with a solver or provide some expert advice.  

The PPS knowledge acquisition parameter refers to the nature and extent of 

a PPS’s ability to acquire descriptive, procedural, and/or reasoning knowledge. 

For some ODSSs, this is a receptive activity – with acquisition instances being 
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initiated and directed by users: decision participants, facilitators, administrators, 

knowledge providers, and developers. For other ODSSs, proactive acquisition is 

also performed – with acquisition instances being initiated and directed by the 

PPS; users react to supply the knowledge being sought by the PPS. In any case, 

the knowledge acquired is represented as an element of the ODSS’s language 

system. In the course of interpreting the LS element, the PPS may select KS 

contents (e. g., indicating how to interpret the knowledge representation that 

comes from a particular user). 

When knowledge has been acquired, it can be factored immediately into a problem 

being processed. Alternatively, or additionally, the knowledge may be assimilated 

into the ODSS’s knowledge system. The PPS knowledge assimilation parameter 

refers to the nature and extent of a PPS’s ability to assimilate descriptive, procedural, 

and/or reasoning knowledge. This involves determinations of what aspects of the 

knowledge to incorporate into the KS (i. e., filtering), what kind of impact it will have 

on the KS (e. g., incremental versus paradigm shift), and where it will impact the KS – 

physically (e. g., one locale versus. many) and conceptually (e. g., domain versus 

relational versus self-orientations, private versus public segments).  

The PPS knowledge selection parameter refers to the nature and extent of a PPS’s 

ability to select previously assimilated descriptive, procedural, and/or reasoning 

knowledge from the ODSS’s knowledge system. This selection activity is a prelude 

to actually making use of that knowledge – perhaps, in the course of generating new 

knowledge, of emitting knowledge to ODSS users, of acquiring new knowledge 

(e. g., interpreting an LS request from a user), or of assimilating knowledge (e. g., 

filtering candidates for incorporation into the KS). The extent to which selection 

(and its assimilation antecedent) is allowed for such purposes in a particular ODSS 

strongly affects how customizable and adaptable the ODSS’s behavior can be. At 

one extreme, an ODSS may have very modest assimilation and selection abilities, 

with the bulk of its relational knowledge, self-knowledge, and maybe even domain 

knowledge (e. g., domain-specific procedures and reasoning logic) being designed 

into and embedded within the PPS itself. At the other extreme, extensive assi-

milation and selection capabilities allow all such knowledge to reside in the KS and 

to evolve/adapt as needed without requiring re-programming of the PPS.  

An ODSS may have the ability to produce new knowledge. This occurs when its 

PPS can operate on selected contents of its KS and/or knowledge it has acquired in 

order to generate knowledge that is needed in making an organization decision. The 

nature and extent of this ability is the PPS knowledge generation parameter. Some 

ODSSs have no such capability; they offer support by functioning as an organi-

zational memory, environmental monitor, message router, workflow director, but 

not as a knowledge generator. On the other hand, this parameter may be highly 

developed. In such a case, the PPS furnishes support by deriving new knowledge of 

interest to the participants. For instance, the PPS might draw inferences based on 

reasoning knowledge selected from the KS or analyze a situation by executing 

procedural knowledge selected from the KS (or embedded in the PPS). Knowledge 

generation may be explicitly requested and directed by ODSS users. Alternatively, 

it may be sub rosa activity. 
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The last of the first-order abilities shown in Figure 1 is knowledge emission. 

The PPS knowledge emission parameter refers to the nature and extent of a PPS’s 

ability to emit descriptive, procedural, and/or reasoning knowledge. For some 

ODSSs, this is a reactive activity – with instances of knowledge emission being 

initiated and directed by users: decision participants, facilitators, administrators, 

knowledge providers, developers. For other ODSSs, proactive emission is also 

performed – with emission instances being initiated and directed by the PPS itself. 

In any case, the knowledge representation emitted is an element of the ODSS’s 

presentation system. That knowledge may have been acquired, selected, or 

generated by the PPS. In the course of determining/preparing the PS element to 

emit, the PPS may select KS contents that indicate how to package (i. e., repre-

sent) the knowledge to fit a particular user’s preferences.  

In addition to five first-order parameters, the problem processor for an ODSS 

has three second-order parameters whose treatments deserve careful consideration 

by designers, evaluators, and researchers of these systems: knowledge measure-

ment, control, and coordination. Because of the organizational infrastructure and 

the multiple participants involved (in varying capacities) in making a decision or 

set of interrelated decisions, these higher-order PPS parameters tend to be more 

complicated than in the traditional DSSs for individual decision makers.  

The PPS knowledge measurement parameter is concerned with what facets of 

an organizational decision-making episode the PPS measures, and the granularity 

of those measurements. The basic raison de être for measuring what occurs within 

such decisional episodes is to have a foundation for controlling/coordinating what 

happens within them, for evaluating organizational decision-making processes, for 

auditing what has occurred (e. g., in the interest of adequate governance), and for 

ODSS adaptation to improve its contributions to future decisional episodes. 

Examples of measurements that an ODSS’s problem-processing system could 

track for assimilation into its KS include:  

• Milestones met within a decision process, and contributions to them by 

participants and by the ODSS 

• Status and quality (e. g., validity, utility) of knowledge processing per-

formed by participants and the ODSS 

• ODSS usage pattern of each participant in the making of a decision, 

such as usage frequency, usage timing, knowledge provided/viewed, 

kinds of LS and PS elements employed 

• Status of, quality of, and alterations to KS contents, both public and 

private 

• Extent to which various KS contents are used and how they have been 

used 

• Volumes, frequencies, and configurations of ODSS-mediated interac-

tions among participants 

• What decision processes are employed in differing decision situations 

• Feedback from users on satisfaction with decision processes 

• Feedback on value of decision outcomes for various decision processes 
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Once assimilated, such measures can subsequently be selected for emitting usage 

reports, for analyses that generate new knowledge in an effort to improve future 

ODSS performance, or for controlling knowledge work within organizational 

decision episodes. 

The PPS knowledge control parameter is concerned with the nature and extent of 

abilities to ensure quality of knowledge employed by ODSS users in making 

decisions, subject to preservation of knowledge security and integrity. This includes 

descriptive, procedural, and reasoning knowledge; domain, relational, and self-

knowledge; public and private knowledge. It also involves the nature and extent of 

any abilities to ensure quality of knowledge processing performed by the ODSS and 

its users. Examples of controls that an ODSS’s problem-processing system could 

impose on the ODSS and its users include enforcement of: 

• Knowledge quality thresholds used during knowledge assimilation 

• Checks on validity of knowledge generation results 

• Privacy safeguards on knowledge emissions, for both private and public 

segments of the KS 

• Timing of communications with and among users  

• Anonymity controls (if any) on messages routed by participants 

• Restrictions (if any) on which users can have the PPS perform each 

particular kind of processing (effectively differentiating between pub-

licly and privately accessible PPS capabilities, as depicted in Figure 1) 

Knowledge control also deals with any capability a PPS has for ensuring satis-

factory quantities of knowledge and knowledge processing employed by ODSS 

users in making decisions. 

The PPS knowledge coordination parameter embodies the technological sup-

port for enabling or facilitating an organizational infrastructure’s regulations. To 

do so, it draws heavily on the KS’s relational and self-knowledge. However, if the 

KS does not have such knowledge, then the coordination behaviors are program-

med directly into the PPS. In the latter case, the PPS rigidly supports an unchang-

ing, pre-specified approach to coordination. In the former case, part of the ODSS 

development effort consists of specifying the coordination mechanism and storing 

it in the KS as some mix of descriptive, procedural, and reasoning knowledge. As 

coordination needs change, this knowledge mix in the KS can be altered (e. g., by 

a facilitator or administrator) so that the ODSS displays the new coordination 

behaviors, without any re-programming of the PPS. 

Aspects of the PPS coordination parameter that that are important for ODSS 

designers, evaluators, and researchers include (Ching et al. 1992, Holsapple and 

Whinston 1996): 

• Governance: The PPS helps determine whether needed knowledge will 

be acquired, generated, or both. 

• Channel configuration: The PPS coordinates channels for knowledge 

transfer/exchange that are open for each participant’s use at any given 

time during the decision making. 
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• Decision-process guidance: The PPS guides participant deliberations in 

such ways as giving special support to a facilitator (e. g., for monitoring 

and adjusting for the current state of participants’ work) or sequencing 

tasks performed by the ODSS and participants (e. g., a particular work-

flow). 

• Knowledge distribution: The PPS continually gathers, organizes, filters 

and formats public materials generated by participants during decision 

episodes, electronically distributing them to participants periodically or 

on demand; it permits users to transfer knowledge readily from private 

to public portions of the KS (and vice versa) and perhaps even from one 

private store to another. 

• Communication synchronizing: The PPS continually tracks the status of 

deliberations as a basis for issuing cues to participants (e. g., who has 

considered what, sources of greatest disagreement, where clarification or 

analysis is needed, when is there a new alternative to be considered). 

• Role assignment: The PPS regulates the assignment of participants to 

roles (e. g., furnishing an electronic market in which they bid for the 

opportunity to fill roles). 

• Incentive management: The PPS implements an incentive scheme 

designed to motivate and properly reward participants for their contri-

butions to decisions. 

• Learning: By tracking what occurred in prior decision-making sessions, 

along with recording feedback on the results for those sessions (e. g., 

decision quality, process innovation), a PPS enables the ODSS to learn 

how to coordinate better or to avoid coordination pitfalls in the future. 

For each of these coordination aspects, a PPS may range from offering relatively 

primitive to relatively sophisticated features. As the ODSS field continues to 

develop, we can expect to see a trend toward more sophisticated features in ODSS 

implementations and toward more powerful, flexible tools for developing these 

systems.  

3 Organizational Characteristics: 

Contextual Parameters 

In addition to design parameters, such as the 20 discussed in the prior section, 

ODSS practitioners and researchers need to be cognizant of contextual parameters 

that can also affect benefits realized from an organizational decision support 

system. Whereas the design characteristics are operative at a micro level, con-

textual parameters operate at a macro level. Micro-level parameters are internal to 

an ODSS. Macro-level parameters are external, being concerned with the nature of 

the organization in which an ODSS operates and the fit of that ODSS with the 

organization.  
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Teece (2003) contends the Theory of the Firm needs to recognize that the 

essence of an organization resides in its capacity for creating (i. e., generating), 

assembling (i. e., acquiring, selecting), integrating (i. e., assimilating), transferring 

(e. g., emitting), and exploiting knowledge assets. The nature and degree of this 

exploitation are, in large measure, a function of organizational decisions that are 

made. This is where an ODSS can add great value to the organization, by im-

proving decision processes and their outcomes. Hence, it is important to develop 

an understanding of organizational characteristics that can be enablers or obstacles 

to the realization of ODSS benefits. Our identification of some of these contextual 

parameters begins with an examination of knowledge-based organizations, 

considers virtual organizations, and proceeds to a social network perspective. 

3.1  Knowledge-Based Organizations 

Organizations are increasingly being regarded as joint human-computer know-

ledge-processing systems. The term “knowledge-based organization” has been 

coined to emphasize this perspective, which has significant implications for design, 

management, and success of an organization (Holsapple and Whinston 1987, 

Winch and Schneider 1993, Davis and Botkin 1994, Read 1996, Bartlett 1999, Zack 

2003). A knowledge-based organization (KBO) is a society of knowledge workers 

united by a shared mission, vision, or goal. Their work involves the processing of 

various distinct types of knowledge. These knowledge workers can include human 

processors and computer-based processors. Their collaborative work on behalf of 

the KBO is fashioned not only by their individual knowledge-processing skills and 

knowledge assets, but also by the organization’s infrastructure, its related 

technological infrastructure, and its culture. At this macro level, an ODSS exists 

within, and helps define, a knowledge-based organization. 

Four major technological components of a KBO are illustrated in Figure 2: 

local processors, support centers, communication paths (depicted as arrows), and 

distributed knowledge storehouses (Holsapple and Whinston 1987). Software 

based on continuing advances in such interrelated areas of artificial intelligence 

and organizational computing play an important part in the design, construction, 

and operation of KBOs (Applegate et al. 1988). Although it predates the Web by 

many years, this KBO conception is wholly consistent with Web-era deployment 

of technology in today’s organizations. Many variations of the Figure 2 configu-

ration are possible.  

Each knowledge worker is equipped with at least one local processor (i. e., local 

with respect to the knowledge worker’s location), which could be hosted on 

a desktop, laptop, or mobile device. This local processor is itself a knowledge 

worker, able to communicate with other knowledge processors and operate on 

contents of one or more knowledge storehouses. It functions as an extension of 

a knowledge worker’s own innate knowledge-management competences. In the 

pre-computer era, the local processors actually were humans – staff assistants, 

support personnel, and so forth. Today, these processors are increasingly based on 
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technological advances in organizational computing, decision support, artificial 

intelligence, software integration, and knowledge management techniques. 

A local processor may be the personal assistant of a knowledge worker, ampli-

fying his/her knowledge assets and knowledge-processing skills. For instance, it 

could be a traditional DSS designed to support that knowledge worker’s individual 

decisions. Alternatively, a local processor can be an element of a larger processor – 

acting as a mediating client by virtue of its added capacity to integrate the 

knowledge worker into collaborative activities. For instance, it could be part of an 

ODSS’s problem-processing system, where the overall ODSS is designed to 

support activities of a network of participants collaborating to reach joint decisions. 

In this case, local processors may directly interact with each other, and they interact 

with one or more support centers which can be designed to drive, direct, assist, or 

otherwise serve the knowledge work of the local processors.  

In the example shown in Figure 2, the four knowledge workers comprise an 

organization within a KBO. They can have differing responsibilities, represent 

distinct operational units, wield various degrees of influence and authority, and 

possess disparate (but complementary) knowledge-processing skills. Nevertheless, 

they are united in their quest to reach a joint decision. These collaborating parti-

cipants can fill distinct roles in the infrastructure of an organizational decision 

maker. Similarly, the ODSS whose PPS is distributed across four local processors 

and two support centers comprises a fifth knowledge worker (analogous, in 

function, to a staff of assistants that work together to integrate, facilitate, and 

perhaps even enable the work of the other four collaborating knowledge workers).  

A local processor’s use of a support center (or use of other local processors, for 

that matter) may be overt or entirely invisible to its knowledge worker. A support 

center is able to carry out processing that would be infeasible or inefficient for 

a local processor(s). A support center can also be designed to handle the measure-

ment, control, and/or coordination of activities performed by local processors and 

their knowledge worker users. Both support centers and local processors in 

Figure 2 are equipped with knowledge storehouses. Collectively, these comprise 

the distributed knowledge system of an ODSS. The communication paths that join 

the various knowledge processors and knowledge inventories effectively define 

a knowledge supply chain, which is subject to all of the considerations that are 

important for researchers of traditional supply chains (Goldsby 2006). 

From a knowledge worker’s viewpoint, a local processor is envisioned as being 

able to perform the following kinds of functions (Holsapple and Whinston 1987): 

• Carry out knowledge processing requested by the knowledge worker 

• Carry out knowledge processing requested by support centers or other 

local processors 

• Anticipate knowledge worker’s needs (based on relational knowledge) 

and endeavor to satisfy them 

• Take initiative to act on behalf of the knowledge worker in interacting 

with support centers 
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• Take initiative to act on behalf of the knowledge worker in interacting 

with other processors 

• Take initiative to act on behalf of the knowledge worker in acquiring 

knowledge from external sources 

• Add value to communications arriving for the knowledge worker from 

other processors and support centers 

All of these capabilities do not exist for all ODSSs. However, with technological 

advances over the past 20 years, all of these capabilities are certainly possibilities 

for modern ODSSs. As advances in underlying technologies continue, we should 

expect to see greater inroads in all of these directions. 

 

Figure 2. A knowledge-based organization (adapted from Holsapple and Whinston 1987) 
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Because they are concerned with an ODSS’s relationships with participants in an 

organizational decision maker, the foregoing functions are contextual parameters 

that should interest ODSS designers, operators, and researchers. They are at 

a more macro level than the design parameters concerned with defining the 

internals of an ODSS. Across ODSSs, each of these KBO parameters can vary in 

degree and sophistication. The treatment of each contextual parameter for an 

ODSS affects not only the ODSS’s behaviors with respect to decision participants, 

but also the ultimate benefits that the organization realizes from its usage.  

In 1988, Peter Drucker predicted that the ensuing 20 years would witness a one-

half reduction in the levels of management and a two-thirds reduction in managers 

within typical large firms (Drucker 1988). He explained that, increasingly, work 

would be performed by task forces (i. e., organizations) of specialists that cut across 

conventional departmental boundaries and authority structures. According to 

Drucker, computer-based technology is a major enabler of this change. However, he 

also points out that KBOs present a variety of coordination and control challenges 

such as incentives and motivation for the knowledge worker specialists, unifying 

their efforts around a shared vision, developing an appropriate organizational 

infrastructure, and ensuring a sufficient supply of well-prepared, tested knowledge-

processing specialists. That is, beyond issues of technological infrastructure as 

portrayed in Figure 2, there are issues of organizational infrastructure and culture 

that contribute to the context in which an ODSS operates. 

3.2  Organizational Infrastructure and Culture 

Technological infrastructure, such as an ODSS, exists for the purpose of faci-

litating (or even enabling) the collaborative work that needs to be accomplished by 

participants in an organizational infrastructure. Many kinds of organizational 

infrastructures are conceivable: bureaucracy, hierarchy, team, task force, market, 

and so forth. However, all organizational infrastructures can be studied in terms of 

three major aspects: the roles that can be played by organization participants, the 

relationships among those roles, and the regulations that govern role and 

relationship creation, modification, and usage (Holsapple and Luo 1996).  

A participant in a KBO plays one or more roles in contributing to organi-

zational decisions. Formally, a role is a bundle of expectations, duties, and stature. 

Here, we are particularly interested in: 

• Expectations about knowledge possessed and expected knowledge-

processing competences 

• Knowledge-processing duties that need to be assumed/performed indi-

vidually and in relation to other roles 

• Knowledge access, knowledge governance, and knowledge effects deri-

ved from role stature. 

Role diversity (in terms of expectations, duties, stature) is a hallmark of multiparti-

cipant organizational decision making. Role expectations and duties are concerned 
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with what a participant brings to a role. Role stature is concerned with what a role 

brings to a participant. The constraints that a role imposes on the participant who fills 

it range from being few, loose, and flexible (lightly scripted) to being extensive, 

sharp, and rigid (heavily scripted). Although a role constrains the decision parti-

cipant who plays it, that role also offers this knowledge worker a formal colla-

borative vehicle whereby he/she can contribute to an organizational decision. 

Roles in the infrastructure of an organizational decision maker are necessarily 

linked to allow knowledge flows that are essential for collaboration. The relation-

ship aspect of an organizational infrastructure is concerned with the syntax and 

semantics of linkages that are allowed. Relationship syntax refers to the formal 

pattern of linkages among roles in an organizational infrastructure. A dense 

structural pattern is one in which most pairs of nodes are linked. In a syntactically 

sparse infrastructure, on the other hand, pair-wise links are relatively few (e. g., for 

reasons of security, efficiency, cost, relevance). Relationship semantics refers to 

the meanings of the links that do exist between roles. Here, we are especially 

interested in links that function as communication channels, although other mean-

ings of formal links include connections denoting authority, influence, reputation, 

dependency, and so forth. Formal communication channels can vary in terms of 

such factors as direction of knowledge flow, driver of knowledge flow, push 

versus pull communications, kind of knowledge allowed in communication 

channel, timing of channel usage, degree of technological support for the channel, 

and so on. 

Infrastructure regulations are formal specifications regarding the design and use 

of roles and relationships, plus the assignment and removal of participants to and 

from roles. Regulations of an organizational infrastructure range from being few 

and simple to numerous and complex. By keeping knowledge about the roles, 

relationships, and regulations of an organizational decision maker in its KS, an 

ODSS is in position to help enforce the infrastructures regulations. This capability 

is captured in previously noted design parameters.  

Beyond this, the organizational infrastructure in which an ODSS operates 

identifies contextual parameters for roles, relationships, and regulations. Devel-

opers, evaluators, and researchers of ODSSs need to consider the status of these 

infrastructure parameters as they strive for and study ODSS benefits. A specific 

ODSS that works well for a specific organizational infrastructure (e. g., a market), 

may not fit well with other organizational infrastructures (e. g., a bureaucracy) 

(Luo and Holsapple 1996).  

The informal counterpart of organizational infrastructure is an organization’s 

culture – values, norms, assumptions, traditions, and attitudes shared by organi-

zational participants. Like organizational infrastructure, specifics of an organi-

zation’s culture form a context that impacts organizational decision processes and 

their outcomes. If an ODSS is to be beneficial, treatment of its design parameters 

must not be at odds with the status of the organization’s culture. For instance, 

a culture that discounts whatever is not invented there is likely to be more aligned 

with an ODSS that emphasizes knowledge selection and generation than with an 

ODSS that stresses knowledge acquisition. Developers, evaluators, and researchers 



452 Lei Chi et. al 

of ODSSs need to consider the status of the culture parameters as they strive for and 

study ODSS benefits. 

3.3  Network Organizations 

A major change in the way business is being conducted involves the accelerating 

growth of partnerships among firms (Drucker 1995). There have been great 

increases in both the frequency and magnitude of inter-firm collaborations during 

the last two decades (Beamish and Delios 1997, Koka and Prescott 2002). Powell 

(1987) identifies major factors leading to the emergence of inter-firm collabo-

ration: changing environmental circumstances, growing importance of speed and 

knowledge in these changing environmental conditions, and limits to attempting 

ever-increasing organizational scale as a way to deal with these changes. The need 

for inter-firm collaboration has given rise to organizations comprised of organi-

zations – called network organizations. 

A network organization is comprised of two or more autonomous organizations 

that share a common purpose, contribute assets to the fulfillment of that purpose, 

and collaborate as integral participants in a greater organization – the network 

organization. A network organization’s knowledge assets are distributed across 

(i. e., provided by) the participating organizations. Similarly, its knowledge-

processing capabilities are distributed across (i. e., provided by) the participating 

organizations. It has an infrastructure whose roles are filled and played by 

processors belonging to the participating organizations. Over time, a network 

organization may develop a culture that is consistent with the possibly diverse 

cultures of collaborating organizations.  

An analysis of the literature concerned with inter-organizational collaboration, 

and collaboration in general, reveals a lack of consensus about the meaning of 

collaboration, but also leads to a synthesized definition of collaboration (Hartono 

and Holsapple 2004): Collaboration is an interactive, constructive, and know-

ledge-based process, involving multiple autonomous and voluntary participants 

employing complementary skills and assets, with a collective objective of achiev-

ing an outcome beyond what the participants’ capacity and willingness would 

allow them to accomplish individually. The following axioms supplement this 

definition: 

• Collaboration is episodic, involving episodes of varying durations that 

may be linked in varying patterns. 

• Collaboration requires an internal governance structure, which can range 

from the rudimentary to the complex and can have formal and informal 

aspects.  

• The internal governance structure of a collaboration episode includes 

both infrastructure and culture. 

• The process and outcome of a collaboration episode are influenced by 

the environment within which it occurs. 
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Snow et al. (1992) distinguish between internal and external network organi-

zations. An internal network is one comprised of business units in the same firm 

having trading alliances with each other subject to market forces. External 

networks, our main interest here, are of two kinds: stable and dynamic. A stable 

network is one in which the infrastructure and participants filling its various roles 

do not change frequently. They tend to be organized around a central role filled by 

the network’s core firm. Dynamic networks are those whose infrastructure and/or 

participants are more temporary, often organized around a central role filled by 

a firm that acts as a broker. A prominent modern example of an external network 

is a supply chain (Goldsby 2006); supply chains can have both stable and dynamic 

elements. 

A network organization commonly has a technological infrastructure, whose 

impacts include rerouting communications, reducing knowledge asymmetries, and 

altering roles of participants (Van Alstyne 1997). This technological infrastructure 

is comprised of what is commonly called an inter-organizational system (IOS). An 

IOS facilitates, and in many cases even enables, a network’s organizational 

infrastructure. There are different kinds of IOSs (see Williams 1997 for a sum-

mary of these). Some of these IOSs are primarily oriented toward transaction 

handling (e. g., electronic data interchange systems). Other IOSs, such as the Web-

based Turner Mania (Riggins and Rhee 1998), support collaborative decision 

making by facilitating problem solving, communication, and coordination among 

collaborators/decision makers by moving critical knowledge to all relevant de-

cision makers (Williams 1997). Such IOSs instigate, nurture, and cultivate colla-

boration marked by knowledge flows and knowledge creation, involving 

participants with complementary knowledge assets and processing capabilities 

(Hartono and Holsapple 2004). Because this collaboration is aimed at producing 

decisions, such an IOS is an organizational decision support system.  

A considerable number of contractual and non-contractual variables have been 

found to be important in the successful coordination of participants of network 

organizations (Ching et al. 1996). Using ideas from computer science, economics, 

and sociology, Van Alstyne (1997) identifies a host of variables for network 

organizations related to a network’s purpose, infrastructure, and process. Such 

network variables, while too numerous to detail here, do suggest contextual 

network parameters. Developers and researchers of ODSSs used in the context of 

network organizations are advised to systematically investigate these parameters 

and their relationship with ODSS benefits.  

As an example, consider a variable concerned with entrepreneurship for a net-

work’s work design. The design of a network involves an ongoing process of ent-

repreneurship in which participants strive to create a new network or transform an 

existing one with the intent of strengthening their collective capability. The pro-

cess is constrained by network inertia – resistance to infrastructure changes and/or 

the changes to the cast of participants in the network (Kim et al. 2006). The man-

ner in which the entrepreneurial parameter is treated in the face of inertia may 

require particular features for a network organization’s ODSS (e. g., insulation 

from knowledge losses due to the exit of a decisional participant). Conversely, an 
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ODSS implementation may target work design as its decision support domain, 

facilitating collaborative decisions about such activities as product design, process 

design, and supply chain design.  

3.4  Social Networks    

Both autonomous organizations and network organizations are social networks. 

Zack (2000) advocates social network analysis as a way to study patterns of 

resource flows (especially knowledge flows) among participants in technology-

enabled networks. Taking this approach, Chi et al. (2007) examine the interplay 

between a network organization’s IOS use and a participating firm’s structural 

position relative to others in the network. In particular, it studies two structural 

properties – degree centrality and betweenness centrality – in digitally-enabled 

extended enterprises.  

A firm’s degree centrality measures the extent to which it is connected to other 

firms in a network (Freeman 1979). This structural property indicates the 

capability that a participant has for acquiring resources by virtue of its position in 

directly linking to others. Betweenness centrality measures the extent to which 

a firm falls on the shortest paths of pairs of other firms in a network (Freeman 

1979, Burt 1992). This structural property indicates a firm’s relative capability for 

acquiring resources compared to positions occupied by other participants. Prior 

social network studies of these two constructs have found that they influence the 

behaviors and resulting performance of firms (e. g., Brass and Burkhardt 1993, 

Powell et al. 1996). However, these studies are silent on possible relationships 

between a network’s IOS usage and firms’ structural properties. 

Analysis of data from the automotive industry finds that firms with high 

network centrality (i. e., positioned as being central to numerous important 

relationships) are more likely to find opportunities for and realize benefits from 

greater IOS use, compared to less central competitors (Chi et al. 2007). This study 

also shows that aggressive IOS users are more likely to locate themselves centrally 

in a social network than less aggressive users of such technology. There is a co-

evolutionary interaction between IOS use and network structure that needs to be 

taken into account when studying firm performance and competitiveness. The 

findings suggest it can be valuable to introduce a social network perspective into 

considerations of IOSs (including ODSSs) because of the importance of IOS use 

in influencing inter-organizational relations and network structure, going beyond 

the traditional focus of information systems researchers on increasing efficiency 

and power. 

Thus, developers and researchers interested in ODSS usage in a network 

organization should be aware of structural position parameters as a potentially 

important facet of the context in which ODSSs are deployed. Alignment of an 

ODSS with these parameters may be an important influence on the extent of 

benefits realized from the organizational decision support system. 
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4 Benefits of Organizational Decision 

Support Systems 

The various ODSS parameters discussed above are summarized in Table 1. 

Although these parameters are not necessarily exhaustive, they offer a substantial 

start for thinking about what factors may underlie benefits (or lack thereof) 

experienced from a particular ODSS. We now examine several perspectives on 

benefits that could accrue from successful ODSS usage, from the angles of an 

enterprise view, knowledge chain theory, and competitive dynamics. Ultimately, 

these perspectives lead us to call for a science of competitiveness through which 

benefits of ODSSs and other means for managing knowledge, networks, and 

processes, can be better understood. 

Table 1. Some ODSS parameters 

Class Parameters Focal points 

Language control protocol Public – private  

Language diversity Semantics 

Language style Syntax 

Design –  

  Language 

  System 

Language dynamics Fixed – flexible  

Presentation control protocol Public – private  

Presentation diversity Semantics 

Presentation style Syntax 

Design –  

  Presentation  

  System 

Presentation dynamics Fixed – flexible  

Knowledge type Descriptive, procedural, reasoning 

Knowledge orientation Domain, relational, self 

Knowledge availability Public – private 

Design –  

  Knowledge 

  System 

Knowledge inertia Changeability, instigator of change 

Knowledge acquisition Receptive – proactive 

Knowledge assimilation Filters, impacts  

Knowledge selection Nature, extent 

Knowledge generation Analysis, inference 

Knowledge emission Reactive – proactive  

Knowledge measurement Assets, processors, processes, outcomes 

Knowledge control Security/privacy, quality/quantity, 

timing 

Design –  

  Problem 

  Processing  

  System 

Knowledge coordination Governance, configuration, guidance, 

distribution, learning, synchronizing, 

incentive management, role assignment  
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Class Parameters Focal points 

Knowledge-based organization Knowledge workers, local processors, 

support centers, communication 

channels, knowledge storehouses 

Infrastructure Roles, relationships, regulations  

Culture Values, norms, assumptions, traditions, 

attitudes  

Network organization Collaboration, external – internal, stable 

– dynamic, contractual – non-

contractual, entrepreneurial work design 

Context 

Structural position Degree centrality, betweenness 

centrality 

4.1  Enterprise Perspective 

From the perspective of an enterprise, a variety of ways has been identified for an 

ODSS to contribute to the success of an organization; these are summarized in 

Table 2 (adapted from Holsapple and Sena 2005). We should expect some ODSSs 

to deliver stronger results than other ODSSs in any one of these directions. 

Moreover, we should not be surprised if any particular ODSS delivers more in the 

direction of some of these benefits than in other directions. It is important for 

ODSS planners, vendors, and adopters to determine which of these benefits should 

be (and are) of the greatest importance and develop their ODSS accordingly. Such 

development involves treating ODSS parameters in ways that are likely to result in 

desired benefits. To date, there has not been extensive research seeking to discover 

the correlations between parameters and these benefits. One start in this direction 

shows that such correlations do indeed exist in the case of enterprise resource 

planning systems, which function as ODSSs in addition to their traditional trans-

action-handling and record-keeping emphasis (Holsapple and Sena 2001, 2005). 

In studying the impacts of ODSSs, researchers should be aware of the possible 

benefits shown in Table 2. Overlooking some of these could result in a study that 

finds no relative benefits from ODSSs because the overlooked benefits may be 

exactly where the impacts are most pronounced. Researchers also need to be 

aware that benefits realized can depend on the different kinds of organizations 

suggested by ODSS contextual parameters: hierarchy, bureaucracy, task force, 

market, and so forth (as defined by organizational infrastructure); level of know-

ledge worker skills/assets, relative emphasis of local processors versus support 

centers, knowledge storehouse distribution pattern, and so on (as defined by 

knowledge-based organization’s configuration); and autonomous versus trans-

organizational (network organization). Similarly, researchers should expect design 

parameters’ treatments to affect benefits realized.  

Table 1. Continued 
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4.2  Knowledge Chain Theory 

The Knowledge Chain Theory (KCT) is grounded in a descriptive KM ontology 

that was developed via a collaborative engineering approach involving an inter-

national panel of KM experts (Holsapple and Joshi 2002, 2004). The KCT 

identifies nine distinct, generic KM activities that an organization can treat as 

focal points for achieving competitiveness, in the sense that an organization can 

perform one (or more) of them better than competitors – yielding a competitive 

advantage (Holsapple and Singh 2000). Five of these are first-order activities: 

knowledge acquisition, knowledge assimilation, knowledge selection, knowledge 

generation, knowledge emission. The others are higher order activities: knowledge 

measurement, knowledge control, knowledge coordination, and knowledge 

leadership.  

The KCT holds that this greater competitiveness manifests in one or more of 

four ways: productivity, agility, innovation, and reputation. Collectively, these are 

referred to as the PAIR approaches. Observe that, as manifestations of compe-

titiveness, they coincide with the first benefit (competitiveness) listed in Table 2, 

and that eight of the nine KCT activities coincide with the PPS capabilities of an 

ODSS illustrated in Figure 1. Anecdotal evidence exists that each of the nine KCT 

activities can be performed so as to increase an organization’s competitiveness in 

at least one of the PAIR directions (Holsapple and Singh 2000). Additionally, 

Table 2. Potential benefits of an ODSS to an enterprise 

Improves or sustains organization’s competitiveness 

Enhance organizational decision maker’s ability to process knowledge 

Expands ability to handle large/complex problems during organizational decision making 

Encourages exploration, discovery, sense-making by decision making participants 

Stimulates new approaches to thinking about a problem or decision context 

Improves reliability of decision processes and/or outcomes 

Provides evidence in support of decision or confirms existing assumptions 

Improves coordination of tasks performed by an individual participant 

Improves coordination of tasks performed by participants jointly making a decision  

Improves coordination of tasks performed by participants making interrelated decisions 

Improves coordination of tasks performed by participants across organization boundaries 

Enhances communication among participants jointly making a decision 

Enhances communication among participants making interrelated decisions 

Enhances communication among decision participants across organization boundaries 

Shortens the time associated with making decisions 

Reduces decision-making costs 

Enables decentralization and employee empowerment in decision making 

Improves participant/stakeholder satisfaction with decision process 

Improves participant/stakeholder satisfaction with decision outcome 
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surveys of chief knowledge officers and other leaders of KM initiatives provide 

evidence that every KM activity in the KCT (and in the PPS) can be performed in 

ways that enhance competitiveness via each of the PAIR approaches (Holsapple 

and Singh 2005).  

It follows that an ODSS (via its PPS abilities) may yield PAIR benefits in the 

direction of increased competitiveness by way of the impacts noted in Table 3. For 

instance, one of a particular ODSS’s problem-processing capabilities (say, know-

ledge acquisition) may be implemented in a way that allows the organization to be 

more agile (or productive, or innovative, or reputable) in its decision making than 

are other organizations without comparable (e. g., knowledge acquisition) capa-

bilities.  

As with the enterprise benefits of ODSSs, more research is needed to 

understand relationships between PAIR benefits on the one hand and ODSS 

design and context parameters on the other hand. An example of a research model 

that goes in this direction is shown in Figure 3. In particular, this model empha-

sizes context parameters in the case of collaboration within network organizations 

(Hartono and Holsapple 2004).  

Table 3. PAIR benefits from an ODSS 

Benefit Description ODSS Impact 

Productivity Rate of decisions produced per 

unit cost 

Reduce time and cost of decision 

making 

Agility Alertness to decision 

opportunities and to changing 

conditions, plus ability to 

respond quickly to unanticipated 

change during decision making 

Greater proficiency during 

organizational decision making to 

quickly/successfully deal with ad hoc 

shifts in external or internal 

circumstances 

Innovation Create new/better decision 

processes and outcomes that 

please stakeholders and upset 

competitive landscapes 

Stimulate, provoke, or otherwise 

foster greater creativity and insight by 

participants in the organizational 

decision maker 

Reputation Produce reputable (e. g., ethical, 

sound, high quality, valuable) 

decisions via reputable 

processes (e. g., collegial, 

harmless, consistent with shared 

vision) 

Contribute to the organization’s 

overall reputation by decision making 

in which error, oversight, and fraud 

are low, while quality, trust, and 

brand are maximized 
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Figure 3. A research model for the study of interorganizational collaboration 
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Both scholars and practitioners harbor an interest in investigating factors that 

influence the degree of success in inter-organizational collaboration (Jap 1999). 

The model shown in Figure 3 is rooted in the synthesized definition and axioms of 

collaboration discussed in Section 3.3. Participants in the collaboration are 

conditioned by culture, infrastructure, and collective objective. Traits for charac-

terizing these participants are multiplicity, autonomy, willingness, capacity, skills, 

and assets. Each of these traits exists in varying degrees for the participants 

involved in the collaboration episode. Each serves as a contextual parameter that 

may influence the benefits realized via an ODSS that functions within a collabo-

rative decision process. These benefits accrue to the participating organizations 

and possibly to individual participants that represent them. 

The process shown in Figure 3 is a process of collaboration conditioned by the 

configuration of participants (including ODSSs, if available) in terms of the 

culture, infrastructure, and collective objective. The process is also conditioned by 

the environment within which the collaborative decision making unfolds. Traits 

that characterize the collaboration process include the degrees to which it is 

knowledge-based, interactive, and constructive. Process outcome(s) in this model 

take the form of meeting goals and/or fulfilling purposes. These outcomes are 

characterized by the traits of learning and/or projection, each of which can be 

examined at the level of individual participants and/or the collaborating network 

of organizations.  

Whether the focus of a research study is on individual outcomes or organi-

zational outcomes of ODSS usage, such outcomes can be measured in a variety of 

ways. As shown in Figure 3, the framework recognizes five approaches to gauging 

outcomes of a ODSS-assisted collaboration: productivity, agility, innovation, re-

putation, and satisfaction. Beyond the PAIR outcome measures, satisfaction is an 

internally oriented gauge. There are, of course, a variety of ways to measure each of 

the PAIR+satisfaction dimensions. Another internally oriented gauge that may be 

of interest is motivation; that is, a particular ODSS may lead to greater motivation 

of participants to contribute to making the collaborative process work (Holsapple 

and Luo 1995).  

4.3  Competitive Dynamics  

Considerable research has investigated possible links between firm performance 

and information technology (IT) in terms of increasing organizational efficiency or 

managing interorganizational relationships (e. g., reinforcing power/control, en-

hancing trust). Yet, benefits of IT usage with respect to overall firm performance 

appear to be largely indirect and difficult to measure. Recently, a new kind of IT 

value measure has been introduced based on a study that adopts findings in the 

realm of competitive dynamics to understand the association between IOS usage 

and competitiveness. Because organizational decision support systems make up 

one class of information technology (indeed, some IOSs are ODSSs), this new 

value measure is relevant for efforts to understand benefits of ODSSs.  
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In competitive dynamics research, it is well established that there is a robust link 

between measures of competitive actions an organization launches and that 

organization’s competitiveness. However, technological antecedents (e. g., ODSSs) 

of high competitive action have only begun to be studied. Specifically, the 

following questions have been addressed (Chi et al. 2007). Is there a systematic 

link between IOS use and competitive action? If so, how do they relate to each 

other?  

Competitive actions are specific, externally-oriented, observable competitive 

moves that an organization makes to improve its performance during some time 

period (Smith et al. 1991). These actions can be strategic or tactical. The former 

typically entail larger expenditures of resources, a wider time horizon, and more of 

a departure from the current state than do the latter (Miller and Chen 1994). 

Examples of strategic actions include substantial expansions of facilities, joint 

collaborative arrangements (e. g., as in the formation of a network organization), 

and major product, service, or technology developments. Examples of tactical 

actions are advertising campaigns, price changes, and incremental changes to 

products or services. Competitive actions can disrupt the competitive status quo, 

causing disequilibrium in a product/market space, and giving competitive ad-

vantage to their instigator (Ferrier et al. 1999). 

The study by Chi et al. (2007) examines elements of competitive action that 

competitive dynamics research has found to be the most relevant and robust 

constructs: action volume, complexity of action repertoire, and action hetero-

geneity. Action volume has the strongest and most consistent impacts on firm per-

formance (Ferrier et al. 1999, Ferrier 2001, Ferrier et al. 2002). Action hetero-

geneity has a strong influence on altering market shares and rules of competition 

(Caves and Ghemawat 1992, Gimeno 1999, Ferrier et al. 1999). The complexity of 

action repertoire can predict firm performance (Miller and Chen 1996). Using 

these three characterizations of competitive action, the study analyzes data from 

the automotive industry to suggest a strong link between an organization’s IOS 

usage and that organization’s competitive actions. Because it is known that the 

three measures of competitive actions are positively related to competitiveness, it 

follows that IOS usage is also positively related to overall competitiveness of 

firms. Although more research in this direction is needed, it is plausible that 

measures of competitive action may offer a useful way to evaluate benefits of 

ODSSs for an organization’s competitiveness. 

4.4  The Science of Competitiveness 

Achieving and sustaining competitiveness is fundamental for the survival of every 

firm as it strives to accomplish its mission. Given the inescapable complexities, 

challenges, and opportunities that the 21st century environment presents to the 

firm, competitiveness is a never-ending, non-trivial pursuit that demands a co-

herent, holistic intellectual foundation.  
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As understanding of competitiveness increases, so too does the prospect of better 

appreciating potentials for ODSS benefits accruing to an organization. Accordingly, 

we close this chapter with a call for the definition and development of a science of 

competitiveness (SoC) and some thoughts in that direction as illustrated in Figure 4. 

The science of competitiveness is necessarily cross-disciplinary in nature, 

striving to better understand what competitiveness is, its consequences, its an-

tecedents, and how to foster and sustain it – at all levels ranging from individual to 

organizational to national to societal. Rooted in the field of strategy, cultivation of 

this science involves intersections of such diverse traditional disciplines as public 

policy, supply chain management, operations management, finance, economics, 

cognitive science, information systems, marketing, communications, human re-

sources, sociology, geography, biology, law, ethics, education, and so forth.  

Much is known about competitiveness, but this has yet to be unified into 

a science that systematically relates findings across disciplines, that encourages 

and deepens joint investigation of competitiveness along discipline cusps, and that 

offers a systematic elucidation of what practicing managers need to consider as 

they attempt to profitably guide their firms through the turbulent waves and 

frequent storms of today’s competitive climate.  

The science of competitiveness would identify and explain regular patterns of 

agents, objects, and events concerned with competitiveness. It would identify 

causal connections that underlie competitiveness phenomena. SoC would involve 

 

Figure 4. Toward a science of competitiveness 
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a succession of collaboratively constructed and increasingly refined frameworks 

within which researchers work to solve problems pertaining to competitiveness. In 

its emergence and ongoing renewal, we might expect the science of compe-

titiveness to be inclusive, involving a multiplicity of research traditions, theories, 

practices, and perspectives (Feyerabend 1975). 

As Figure 4 suggests, we might conceive of the science of competitiveness as 

seeking to explain how an organization’s knowledge, networks, and processes 

combine to produce competitive moves, the outcomes of which contribute to its 

competitiveness (and ultimately to accomplishing its mission and realizing strong 

financial results). Integral to this understanding is an appreciation of the environ-

ment factors that impinge on a firm’s competitive moves: What does it take to surf 

the waves of mass customization, pervasive computing, continuous learning, 

globalized/dynamic markets, socio-political diversity, and virtual enterprises – 

rather than being inundated by them? What does it take to weather environmental 

storms? It is in this overall context that a firm develops a long-term vision, 

implements its competitive strategy, and strives for consistently positive results.  

From the knowledge management angle, an organization’s knowledge assets, its 

processors that build and operate on those assets, its practices for deploying 

processors and assets, and its technologies for knowledge handling (e. g., an 

ODSS) impact the organization’s competitive actions. Table 4 lists examples of 

SoC issues from this angle. From the network management angle, the firm’s 

participants, the infrastructure whereby they are organized, the culture that they 

build and operate within, and the competences exhibited by the intra-firm and 

inter-firm networks impact the firm’s competitive actions. From the process 

management angle, a firm’s approach to intra-firm and inter-firm collaboration, its 

process integration capabilities, governance of those processes, and contingency 

processes impact the firm’s competitive actions. These three angles are interrelated 

and, thus, need to be investigated in an integrated fashion. Effective knowledge 

management, network management, process management, and integration of the 

three allow an organization to enhance its productivity, agility, innovation and/or 

reputation as a basis for acting to promote its competitiveness. 

Scientific advances and commercial success, which are so important to a re-

gion’s economic competitiveness, are driven by innovation. It is therefore vital to 

understand the nature of innovation and the conditions that enable it. Funda-

mentally, innovation is about knowledge generation and knowledge application. 

These, in turn, depend on effective means for acquiring, assimilating, selecting, and 

emitting knowledge, plus appropriate approaches for measuring, controlling, 

coordinating, and leading these knowledge activities. These activities pervade 

a firm’s processes and are performed by its network of participants, each of whom 

is a knowledge processor that adds value to knowledge flows that course through 

the network and to the firm’s overall stock of intellectual capital. Especially crucial 

to innovation are processes in inter-firm networks, known as supply chains, which 

can be implemented in ways that allow a firm to know what downstream needs are 

and upstream provision capabilities are way ahead of competitors. In similar ways, 

commercial success of a region’s organizations is strongly tied to their agility, 
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productivity, and reputation, which in turn are influenced by how the form conducts 

its management of knowledge, networks, and processes. 

As the SoC progresses, we will be better able to discern and appreciate benefits 

– potential and actual – of ODSSs. The science-of-competitiveness notions 

sketched out in Figure 4 furnish a big picture in which ODSSs exist. By their very 

nature, ODSSs are necessarily concerned with knowledge, with networks, and 

with processes. An ODSS has the potential to render an organizational decision 

maker more productive, agile, innovative, and/or reputable. It has the potential to 

lead to actions that improve organizational competitiveness in PAIR directions. 

The substrates in Figure 4 are not only contributors to SoC growth, they are also 

examples of domains about which an ODSS’s KS can possess knowledge. 

Table 4. Partial list of knowledge-intensive issues for SoC 

Organizational learning for knowledge preservation, knowledge reuse, and firm 

improvement 

Organizational infrastructure and culture are knowledge resources 

Human, social, and financial capital relationships to intellectual capital 

Knowledge assets: measurement, control, auditing 

Knowledge worker recruitment, cultivation, training 

Managing knowledge aspects of triggering and implementing mergers/acquisitions 

Marketing messages, persuasion, and customers’ knowledge 

Competitive intelligence, customer intelligence 

Corporate communications, including impacts (financial, market, legal) of timing and 

extent of disclosures 

Linking KM to performance of individuals, organizations 

Devising/evaluating knowledge technologies 

Integrating technologies with best practices in design/execution of business strategies and 

processes 

Operational aspects of knowledge processing including just-in-time/lean knowledge 

processing, assurance of knowledge quality, scheduling knowledge processing, know-

ledge replenishment/perishability/holding-costs, planning/design/monitoring of know-

ledge work 

Strategic aspects of KM including its role in competitive dynamics and its impacts on 

PAIR  

Knowledge security, risks, integrity, privacy, legalities, and relation to corporate 

governance 

Ethical uses of knowledge 

Knowledge and financial supply chains; flows of knowledge and funds in supply chains 

Collaboration structures and dynamics for knowledge amplification within/across firms 

International knowledge transfer risks and rewards 
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5 Conclusion 

This chapter has identified and discussed parameters and benefits for organiza-

tional decision support systems, with a suggestion that the status and treatment of 

ODSS parameters influences the degree of benefits experienced for using that 

ODSS. Both design parameters and contextual parameters are examined. Devel-

opers and researchers dealing with ODSSs need to consider which of the para-

meters deserve to be factored into their work. Potential ODSS benefits are also 

examined. Here again, developers and researchers dealing with ODSSs need to 

consider which of the benefits deserve to be considered in their work. Some 

investigations of relationships between ODSS parameters and ODSS benefits 

exist, but more are needed to improve guidance for practitioners. Moreover, 

development and maturation of the science of competitiveness may contribute in 

this direction. 
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With negotiation being an often difficult process involving complex problems, computer-

based support has been employed in its various phases and tasks. This chapter provides 

a historical overview of software used to support negotiations, aid negotiators, and auto-

mate one or more negotiation activities. First, it presents several system classifications, 

architectures and configurations. Then, it focuses on negotiation support systems (NSSs) and 

related systems introduced in the early 1980s, and on e-negotiation systems (ENSs), which 

are deployed on the web. These broad categories are discussed from four perspectives: real-

life applications, systems used in research and training, research results, and research 

frameworks.  

Keywords: Negotiation support systems; Decision support; Electronic negotiation; On-line 

negotiation; E-negotiation systems; Negotiation software agents; Negotiation software 

assistants 

1 Introduction  

We live in a technology-laden world. Technology has a ubiquitous role and it is 

also increasingly proactive and even interventionist. This can be particularly well-

observed in such processes as negotiations, which involve people communicating 

via, and working together with, computer software.  

Since the late 1970s, many systems have been designed to undertake complex 

negotiation tasks such as conflict identification, management and resolution, 

search for consensus, assessment of agreement stability and equilibrium analysis. 

Some of these systems are mentioned in chapters of this book; group decision 

support systems (GDSSs), group support systems (GSSs), and meeting support sys-

tems (MSSs). They have functions aimed at managing and resolving conflicts (De-

Sanctis and Gallupe 1987; Chidambaram and Jones 1993; Fjermestad and Hiltz 

1999). 

Despite some similarities between the various types of computer-based support 

systems, there are important differences between negotiation support systems 

(NSSs)  and other systems involving multiple decision-makers. These differences 

stem from the processes the system supports. The key assumption for a NSS is that 
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the decision process it supports is consensual. Participants of meetings and vari-

ous types of group decision making may attempt to achieve consensus but it is not 

the necessary condition for success. In negotiation, the achievement of consensus 

regarding an alternative decision is necessary for this alternative to become an 

agreement. This implies that tools and features of a NSS need to be designed by 

taking into account that its users are: 

• Independent in terms of their decision-making powers 

• Representing their own and/or their principals’ interests  

• Interdependent in terms of their ability to achieve their objectives  

• Able to terminate the process at their will 

• Able to reject every offer, request another offer and propose a counter-

offer 

This chapter presents an overview of negotiation and e-negotiation systems: their 

types, architectures, applications and research. Different kinds of software used 

for negotiation facilitation and support are defined in this section. Differences 

between software-supported negotiations undertaken by a social system and 

a socio-technical system are also discussed. Section 2 presents several negotiation 

and e-negotiation classifications, which are based on the system activeness, its 

roles in the process and the activities it undertakes. Section 3 discusses models 

embedded in many NSSs and other systems used in e-negotiations, their architec-

tures, and the types of software configurations that determine the scope of human-

software interaction and collaboration. Early applications of NSS and their use in 

research and training are discussed in Section 4. Section 5 discusses systems de-

signed to support web-based negotiations and conflict resolution in commercial 

and non-commercial transactions, systems designed for research and training pur-

poses and selected results of e-negotiation research.  

1.1  Definitions 

Decision support systems (DSS) have been used by negotiators probably as much as 

by individual decision-makers or, in early days, by analysts and other interme-

diaries. The need for computerized negotiation support was recognized in the 1970s 

(Nyhart and Goeltner 1987), leading ultimately to the realization that a separate 

class of specialized software was required. 

Lim and Benbasat (1992), note that a negotiation support system (NSS) requires 

all the capabilities of a DSS and has to facilitate communication between the nego-

tiators. The communication requirement is necessary because the negotiators are 

assumed to be able to interact only via the computer and they can negotiate only 

via the computer so that the DSS part of the system does not miss any data. Thus, 

“DDS + communication” is considered to be a minimum requirement for negotia-

tion support. 

DSSs are user-oriented because they help users to understand and formalize 

their objectives and preferences; and problem-oriented because they help users 
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understand the problem structure, search for problem solutions, and conduct sensi-

tivity analysis. NSSs, however, can also provide support that specifically deals 

with the negotiation process, by providing assistance to users in gaining under-

standing of their counterparts’ priorities and constraints, predicting their moves, 

suggesting possible coalitions, and advising about making and justifying a conces-

sion. These coordination functions go beyond the support provided by DSS; albeit 

they are also not a part of the communication facility. 

The definition of NSS used here follows Lim and Benbasat’s (1992) minimum 

requirements (DSS + communication support), with the addition of these coordina-

tion functions (Lai 1989; Holsapple et al. 1995): 

A negotiation support system (NSS)  is software which implements models and pro-

cedures, has communication and coordination facilities, and is designed to support 

two or more parties and/or a third party. 

Initially, all NSSs relied on DSS technologies. Early systems were first designed for 

stand-alone computers and, beginning in the mid 1980s, for local-area networks. 

The Internet revolution and the ubiquity of software led to its promulgation and 

this included software used for negotiation. Systems designed for negotiation 

support in the 1980s and early 1990s conformed to the NSS definition (Kersten and 

Noronha 1999; Mustajoki and Hamalainen 2000; Bui et al. 2001).  

Some systems, however, were not based on the DSS concepts; instead, they fo-

cused on communication effectiveness (Yuan et al. 1998; Schoop and Quix 2001) 

and the recognition of potential actions and reactions of the counterparts (Matwin 

et al. 1989; Sycara 1990). To include these systems, the term e-negotiation system 

was proposed (Bichler et al. 2003; Insua et al. 2003): 

An e-negotiation system (ENS) is software that employs Internet technologies and it is 

deployed on the web for the purpose of facilitating, organizing, supporting and/or 

automating activities undertaken by the negotiators and/or a third party. 

Defining ENS as software used in negotiations and deployed on the Web broadens 

the scope of negotiation software to include any software that is capable of aiding 

one or more negotiators, mediators, or facilitators. This includes email, chat and 

streaming video used in negotiations (Moore et al. 1999; Lempereur 2004) soft-

ware used for communication and facilitation (Yuan et al. 1998), automated nego-

tiations and auctions (Jennings et al. 2001), and software that combines negotia-

tion and auction mechanisms (Teich et al., 2001). 

In the last few years, several software tools have been deployed on the Web 

with the specific purpose of providing comprehensive support, mediation or arbi-

tration; their purpose is to facilitate a selected activity, for example, search for 

a partner, price comparison and value-function construction. These tools can be 

independent from each other, with users deciding which and when any given tool 

is to be used. Using middleware or other software, one tool can access output 

produced by another tool, or, if required, communicate with other tools. Because 

of the tool compatibility requirement and the need to be accessible by various 

users, these tools are typically embedded in an environment, a type of negotiation 
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workbench, which has been called an e-negotiation table (Kersten 2003; Strobel 

2003). 

An e-negotiation table (ENT) is software that provides negotiators with a virtual space 

(bargaining table) and tools, which they can use in order to undertake negotiation ac-

tivities.  

An ENT in its simplest form is a virtual meeting space where the parties can post 

offers and messages that only they (and possibly a trusted third party) can access. 

This service is provided by organizations that often provide additional services, 

including matching, mediation, legal and competitive analysis (Rule 2002). 

Two other types of software systems which have been successfully used in vari-

ous aspects of negotiations and have the potential to play important roles are based 

on software agent technologies. Software agent technologies have three key char-

acteristics: (1) they act on behalf of other entities in an autonomous fashion; (2) 

they are able to be reactive and proactive in deciding on undertaking an action; and 

(3) they exhibit some level of such capabilities as learning, co-operation and mo-

bility (Hewitt 1977). These characteristics led designers and developers to con-

struct and implement software agents capable of collaboration and negotiation 

(Sycara 1989; Kreifelts and Martial 1991; Kraus 1995).  

A negotiation software agent (NSA) is software that is capable of conducting a sig-

nificant part of negotiations on behalf of its human or artificial principal.  

The purpose of NSAs is to automate one or more negotiation activities. Agents are 

capable of conducting a complete negotiation, or selected negotiation activities on 

behalf of their principals (Jennings et al. 2001). Other systems, albeit based on the 

same models and technologies, have been developed with the purpose of provid-

ing intelligent and independent advice, critique and support to one or more negoti-

ating parties. These agents do not engage directly in the negotiation; instead they 

observe the process and provide their principals (negotiators) with information and 

knowledge (Chen et al. 2004). 

A negotiation agents-assistant (NAA)  is a software agent that provides a human nego-

tiator and/or third party with timely and context-specific advice, critique, and support.  

The purpose of NAAs is to help the negotiators (third parties) to achieve agree-

ments they wish for. These agents provide relevant knowledge and information 

about the counterparts, process and problem; they play the role of analysts and 

experts. They differ from NSSs in their autonomy and mobility, and in their possi-

ble partiality. An NAA may be designed to help one negotiator rather than all and 

to give the negotiator competitive advantage over others.  

The relationships among and methodological bases of the various kinds of 

software systems designed to support negotiators, provide facilitation and media-

tion, and undertake activities on behalf of the negotiators are depicted in Figure 1. 

The four kinds of software, designed specifically for negotiation support and 

automation (NSS, ENT, NSA, and NAA), and the DSS, designed to support individuals 

in negotiations, use overlapping models (primarily coming from MS/OR, decision 
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science and artificial intelligence) and often similar software components for in-

teraction with their users, and data collection, computation and storage. Some 

systems, e. g., NSS, may include agent-assistants to aid users and agents to automa-

te simple but mundane tasks. Other systems (ENTs in particular) may use generic 

tools coming from software engineering and computer science: e. g., databases, 

SQL and security. 

The positioning of different systems illustrated in Figure 1 indicates that ENS 

may be seen as an “umbrella” term for all types of systems used in e-negotiations. 

ENS includes systems designed specifically for negotiations and those which have 

been designed primarily for other purposes but are used in negotiation (e. g., email).  

1.2  Social and Socio-technical Systems 

ENSs may be differentiated with respect to the degree of their intelligence and 

autonomy. Some systems may be able to conduct negotiations on behalf of their 

human principals, others may undertake certain tasks, and yet others may have no 

capabilities to undertake any tasks without its full specification. These different 

roles and abilities of negotiation software allow us to propose two types of envi-

ronments in which they operate. These two types are meta-systems and they en-

compass the negotiators and any other entities that are involved in conflict man-

agement and the search for an agreement. Thus: 

A negotiation social system is a system comprised of negotiators and possibly soft-

ware used by one or more negotiators in order to resolve conflict. 

A negotiation socio-technical system is a negotiation system in which software par-

ticipates in the conflict management and resolution processes.  

The reasons for distinguishing between these two kinds of systems are both practi-

cal and theoretical. In many negotiations, software is used as a tool, a notebook or 

a calculator. Software, such as email, a contract preparation and verification system, 

and a document management system, is now routinely used in negotiations. But 

there is a difference between: (1) using software as a simple toolset, and (2) relying 

on software that suggests a counterpart with which to negotiate, proposes offers, 

 

Figure 1. Software systems in negotiation facilitation, support and automation 
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analyzes counteroffers or even engages in offer exchange. In the case of active and 

capable software, its design and implementation has to take into account the role it 

performs in negotiations and type of interactions with users; they are different de-

pending on the system. Therefore, we discuss here software systems which are part 

of negotiation social systems and software systems that are part of negotiation 

socio-technical system. In social systems, software is a passive tool, ready to be 

used but one that has to be fully controlled. Socio-technical systems comprise peo-

ple and technological solutions, both actively involved in the negotiation, rather 

than in a social system where functioning is facilitated by technology (Nardi and 

O'Day 1999). 

In the past, technical systems were mechanical and either could not make deci-

sions at all or they were capable of adjusting to a few predetermined conditions 

(e. g., a pressure valve). The control of multiple mechanical systems engaged in 

similar or complementary activities was left to people. When the technical systems 

began to actively participate in their users’ activities they became proactive in 

helping their users achieve their objectives. The two worlds became meshed and 

socio-technical systems emerged (Ropohl 1999).  

The roles and relationships between various components of the two types of 

systems are schematically depicted in Figure 2. Note that bidirectional arrows 

indicate communication among the active participants and single-directional ar-

rows indicate participants’ usage of tools and passive systems. Note also that the 

same system (e. g., a NSS) may be either a tool or a participant; this depends on the 

role the system plays in the process. 

The distinction between social, technical and socio-technical systems is particu-

larly useful in such processes as negotiations because of the variety of different 

roles software can play and behaviors it can exhibit. Software can be used as 

a simple or complex tool. It can support one or more negotiators; it can support 

a coalition and perform one or many negotiation activities on behalf of the nego-

tiator. Software may be used as a negotiation facilitator or as a mediator. When the 

DSS is active and involved in many negotiation activities, it becomes a member of 

the socio-technical system. The interaction changes from the always user-initiated 

communication to communication which can be initiated by the users as well as 

the system. 

 

Figure 2. Negotiations as social and socio-technical systems 
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2 Classifications  

The members of a negotiation socio-technical system are both people and software 

systems. The latter have to be able to actively participate in the process. In this sec-

tion, systems are considered from the point of view of their activeness, roles they 

play in the negotiation, activities performed in the negotiation process, and types of 

their users.  

2.1  Passive, Active and Proactive Systems 

The typology based on participation also makes the distinction between software-

as-tool and software-as-participant, which was introduced in Section 1. Following 

a similar categorization (Kersten 2005), three types of systems are distinguished: 

passive, active and pro-active. 

1. Passive systems are single-purpose tools or systems which require that 

their users exert full control over their actions. They are not concerned ei-

ther with the way the content is produced or with the use of resources re-

quired for production. It is up to the user to specify the requirements, select 

the requisite options and provide data necessary for the system to under-

take its tasks. Taking into account that two major types of negotiation ac-

tivities are communication and decision making, and that both these activi-

ties may be easier to undertake when information is graphically displayed, 

it is useful to recognize the following three types of passive systems: 

a) Passive communication systems help users to interact with partners 

located in different places, and present them with ideas, offers and 

arguments. These systems may also provide support for the storage, 

organization and retrieval of information. 

b) Passive calculation systems help users to compute formulae, which 

otherwise would take a long time to compute. These often complex 

mathematical and statistical formulae allow the users to summarize, 

test and compare solutions or offers. However, they do not have the 

capability to verify assumptions and their completeness, seek solu-

tions that are similar to ones contemplated by the user, and undertake 

any action without being given full specification from its users. 

c) Passive visualization systems help users to display data using various 

forms of graphs, maps and other data visualization techniques. 

2. Active facilitation-mediation systems aid the users in formulating, evalu-

ating and solving difficult problems; concession-making and construc-

tion of offers; and assessment of the process and the agreement. These 

systems often follow a process model of the negotiation to which users 

need to conform. They also have components for problem structuring 

and solving, and for assessing offers and constructing counteroffers. The 
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models embedded in the active systems are the models of the problem, 

the negotiators and the process. 

3. Proactive intervention-mediation systems have the same capabilities as 

the active facilitative-mediation systems, but they are also capable of co-

ordinating the negotiators’ activities, critiquing their actions, and making 

suggestions as to what offer should be made or what agreement should 

be accepted. To provide these capabilities, the proactive intervention-

mediation systems access and use knowledge and have certain intelli-

gence so that they can monitor the process and the negotiators’ activities.  

Passive systems can be seen as fast and sophisticated messengers or calculators. 

Active systems can facilitate, support and mediate. They need knowledge to sup-

port their users and to assess the users’ actions and the actions undertaken by oth-

ers (e. g., counterparts). Systems that are able to access and process knowledge, 

and work independently of their users are proactive. The key difference between 

passive and active systems is in the latter’s ability to provide their users with in-

formation that they did not directly specify, or select a formula necessary to de-

termine it. An active system obtains a general request from the user and seeks an 

answer using available data and formulae. The main difference as compared to the 

first two types is that a proactive system makes suggestions and critiques without 

any request from its user. 

2.2  Facilitation, Mediation and Support 

Negotiation support systems and other systems that participate in e-negotiations 

influence the process and its outcomes. Therefore, they can be considered as 

a neutral third party. The two key roles of a third party are facilitation and media-

tion. A role that traditionally has not been considered as that of the third party is 

the one of an expert and analyst. This role may also be played by DSSs, NSSs and 

other systems, either by advising the negotiators directly or by supporting human 

experts and analysts. Both human and artificial experts and analysts may provide 

advice and help one side only. They may also provide expertise or undertake tech-

nical activities to help all participating parties.  

The three roles available to people as the neutral third party can also be made 

available to the computer systems. We thus distinguish between negotiations that 

are computer-facilitated from those that are computer-supported and computer-

mediated.  

1. Computer-facilitated negotiations use software as tools that enable the 

parties to communicate, store and access exchanged information. In such 

negotiations, only the communication and coordination components are 

required. The technology, for example, email, chat and video conferenc-

ing, allows the parties to communicate. The communication channels 

and their bandwidth are determined by the technology and therefore may 

affect the ways the parties communicate. However, the premise is that 
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technology may not affect the content of the communication either di-

rectly or indirectly. If the content is affected, it is because of the choices 

made by the technology user. Technology in computer-facilitated nego-

tiation is mostly passive. Although it may notify its user that an activity 

takes place (e. g., email has been received), this action is not oriented 

towards the negotiation and thus does not help its user to achieve a bet-

ter agreement. 

2. Computer-supported negotiations rely on software in order to reduce the 

cognitive efforts imposed on the negotiators, expand their abilities to as-

sess the problem under consideration, and determine the possible impli-

cations of its alternative solutions. The purpose of software is to provide 

the negotiators with information that they would not obtain otherwise. It 

helps negotiators to understand the problem better, and to learn about 

their own perspectives and about the perspectives of the other partici-

pants. In computer-supported negotiations, software often affects the 

process through the purposeful organization of the negotiation activities. 

This way it actively participates in the process, becoming a part of the 

socio-technical system. A computer system need not be designed specifi-

cally to support one or more negotiation activities, but it has to be cap-

able of supporting activities requiring cognitive efforts that take place in 

negotiations. A simulation system and software for preference elicitation 

are examples of such systems. 

3. Computer-mediated negotiations use software to help the parties in 

achieving an agreement. This software identifies stumbling blocks and 

suggests directions to reduce the degree of the conflict. It offers potential 

compromises and proposes concessions that may lead towards an agree-

ment. The purpose of the software is somewhat similar to a human me-

diator who actively influences the process and tries to shape it so that the 

parties reach an agreement. These types of software may try to explain 

the rationale behind counterparts’ moves and predict their concessions.  

The differences between software used for facilitation, for support and for mediation 

create two categories of systems: (1) software that extends our physical capabilities; 

and (2) software that extends our mental capabilities. Software facilitates communi-

cation in a similar manner as mail does; both store, sort and move information. Soft-

ware plays a very important role, making asynchronous communication between 

geographically separated people possible. It also significantly affects the way people 

present their arguments and interact with one another. Therefore, we may say that it 

affects users’ capabilities but it does not aim at expanding users’ cognitive faculties.  

The distinction between two software categories is useful because the results of 

behavioral research on computer-facilitated negotiations (Moore et al. 1999; 

Thompson and Nadler 2002) should not be extrapolated onto the implication of 

computer-supported and computer-mediated negotiations for the process and out-

comes, and vice versa. Additional information (knowledge, intelligence) that is 

provided by technology introduces qualitative differences into the process. 
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2.3  Phases, Activities and Support 

Negotiation process moves through phases and activities. For the negotiators, the 

role a system plays in the process may be an important categorization criterion 

(Davey and Olson 1998). A system may be designed to provide support in or 

automation of one specific activity, several activities in a given phase or through-

out the negotiation. One may classify systems according to the selected negotia-

tion process model; they range from three to ten phases.  

To perform these three functions computationally, complex activities may be 

undertaken. Electronic media may rely on models, but the difference between 

problem and process modeling and processing, and interaction is in the focus. In 

interaction models communication and presentation are used to provide insights 

and better understanding of data. This is achieved, for example, through the use of 

different visualization techniques, and the searching for, retrieval of and com-

parison of information (as opposed to production of data and information).  

Electronic media are necessary for the purpose of system-supported decision-

making, but they are not designed with this purpose in mind. Dedicated systems 

and their components are designed to support decision making; they include soft-

ware used in the construction, implementation and use of models. The main soft-

ware functions required for both general decision-making activities, as well as 

those specifically associated with negotiation, are listed in Table 1. Many of these 

functions and tasks are the same or similar to those encountered in individual 

decisions supported with DSS. Others stem from the communication activities, 

which are a necessary ingredient of every negotiation, and from concession-

making, which is typically required in order to achieve an agreement.  

Table 1. Key functions and tasks of software in e-negotiations 

No. Function Key actions 

Communication and presentation 

1 Transport and storage Transport of information among different systems; 

storage in distributed systems; security 

2 Search and retrieval Extraction, selection, comparison and aggregation of 

distributed information  

3 Presentation  Data formatting; data visualization; alternative data 

presentation 

Decision problem 

4 Problem formulation Assumption formulation; model construction; 

completeness; adequacy; verification of assumptions 

5 Parameters Collection of parameter values; parameter computation 

and verification  

6 Problem solutions Assessment of decision space; solution accuracy  

7 Solution analyses Sensitivity analysis; what-if analysis; simulation 
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Table 1. Continued 

No. Function Key actions 

Negotiator 

8 Goals, objectives Decision problem algorithm selection 

9 BATNA & reservation 

levels 

Specification of BATNA type and values; mapping 

BATNA on decision or value spaces; reservation level 

selection and verification 

10 Preferences Analytic or holistic preference elicitation, consistency 

assessment, preference verification, measures for 

alternative comparison 

11 Approach & profile Specification of the negotiator approach and profile; 

profile assessment, modification and update 

12 Strategies & tactics Formulation, evaluation and modification of strategies 

and tactics 

Counterpart 

13 Profile assessment Prediction, evaluation and verification of counterpart’s 

profile 

14 Strategies & tactics Prediction, evaluation and verification of strategies and 

tactics 

15 Counterpart analysis Construction and verification of models of negotiation 

counterparts; evaluation and prediction of their behavior 

Process 

16 Process management Agenda formulation; construction of negotiation 

protocols; protocol analysis; threats management; 

deadline management  

17 Offer & message con-

struction 

Formulation of offers and concessions; argumentation 

models 

18 Offer & message 

evaluation 

Analysis of messages; offer comparison; and assessment 

of arguments 

19 Document management Version management; consistency analysis; 

dissemination 

20 Agreement analysis, 

equilibrium and stability 

Equilibrium analysis; assessment of the potential 

agreements; agreement efficiency; identification of 

unilateral and joint improvements 

Knowledge and expertise 

21 Process, history and their 

assessment 

Construction of the negotiation history; process 

analysis; progress assessment; history-based predictions 

22 Negotiation knowledge 

seeking and use 

Access to and use of local and external information and 

knowledge about negotiation situations; comparative 

analysis 

23 Domain knowledge Access to and use of local and external information and 

knowledge about problem domain and cultural, 

professional and other characteristics of the participants 
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3 Negotiation Software Design Issues  

Software is designed based on an abstraction of a certain problem or process. This 

abstraction used in decision and negotiation support systems comprises models 

and procedures constructed in different branches of science. The second type of 

framework used in system design concerns architecture, the specification of the 

components comprising a system and the relationships between the components. 

How these components are constructed and how they interact is important because 

it affects the system’s flexibility and expendability, and its ability to interact with 

other systems involved in decision making and negotiations. 

3.1  Models 

The DSS roots of NSSs are due to their reliance on models coming from MS/OR and 

decision science (Figure 1). NSAs and NAAs rely on both quantitative and qualita-

tive models, the latter coming from computer science and artificial intelligence. 

An overview of models used in early NSS and in recently developed e-negotiation 

systems is given here. In this overview we follow a simple categorization of mod-

els into three kinds: (1) models of the negotiation problem; (2) models of the ne-

gotiator; and (3) models of the negotiation process. Although some models incor-

porate two or three components, this distinction also affects the types of input and 

interaction between the system and its users.  

Many negotiations are conducted over highly complex problems, which are de-

scribed with a large number of variables and constraints. Such negotiations in-

clude those conducted over environmental issues, international trade, mergers and 

acquisitions. Some of the systems involved are DSSs used to support one party; 

other systems have been designed by a third party and incorporate large simulation 

and optimization models (Nyhart and Goeltner 1987; Hordijk 1991). NSSs that 

incorporate these models have been often used by analysts-intermediaries who, 

through interactions with the negotiators, obtained from them data which de-

scribed their requirements, and used it to generate solutions or scenarios. Exam-

ples of such models include the MIT deep ocean mining model and IIASA RAINS 

model for cross-boundary air pollution (see in Section 4.1). Both models have 

been successfully used in complex negotiations; RAINS was modified over the 

years so that the optimization model has been extended with multiple objective 

functions and replaced with a large-scale mixed-integer goal programming model 

(Makowski 2001). 

The extension of RAINS with multiple objective functions allowed for the ex-

plicit consideration of the negotiators’ objectives. This extension is an example of 

a model that combines formal representations of both the problem and the negotia-

tor(s). ENSs, which focus solely on the construction of the negotiator’s representa-

tion, interact with their users in order to elicit their objectives and preferences. 

This information is used to either construct a value (utility) function or aid the 



 Negotiation Support and E-negotiation Systems 481 

user(s) in their search for a non-dominated agreement (Raiffa 1982). Examples of 

NSSs, which help users gain understanding of their wants and needs, and help them 

search for a compromise, are Negotiator Assistant (Rangaswamy and Shell 1997), 

ICANS/SmartSettle (Thiessen 2002), Web-HIPRE (Mustajoki et al. 2004) and Inspire 

(Kersten and Noronha 1999), with the two latter systems deployed on the Web 

(Section 5.2). 

Construction of the negotiators’ representation together with concepts of behav-

ioral decision and negotiation research (see e. g., Lewicki and Litterer 1985; Fisher 

et al. 1994), such as the best alternative to the negotiated compromise (BATNA), 

reservation and aspiration levels, and the zone of possible agreements (ZOPA), 

provide the basis for modeling of the negotiation process. Systems that support the 

process of arriving at an agreement include NEGO (Kersten 1985), Mediator (Jarke 

et al. 1987) and RAMONA (Teich et al. 1995). The role of these systems is similar to 

that of a mediator who has no power to impose the agreement but who has know-

ledge of the parties’ true interests and preferences.  

Other models implemented in various ENSs include neural networks, genetic al-

gorithms, rule-based models and fuzzy logic (Chen et al. 2004). Rules were used 

to provide domain-specific expert advice to their users (Roman and Ahamed 1984; 

Rangaswamy et al. 1989), conduct qualitative simulation of negotiations (Kersten 

and Michalowski 1989; Matwin et al. 1989), manage documents such as contracts 

(Schoop and Quix 2001), and help the parties to negotiate more efficiently and 

effectively (Chen et al. 2004; Druckman et al. 2004).  

3.2  Architectures 

For the purpose of describing the general form and place of interaction between 

users and systems, two kinds of system architectures can be distinguished: tightly 

coupled and loosely coupled. These two kinds represent two extreme generic NSS 

architectures. They are high level because no specific processes, data models or 

communication protocols are distinguished.  

The tightly coupled architectural solution corresponds to a highly centralized 

model. This kind has fixed linkages between the components and it was typical for 

information systems designed to run on a single computer, as was the case in the 

1980s and earlier.  

The loosely coupled architecture corresponds to a decentralized model. This ar-

chitectural solution is appropriate for modern, distributed environments where 

many systems may reside on a single or multiple computers. The solution provides 

much more flexibility than a centralized system because one function of a compo-

nent may be performed by one or several independent computers.  

In Figure 3, a tightly coupled system is shown and compared with a loosely 

coupled system comprising of six systems, which may run independently of each 

other. The traditionally tightly coupled ENS is the architectural model of Lim and 

Benbasat’s NSS (1992). Early systems discussed in Section 3.1 (e. g., MIT deep 

ocean mining model and RAINS) also had tightly coupled architecture, but without 
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the communication and coordination component, as functionality was performed 

by the analysts-intermediaries. 

A loosely coupled negotiation support system is a collection of software, which 

resides on one or many computers. It is a federated system involved in aiding the 

negotiators and undertaking certain negotiation tasks on behalf of one or more 

negotiators. Because the major activity is the coordination of the tasks and actions 

performed by different systems, this coordination may be performed by dedicated 

software that communicates with other participating systems.  

Users of a federated system may not see a difference between such a system 

and the traditional tightly coupled NSS residing on a single server. They may ac-

cess various systems via a common interface. They may also interact with the 

separate components using their own interfaces; this case is illustrated in Figure 3. 

The main difference, however, is in the flexibility and expendability. Users of 

federated systems may directly access a particular system to perform a specific 

task; for example, translate a document and provide financial information. This 

increases the system flexibility. Expendability is achieved through the addition of 

new systems that can communicate with the user directly or indirectly through, for 

example, the communication component.  

The loosely coupled federated architecture is suitable for the design of systems 

that use Internet technologies and are deployed on the Web because they can pool 

computational resources, data, models and applications from anywhere. 

The involvement of people and software in negotiations, which we illustrate in 

Figure 2, is at a very high level of abstraction; only people and systems are indi-

cated. Figure 3 illustrates main components, the linkages between them and the 

user-component interactions. The components may be implemented in many dif-

 

Figure 3. Tightly and loosely coupled e-negotiation systems 
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ferent ways and currently the most often used way is through the client-server 

architecture, where the client and servers represent different tiers. This n-tier soft-

ware architecture is typical for loosely coupled systems, and it is used in e-business 

systems development (Fournier 1998; Buffam 2000). 

The n-tier architecture is based on the software server concept, and it extends 

data separation to process models and applications. Examples of n-tier architecture 

are shown in Figure 4. This figure illustrates the complexity of many modern 

systems and their possible interactions. There are three negotiators A, B and C; 

each uses a client (e. g., a Web-browser). Negotiator A uses services of a NAA. 

Negotiators A and B communicate directly with the ENT; that is, they engage in 

activities using the e-negotiation table). These two negotiators may use the ENT 

tools and they may also access an NSS. This may be the case when the company 

that provides the ENT also provides additional NSS-type services. These services 

may be necessary for negotiators who participate in the process using a NSA; this 

is the case of negotiator C. 

There may be many different types of servers in n-tier architecture. In Figure 4, 

three typical servers are indicated: a Web server for communication; an applica-

tion server, which selects and accesses various applications; and a database server 

for database management.  

3.3  Configurations  

The roles an NSS can play in negotiations, and the scope of its support, depends par-

tially on the configuration of the negotiation system, which comprises software and 

people. A configuration of negotiation systems is defined by the relationship between 

systems, their users and other negotiation participants. Selection of a configuration 

depends on a number of factors, including the individual and organizational needs, 

 

Figure 4. Example of n-tier ens architectures 
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available technologies and information, the complexity of the problem, and time 

pressure. The availability of various configurations helps the negotiators to select one 

that fits best their particular situation.  

There may be several levels of detail in discussing a configuration. At the high-

est, most aggregated level, the participating entities that are responsible for under-

taking a negotiation activity are identified. In this way, a group of people may be 

seen as a single negotiator if the group comprises one side of the negotiation and 

its internal decision-making activities are ignored. Similarly, different systems and 

components that jointly comprise a federated e-negotiation system (Figure 3) may 

be aggregated into one meta-system. For example, the ENT and NSS shown in Fig-

ure 4 may be integrated into one system, providing both types of services. 

In the consideration of the relationship between entities, the focus is on the 

source and flow of information rather than the details, including the specific roles 

and actions. Eight basic configurations of negotiation social and socio-technical 

systems are presented in Figure 5. 

Individual support with the use of DSS, NAA or a software tool is currently the 

most widely used software technology in negotiations. A situation when one party 

is supported with a DSS and another party obtains advice from a negotiation assis-

tant (NAA) is illustrated in Figure 5A. Examples of this and other configurations 

discussed below are given in Sects. 4 and 5.  

 

Figure 5.  Configuration of negotiation software (dashed lines indicate optional systems and 

links) 
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Figure 5B depicts a situation when a single DSS supports all participants; it is also 

possible that only a sub-group is supported and that this support is provided by other 

types of software, including NSAs. Two cases involving third-party (a light-gray 

figure) intervention are illustrated in Figures 5C and 5D. In the first case, the facili-

tator or mediator uses a NSS to communicate and confer with the negotiators; while 

in the second case, the third party is involved in discussions with the parties di-

rectly, however she uses help and guidance from a NAA. The third party may use 

another type of software (e. g., DSS) and also the parties may use software in their 

deliberations. 

If the third party is removed (see Figure 5C), then we have the case of centralized 

negotiation support; there is a single NSS which supports the participants, and through 

which they communicate. A decentralized situation is depicted in Figure 5E; there 

are two systems supporting the parties. The reason for having two (or more) NSSs may 

be that each party represents an organization that has its own system and does not 

want to use an external neutral NSS. It is also possible that the systems are highly spe-

cialized and provide different and complementary services; for example, one system 

supports negotiating the financial aspects, and the other manufacturing and supply. 

Decision and negotiation support may be provided to a subset of negotiators 

(Figure 5F). The purpose may be to help the negotiators to establish a coalition, 

and to support them in negotiating common proposals and in other activities simi-

lar to those conducted by a single negotiator. 

Figures 5G and 5H show two possible configurations in which negotiation 

software agents (NSA) are involved. Figure 5G shows a partially automated nego-

tiation in which an agent communicates with a NSS. Figure 5H depicts negotiations 

in which two agents participate on behalf of their principals. This case may be 

fully or partially automated.  

4 Early Applications and Research 

With few notable exceptions, NSSs and ENSs have not been widely used in negotia-

tions. A recent popular article puts forward “The case for employing a computer-

ized third party for group decision-making and negotiations” (Kettelle 2006), 

30 years after the first highly successful use of computers in very complex nego-

tiations. Over the years, numerous systems were developed; most of them were 

used in research and for training. Some of these systems, however, were success-

fully used in business and governmental negotiations, and others found their way 

in e-marketplaces and supply chain management systems (e. g., SAP supplier nego-

tiations and collaborative contract negotiations, and Oracle iStore 11i contract 

negotiation and re-negotiation). 

4.1  Successful Cases and Success Factors 

A research project funded by the U.S. National Oceanic and Atmospheric Admini-

stration and initiated by Nyhart in 1976, brought results about two years later. The 
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team led by Nyhart was from the Massachusetts Institute of Technology (MIT), and 

the purpose of the project was to construct a detailed model of a deep sea mining 

enterprise. This research sought to predict the economics of a commercial venture 

under a variable set of assumptions (Leitner 1998).  

The model’s purpose was a simulation of a future U.S. mining enterprise. It 

was not designed for international use, but for use in the United Nations UNCLOS 

III negotiations (op cit 282). It was, however, a subject of discussion and refine-

ment in graduate seminars led by Nyhart. The model, and discussions related to it, 

led Nyhart and a group of his students to write a report titled, “A Cost Model of 

Deep Ocean Mining and Associated Regulatory Issues”(after Charney 1982, 

p. 104), which the U.S. delegation gave the UN Secretariat for distribution among 

all of the national delegations to UNCLOS III. The report was introduced in one of 

the meetings. It attracted attention, providing a point of reference for the assess-

ment of the proposals presented by the participants (Sebenius 1984). 

The MIT simulation system played an important role in the UNCLOS III negotia-

tions. It helped to reconcile the widely different positions of several groupings of 

developing and developed countries. Thanks to the system and its underlying 

model, these differences provided an opportunity for an agreement. For example – 

as Sebenius (1984, p. 57) describes in detail – some developing countries believed 

that there would be extremely high profits from deep sea mining and therefore 

wanted to have very high levels of profit sharing. In contrast, the developed coun-

tries expected modest profits and sought low profit participation levels.  

The delegations learned, by using the system and generating different scenar-

ios, that deep sea mining would be very expensive and provide small returns. This 

led them to understand that high participation in profits was not possible. These 

results contributed to an agreement on the financial arrangements. 

Several years later, a similar approach was taken by a group of scientists at the 

International Institute for Applied System Analysis and it led to the use of the 

RAINS system in the negotiations at the convention on long-range transboundary 

air pollution, the umbrella organization involved with air pollution across Europe 

(Hordijk 1991; Tuinstra et al. 1999). Recently, the system was adapted to simulate 

transboundary air pollution in Southeast Asia (Carmichael et al. 2002).  

The ongoing use of the RAINS system led to several extensions, modifications 

(Section 3.1) and porting from a centralized environment. The analysts were the 

intermediaries between the system and the negotiators (Figure 5D). This environ-

ment allowed the decision-makers as well as others direct access to the system 

because it was deployed on the Web (Figure 5 C). 

The third successful application involved GroupSystems, an electronic meeting 

system developed at the University of Arizona in 1985, which later became a pro-

duct sold by Ventana and IBM corporations. It eventually became a Web-enabled 

system maintained and sold by GroupSystems Inc. The system was designed to 

facilitate and support face-to-face meetings, and it was used in union-management 

negotiations (Carmel et al. 1993). GroupSystems tools were used to provide an 

additional (face-to-face) communication channel, meeting transcripts, documenta-

tion and editing. It also provided support for a three-step integrative bargaining 
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approach, which included the exploration of issues, development and ranking of 

issues, and the construction of criteria through electronic brainstorming. The suc-

cess of the union-management negotiations reported by Carmel et al. (1993) did 

not lead, as far as we know, to the use of new versions of GroupSystems in other 

negotiations. 

There are several factors behind the success of the MIT model and the report as-

sociated with it. These factors are similar to the ongoing success behind the RAINS 

system. They are important in any effort to provide negotiation participants with 

advice and instructions on how to design a system that would be acceptable and 

used effectively. The factors are listed in Table 2. The explanations given for each 

factor pertain to the MIT model. It is easy, however, to adapt them to other situa-

tions where technology is being introduced to facilitate, support or automate high-

level cognitive processes such as negotiations. 

4.2  Early NSS Systems 

Early configuration of computer systems was based on a mainframe computer and 

dumb terminals (Figure 5C). This configuration was used to develop NEGO, a sys-

tem designed to provide support to all negotiators simultaneously (Kersten 1985). 

NEGO was developed in 1980 to train members of the Polish Solidarity trade union, 

who at that time were negotiating complex contracts with management. Because 

union members, in contrast to management, had no prior negotiation experience, 

the goal was to provide them with training that would encompass both theory and 

practice. This goal was not achieved due to the imposition of martial law.  

NEGO supported between two and eight users: some played the role of man-

agement, others the role of union members. The negotiation case described a firm 

and the interests of the negotiating parties. There were two types of constraints, 

both assumed linear. Hard constraints described the available resources and their 

use in production, other activities, and income. It was assumed that all parties 

agreed on these constraints.  

Soft constraints described the users’ objectives and their achievement values. 

The system searched for a feasible agreement that could meet the values of all 

objectives. If such a solution was found, the negotiation was concluded. Other-

wise, NEGO provided information on the limiting soft constraints, allowing each 

party to identify values which needed to be changed in order to move closer to an 

agreement. On its part, the system proposed an agreement that met all current 

objective values of all users as close as it was possible. 

NEGO was used in management training between 1983 and 1988, only after the 

Solidarity and other independent unions were dissolved. One of the earliest sys-

tems used in research was designed by Korhonen and his colleagues in 1981, 

which was discussed in detail in 1986 (Korhonen et al. 1986). It adapted an interac-

tive procedure for the specification of efficient solutions in discrete problems from 

individual decision making to bilateral negotiations. The procedure allowed for the 

participation of multi-person parties and had two main phases: (1) the search for 
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the intra-party compromise solution; and (2) the search for the inter-party agree-

ment. Because the individual utilities were assumed to be unknown, the support 

concentrated on the specification of sets of non-dominated solutions for the indi-

vidual negotiators, as well as for each party separately and jointly.  

Many procedures, some implemented in NSSs, have been formulated by members 

of the research community involved in modeling of multi-criteria/multi-attribute/ 

multi-objective decision-making problems. This is because these types of problems 

could be relatively easily extended from a single decision-maker to many decision-

makers (Contini and Zionts 1968; Davey and Olson 1998). MEDIATOR (Jarke et al. 

1987) supported the negotiators in the construction of their own decision problems, 

and assisted a third party in the construction of the negotiators’ joint decision prob-

lem. The involvement of a third party allowed the authors to address the issue of 

interpersonal comparison of preferences and utilities. 

Table 2. Critical success factors (CSF) and their illustration 

 CSF MIT deep ocean model illustration 

1 Timelines The report and support that followed it were timely. Its intro-

duction coincided with the time when the political disagreements 

among the participants arrived at the point where differences 

between their positions could not be resolved. The study gave an 

opportunity for the participants to view their differences in 

technical terms and to be able to verify their positions. In contrast, 

the Canadian study was introduced earlier and when the 

participants were involved in controversial political debates, they 

where not yet willing to resolve their differences. 

2 Impartiality The third-party approach is recognized as being impartial and 

objective rather than involved. Credibility is generally recognized. 

This is because the report was presented as one that came from 

MIT, a well known and recognized university, rather than from 

a governmental agency. The institution’s credibility made its 

introduction first to the U.S. government and then to the UNCLOS III 

possible. 

3 Objectivity The support that came from a U.S. sponsored group did not 

confirm the position taken by the U.S. This was an indication of 

the group’s objectivity. In fact, it contradicted some elements of 

the U.S. proposal forcing the delegation to modify its position. 

4 Staged  

introduction 

The MIT study was introduced first to a small informal group of 

technical experts and those who were interested in technical 

aspects, and, only after it was accepted by this group, it became 

available to the other participants. In contrast, the Canadian study 

was introduced to a large audience, which included many 

politicians not interested in technical issues. 
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Table 2. Continued 

 CSF MIT deep ocean model illustration 

5 Availability;  

rapport 

The principal author of the study and his colleagues were made 

available to the interested participants and the conference staff for 

informal discussions and other meetings so that questions could be 

raised about the report and interested participants could become 

well informed. 

6 Individualization Delegations could request that additional computer analyses be 

conducted and scenarios generated that would verify the 

delegations’ assumptions embedded in their proposals. They also 

could assess the completeness of a proposal or its financial impact. 

7 Preparation,  

ease of use 

The report was well prepared and structured. It contained 

a readable summary with conclusions and the key reasons leading 

to these conclusions. It also included a complete and detailed 

explanation of the assumptions, approach and results. 

8 Competition There was no competition; no other delegation or authority 

presented an analysis that could approach the level of 

sophistication of the MIT study. 

Studies of the application of multi-objective non-linear optimization models to 

negotiations (Bronisz et al. 1988) led to the extension of RAINS discussed in Sec-

tion 4.1. Saaty and Alexander (1989) applied the analytic hierarchy process (AHP) 

to multi-participant decision making. Hämäläinen and his colleagues extended 

AHP to the “interval AHP” and their work led to the HIPRE and Web-HIPRE systems 

(Hämäläinen 1996). A procedure for the construction of contract curves for the 

strictly opposing parties was implemented in RAMONA (Teich 1991) and experi-

mentally applied in agricultural policy negotiation. 

Game theory is one of the fields devoted to conflict and its resolution. Because 

of the restrictive assumptions and limited freedom left to the participants, games 

have not been implemented in many systems. One exception is the conflict analy-

sis program (CAP) designed by Fraser and Hipel (1984) for bilateral negotiations. 

CAP, for a given set of pairs of alternatives (one for each party), determines which 

pairs are in equilibrium and constructs paths from the initial set to an equilibrium. 

CAP has been tested with numerous cases and, after extensive modifications, it 

became known as the graph model for conflict resolution (GMCR) (Kilgour 1996).  

4.3  Studies of NSS Use and Usefulness 

Arguably, the first use of a DSS-based support in negotiation research was under-

taken by Blake, Hammond, and Meyer (1973). They conducted experiments in 

which labor and management representatives of a chemical company re-enacted 

their final week of negotiation in order to determine the degree of the negotiators’ 

understanding of their own preferences and of their counterparts’ preferences. Blake 

et al. (1973) compared the negotiators preferences obtained from holistic assessment 
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of alternatives with preferences they assigned to each issue separately. They noted 

(op cit 319) that self-understanding of the negotiators was poor and it led to “unwit-

ting communication of false information [which is] a barrier to the achievement of 

agreement, despite the best of intensions”. They also determined that “The negotia-

tors were confident that they understood their counterpart’s policies, a belief based 

on years of association and negotiation. Yet they were wrong.” Lastly, they found 

that the use of interactive graphics tools had a positive impact on agreement 

achievement, and it improved the negotiators’ understanding of their own and their 

counterparts’ judgments.  

Research on the usefulness, effectiveness and other aspects of NSS use began in 

the early 1980s. Moskowitz et al. (1981) used the system mentioned in Section 4.2 in 

two experiments. This study is one of few which involved negotiating groups of 

6−10 persons rather than pairs. The participants were students, and the case de-

scribed a collective bargaining situation. The authors reported that the system was 

both easy to use and useful. Note, however, that the participants did not use the com-

puter; rather, they entered data on paper forms, which were subsequently input by 

a computer operator.  

In the experiment mentioned above, support was focused on problem formula-

tion and generation of alternative contracts. Jones (1988) used a similar approach 

when she designed the NSS that provided modeling support in the construction and 

presentation of near-optimal alternatives.  

Jones’s study was the first to consider the degree of conflict over the negotiated 

issues. She examined the system’s effectiveness in situations of both low and high 

conflict of interest. The results showed that NSS support led to higher joint outcomes 

(sum of the agreement’s utility values) in low conflict, but the negotiators required 

longer time to reach an agreement. High-conflict dyads felt a more collaborative 

climate with NSS support while low-conflict dyads did not. Low-conflict dyads were 

more satisfied than high-conflict dyads. 

A comparative study of face-to-face and NSS-supported negotiations showed that 

NSS allowed the negotiators to achieve higher joint outcomes and more balanced 

contracts (Foroughi et al. 1995). This study also confirmed results reported by Jones 

(1988) that NSS users need more time to achieve an agreement. Delaney et al. (1997) 

compared three types of negotiations: (1) conducted via a NSS, (2) each participant 

used a DSS, and (3) computer-based support was not provided. The study also in-

cluded low and high-conflict situations. Its results confirm that DSS improves joint 

outcomes and contract balance compared to no computer support. It also showed that 

the comprehensive NSS reduced negative climate and increased users’ satisfaction.  

Rangaswamy and Shell's (1997) laboratory study compared four conditions; in 

addition to the above three they also included communication via email. The study 

focused on joint outcomes: dyads in the NSS and DSS condition achieved signi-

ficantly higher joint outcomes than face-to-face or email dyads. There was no 

difference in the joint outcome settlements reached by dyads in the two latter 

conditions. Software users found the negotiation process to be less friendly than 

those who negotiated face-to-face. They also perceived the negotiation to be more 

competitive, but felt more in control of the process.  
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Lim (2000) confirms the positive influence of NSS on individual and joint out-

comes in both computer-facilitated and face-to-face negotiation. NSS reduces 

cognitive effort and allows for the negotiation of complete packages rather than 

individual issues separately. However, computer-facilitated negotiations, where 

software is only used for communication, produce lower outcomes than face-to-

face. Lim notes (op cit p. 335) that lack of the NSS tools that focus the participants’ 

attention on the negotiation content result in limited exploration of issues and 

options and lead to a premature negotiation termination and low outcomes. 

4.4  NSS Research Framework 

Empirical NSS research spans over more than two decades, and many interesting 

results have been achieved in terms of the comparative studies and users’ satisfac-

tion. However, these results did not produce a consistent theory of computer-

supported negotiations. The reasons for the differences in results are mainly due to 

the differences in the experimental designs and research instruments. In effect, we 

cannot claim that NSS have a positive impact on individual and joint outcomes, 

collaboration, acceptance or satisfaction. More importantly, we cannot provide 

prescriptive advice to the prospective NSS users regarding the conditions and prob-

lem-types where these systems are effective and have positive impact on the pro-

cess and its outcomes.  

Empirical research requires well defined constructs and variables used for its 

measurement. Lack of consistency and even contradictions in behavioral research 

on negotiations make construct formulation difficult. Starke and Rangaswamy 

(2000, p. 57) point out “the central challenge that impedes the further advancement 

of NSS and their impact: insufficient theoretical foundation. … Currently, there is 

a theory vacuum in much of the NSS research, giving the tested hypotheses an “ad-

hoc” flavor.” A more rigorous and systematic approach to designing experiments 

and instruments is required so that results can be verified, compared and general-

ized. Rigorous studies should focus on the ways the NSS impacts negotiator’s cogni-

tion, attitude and choice, and how NSS affects interactions between the negotiators.  

The first steps have been made by Lim and Benbasat (1992) who hypothesized 

that: (1) the DSS component enhances negotiators' information processing capacity 

and capability, leading to more efficient and balanced contracts and to higher 

confidence in the agreement; and (2) the communication component has positive 

effects on the perceived commitment of the counterpart, reducing the time needed 

to reach an agreement and increasing the level of satisfaction. These hypotheses 

have been studied with mixed results (Delaney et al. 1997; Rangaswamy and Shell 

1997; Lim 2000).  

Dennis et al. (1988) and Starke and Rangaswamy (2000) propose a framework 

for empirical research oriented towards both the outcomes and the process. 

Vetschera et al. (2006) propose a framework that is oriented towards the assess-

ment of the system usability and its usefulness in negotiations. The three frame-

works are combined together and presented in Table 3. 
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The key constructs presented in Table 3 are selected to propose measures that  

can be used in empirical NSS research. Because we move to Web-enabled NSS and  

ENSs that range from passive facilitation tools to agents that automate negotia-

tions, these constructs and the relationships between them provide a basis for e-ne-

gotiation research agenda. 

5 E-negotiation Systems and Research 

Negotiation systems deployed on the web are unlike the earlier systems deployed 

on stand-alone computers, or local- and even wide-area networks. They are easier to 

use and manage, thanks to their design flexibility made possible with Internet tech-

nologies, loosely coupled systems and n-tier architectures (Figures 3 and 4). They 

also differ in the implemented mechanisms and employed technologies. Some of 

these systems facilitate communication (Yuan et al. 1998), while others are active 

mediators (Kersten and Lo 2003). There are also systems that facilitate joint prepa-

ration of document content (Schoop and Quix 2001), and commercial systems that 

allow the negotiators to enter offers, which are forwarded to human experts.  

Table 3. Key constructs in  NSS research 

Context measures ö Process measures ö Outcome measures 

User 

• Individual characteristics 

• Number of users 

• Knowledge of counterparts 

• Orientation 

Task 

• Problem type 

• Degree of conflict 

• Time pressure 

• Degree of anonymity 

• Complexity 

• Context 

• Communication modes 

System 

• DSS models 

• Input/output media 

• Communication media 

• Protocol 

• Mediation, intervention 

• Supported phases 

• Free text communication 

Process 

• Concession pattern, type 

• Outside communication 

• Number and type of 

offers 

• Number and type of 

messages 

• Offer and message 

frequency 

• Preferences, issue and 

option modification 

• Process length 

Perception 

• Expectation 

• Batna 

• Reservation levels 

• Aspiration levels 

• Biases and errors 

• Preferences 

• Counterpart disclosure 

Approach 

• Degree of cooperation 

• Assertiveness 

• Task orientation 

Agreement 

• Negotiation result 

• Utility value 

• Efficiency 

• Fairness 

• Satisfaction 

• Confidence 

Counterpart assessment 

• Degree of cooperation 

• Friendliness 

• Willingness to work 

• Satisfaction 

• Confidence 

Process assessment 

• Process length 

assessment 

• Satisfaction with 

process 

System assessment 

• Ease of use 

• Usefulness 

• Intension to use 

• Effect on behavior and 

results 
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The common features of the software designed for e-negotiations are that they 

are deployed on the Web, and are capable to support, aid, or replace one or more 

negotiators, mediators or facilitators. The ubiquity and ease of use of the Web-

based systems contributed to the great expectations regarding the use of software 

in all human endeavors, including negotiations.  

5.1  Successful and Not So Successful Cases 

The wide and fast diffusion of the web and the availability of Internet technologies 

contributed to the emergence of dot-com firms involved in “all things electronic”, 

including negotiations. During the late 1990s a number of dot-com companies were 

established but – as was the case with other dot-com firms – many folded, changed 

their profile or were bought by others. TradeAccess.com, FrictionlessCom-

merce.com and Casbah.com were set up in 1998 with the mission of providing “so-

phisticated negotiation capabilities for Web-enabled commerce” (Accenture 2000a). 

They were to completely (FrictionlessCommerce) or partially (Casbah) automate 

commercial negotiations where human and/or software “buyers and sellers can nego-

tiate in real time, making continuous bids contingent on timing of delivery, quality 

levels, volume and other relevant manufacturing parameters, not just price” (Accen-

ture 2000b). 

TradeAccess provided its customers with an ENT that, in addition to being 

a meeting space, gave access to a number of tools. The company was oriented to 

bilateral purchasing negotiation and it provided process-oriented support. Trade-

Access maintained a database of potential buyers and sellers, and a detailed data-

base for selected products. In 2001, the company was renamed Ozro and it ex-

tended its software-based services with secure communication between the parties, 

logs of the exchanges, exchange of attachments, agreement templates, generation 

of orders and forms, and legal support including access to lawyers in different 

jurisdictions. 

FrictionlessCommerce technology was based on the MIT Kasbah project, which 

was a market populated by NSAs negotiating on behalf of their human principals 

(Maes et al. 1999). The agents were to find the products their principals sought, 

compare a number of different issues (e. g., warranties and fulfillment rates), and 

engage in negotiations in order to create a “win-win situation” (Thompson 1999). 

The FrictionlessCommerce system relied on the knowledge of the technical com-

ponents more than any other socio-technical negotiation system. Because of the 

insufficient capabilities of the agents representing buyers and sellers, the company 

moved to other types of services (e. g., hosting and customer support) and was 

bought by SAP Inc. 

The exuberance associated with the dot-com revolution led to confusion of ter-

minology. For example, LiveExchange, the system designed by Moai.com was 

“automating contract negotiations and bringing traditional bidding to the web”, 

using an auction rather than negotiation system (Accenture 2000b). Prowess  

Software developed “buyer-supplier matching and online negotiation engines” 
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(Reese 2001), which were presented as an application of complexity theory but they 

appear to consist of SQL statements and a multi-attribute value function. Because of 

the opacity of description of these and similar systems, it is difficult to unequivo-

cally state which models and procedures they use. This is not the case with Expert-

Commerce.com, another firm that ceased to exist and which used a well known AHP 

method to identify sought products and negotiate their terms (op cit). 

In addition to the systems that focused on purchasing negotiations, several appli-

cations which were oriented towards other types of commercial conflicts were devel-

oped in the late 1990s. One successful example is CyberSettle (www.cyber-

settle.com), an online system supporting insurance claim negotiation. It implements 

a conflict resolution process based on the parties’ agreement zone, with a possible 

intervention of a human mediator. A similar system has been designed by Electro-

nicCourthouse Inc. (www.electroniccourthouse.com), an ENT coupled with services 

provided by a human facilitator or mediator. 

5.2  E-negotiation Systems for Research and Training 

Internet technologies and the Web introduced new opportunities for empirical 

research and training. It became possible to set up virtual laboratories and collect 

data from people around the world. Wide accessibility of Web-based systems re-

quired friendly user interfaces and the use of multimedia. Changes in the ways 

people trained and research experiments could be conducted had strong impact on 

socio-economic processes that required interaction, decision making and choice. In 

effect, researchers became interested in the development of software to study 

communication and cooperation in virtual settings and, among others, negotiations. 

This included development of ENSs, some of which are briefly discussed here. 

Inspire is an early ENS equipped with functions typical for NSS. The system was 

designed in 1995 and, since 1996, it has been used to study bilateral e-nego-

tiations, interactions between persons with different cultural and professional 

backgrounds, and the impact of graphical and analytical tools on the process and 

its outcomes (Kersten and Noronha 1999). In a period of ten years, over 6,000 

users from 62 countries used Inspire.  

There are three key support functions available in the Inspire system: (1) struc-

turing the process into discrete phases and activities; (2) preference elicitation and 

rating function construction; and (3) visualization of the negotiation progress. 

Process structuring guides the negotiators through the steps required to engage in 

negotiations. A simple method (hybrid conjoint analysis) to elicit the negotiator’s 

preferences and construct the rating function was used to allow a large number of 

lay people to use the system without any training or external help. Graphical rep-

resentation of the process’s dynamics allowed the users to view their own and 

counterpart’s offers in two-dimensional (value-time) space. 

Many approaches to model and support negotiations are based on explicit rec-

ognition of conflict, and they focus on its management and resolution. Web-HIPRE 

takes a different approach in that it attempts to introduce a joint problem solving 
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strategy from the outset. The system, developed by Hämäläinen and his colleagues 

in 1997 (Mustajoki et al. 2004), uses multi-attribute value theory based methods 

and the AHP method to construct a hierarchical model of the selected-problem 

attributes and the participants’ objectives. The interactive process aims at improv-

ing the purpose of the overall understanding of the problem, and supporting articu-

lation and analysis of the values. It can also clarify the differences between stake-

holders’ values and their importance in the comparison of alternatives. The use of 

decision analysis methods and the construction of the value tree are difficult, and 

therefore a facilitator needs to be employed (Hämäläinen et al. 2001). 

Kasbah is an ENT populated by NSAs; the agents engage in selling and buying 

on behalf of their principals (Maes et al. 1999). The negotiations are over a single 

issue: price. The principals provide their NSAs with: (1) price aspiration and reser-

vation levels, and (2) the strategy – represented as a concession function – for 

lowering (or increasing) the price over the course of a negotiation. The NSAs 

search for other NSAs who buy (or sell) items of interest and, upon finding 

a counterpart, they enter into bilateral negotiations. An interesting feature of Kas-

bah is a simple reputation mechanism based on the rating of participants. Partici-

pants are asked to rate their counterparts and the aggregate rating is used to assess 

the participant’s reputation. The system served as a prototype for Frictionless-

Commerce (Section 5.1). 

Experiments with Kasbah led to a design of Tête-à-Tête, a system capable of 

handling multi-issue negotiations (Maes et al. 1999). Based on the users’ issue 

weighting, it constructs a rating function to evaluate offers made by other agents. 

The user may also specify bounds on the issue values that describe their reser-

vation levels (the use of bounds on a single issue and constraints on multiple is-

sues is also known as the constraint satisfaction method). Bounds are used to re-

ject offers and also to formulate counter-offers; for example, if the offer violates 

a bound defined on the issue levels, a counter-offer is presented with issue values 

at the bound level. 

WebNS (Yuan et al. 1998) focuses on process support, in particular on the struc-

turing of text-based exchanges and automatic process documentation. The system 

supports the specification of, and discussion about, issues. The focus on the proc-

ess can also be seen in the sequential negotiation approach that is often used in 

real-life negotiation due to the difficulty in discussing all or many issues at the 

same time. In WebNS, each issue is separately discussed and the information is 

displayed in the window containing user messages or in the window with counter-

part’s messages. An interesting feature of WebNS is the possibility of introducing 

a facilitator or advisor into the process. The advisor monitors the exchanges and 

establishes communication with one party; a facilitator interacts with, and pro-

vides advice to, both parties. 

Negoisst is an example of a system which has its roots in linguistics and quali-

tative modeling rather than decision science. The system had been initially devel-

oped to study the ways in which the Searle’s theory of speech acts (1969) can be 

used in the design of an ENS aimed at supporting preparation of complex contracts 

(Schoop et al. 2003). The utterances representing messages exchanged between 
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the negotiators, and the contract which they prepare, comprise speech acts. Seven 

types of speech acts are used to provide the negotiators with message classifica-

tion: five types of formal commitments (request, offer, counter-offer, accept, re-

ject), and two types of informal utterances (question and clarification). Negoiist 

imposes partial structure on the negotiated contract to allow its versioning accord-

ing to the contract clauses, their authorship and time. Taken together, the system 

provides extensive communication and document facilities. Recently, Schoop and 

her team (2004) extended the system with preference elicitation and value func-

tion construction tools. 

The purpose of Negotiator Assistant (Druckman et al. 2004) is to provide a diag-

nosis of a conflict situation. This is a rule-based system that asks its user a series of 

questions about the negotiating parties, issues, delegation activities, situation, and 

process. Based on the user’s answers it ascertains the degree of flexibility of the 

conflicting parties. The underlying assumption is that agreement is possible if one 

or more parties are flexible and are willing to move from their initial positions or 

willing to search for new solutions. Negotiator Assistant computes for each party 

a “flexibility index” and, based on its values, it selects a diagnosis, which ranges 

from agreement to capitulation and termination with no agreement. The system has 

been used in training, but it can also be used to assess alternative negotiation theo-

ries by comparing the results of different diagnoses (process versus issues, parties 

versus situation) and by using obtained outcomes in historical cases. 

Loosely coupled systems (Figure 3), new generation Internet technologies that 

allow ad hoc integration of systems residing on different computers, and the intro-

duction of Web-based services has made the construction of software platforms 

that are capable of real-time construction of a system according to user specifica-

tions, possible. ENS platforms are capable of running different types of negotia-

tions, for example, bilateral, multilateral and multi-bilateral, with single and multi-

ple issues, and with alternatives specified explicitly or computed from a model. 

They can provide services that can be customized to the requirements and prefer-

ences of their user. They also allow their users to choose between different com-

munication modes, preference elicitation procedures and utility construction mo-

dels, strategies and tactics, and between different mechanisms such as mediation, 

arbitration and auction. For team negotiations, ENS platforms can provide commu-

nication facilities and dedicated support tools for intra- and inter-group activities. 

Examples of such platforms include auction-oriented SilkRoad (Ströbel 2003) and 

Invite which allow generation of both auction and negotiation systems based on 

predefined negotiation protocols (Kersten and Lai 2007). Invite can generate, 

among others, several versions of the Inspire system (e. g., with and without ana-

lytical and graphical mechanisms).  

5.3  Results of E-negotiation Research  

The definition of ENS formulated in Section 1.1 is deliberately broad so that it 

allows for inclusion of a type of system that is most widely used in negotiations. 
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These systems are various email servers and clients, and their wide-spread use  

led to studies on negotiations via email (see e. g., Croson 1999; Thompson and 

Nadler 2002). 

Experimental studies of email negotiation resulted in three types of obser-

vations: (1) the need to increase communication bandwidth; (2) the impact of non-

task related activities on the process and outcomes, and (3) the potential of support 

tools. Narrow communication bandwidth and the non-task related activities are of 

particular importance for negotiators who need to establish rapport, trust and re-

duce the social distance with the other party, and who employ positive or negative 

emotional style as opposed to the rational style. Email negotiations contribute to 

more equitable outcomes than face-to-face negotiations and increase the exchange 

of multi-issue offers, but they require more time and more often result in an im-

passe. This indicates that asynchronous exchanges allow for reflection and consid-

eration of several issues simultaneously rather than sequentially. It also shows the 

need for: (1) support to increase process efficiency; (2) search for agreements; and 

(3) the provision of facilitation and mediation. 

The communication bandwidth and the richness of media used in e-negotiations 

affect the process and its outcomes. However the experimental results are mixed 

because of the use of different systems and tasks. Purdy and Nye (2000) con-

ducted experiments where negotiations via a chat system were compared with 

face-to-face, video and telephone negotiations. They found that, in comparison 

with the persons who negotiated face-to-face, chat users were less inclined to 

cooperate, more inclined to compete, needed more time to reach an agreement, 

negotiated a lower joint profit, were less satisfied, and had a lower desire for fu-

ture negotiations. Interestingly, telephone and video conferencing produced mixed 

result; in some cases one medium was better than chat but another medium was 

worse; in others, it was vice versa. Although chat and email have the same com-

munication bandwidth, the results observed are quite different, possibly due to 

media (a)synchronicity. This comparison illustrates the difficulty in making con-

clusions regarding the relationship between media richness and social interactions. 

We should note that email and chat systems do not provide any decision and nego-

tiation support, and their communication support is limited to exchanges of text 

and storage of unformatted transcripts. This may be one reason for the negative 

impact of chat on negotiations.  

Yuan et al. (2003) conducted experiments using the WebNS system, which pro-

vides process-oriented support, including organization of exchanges, formatting of 

text and alerting. They report that users prefer text with audio or video communi-

cation over text alone. They also observe that the addition of video to text and 

audio communication in a negotiation environment was not found to be beneficial.  

Weber et al. (2006) conducted experiments using two versions of the Inspire 

system: with and without graphical support. No difference was observed in the 

proportion of dyads that reached agreement with graphical representation com-

pared to the system without graphical support. For dyads that reached agreement, 

participants using the system without graphical support submitted a lower number 

of offers. The average message size per dyad was 334 words greater, on average, 
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for successful negotiations without graphical support. The incongruence between 

the information presentation format and the negotiation task is thought to require 

more extensive textual explanation of position and offer rationalization to com-

pensate for the lack of graphical support.  

Data obtained from negotiations via Inspire was also used to study the relation-

ships between user characteristics and the use of different features of the system, 

and the reasons for the underlying differences in the negotiation processes and the 

achieved outcomes. The results of the analysis of the Inspire data show that user 

characteristics (in particular previous negotiation experience), the use of the Inter-

net and the user’s culture influence perceptions of usefulness, ease of use, and the 

actual use of the system (Köszegi et al. 2002). Previous negotiation experience has 

a positive influence on the perceived ease of use of the system; however, it has 

a negative influence on the usefulness of its analytical features (Vetschera et al. 

2006).  

Lai et al. (2006) studied the influence of cooperative and non-cooperative strate-

gies on e-negotiations and their outcomes. Less cooperative negotiators tend to 

submit more offers but fewer messages and consider having less control over the 

negotiation process than more cooperative negotiators. Cooperative negotiators 

view the process as friendlier and are more satisfied with both the agreement and 

their own performance. The researchers found an association between the negotia-

tors’ own strategies and their perceptions about counterparts’ strategies, and also 

between the pairs of strategies and final agreements. The proportion of negotiations 

reaching agreement is larger for the cooperative cluster than for the non-cooperative 

cluster. 

The Aspire system (Kersten and Lo 2003) is one example of a design that ad-

dresses the needs of inexperienced negotiators. Aspire is an extension of the In-

spire system with a NAA. The agent provides methodological advice during the 

negotiation. A comparison of e-negotiations showed that the negotiation effective-

ness (measured with the percentage of users who achieve agreements) and the 

users’ willingness to improve the compromise is higher in negotiations supported 

by a NAA. Similar results were obtained by Chen et al. (2004). 

The use of ENSs, in particular those which provide problem and process support 

and automate some tasks, depends on their adoption. The experiments that use 

models of information systems adoption and fit focus on the factors that affect the 

ENS user intentions regarding system use and usefulness. Vetschera et al. (2006) 

formulate and test the assessment model of Internet systems (AMIS), which is an 

extension of the technology acceptance model (TAM) (Davis 1989). The purpose 

of AMIS is to determine the measures of a Web-based system success based on its 

actual and reported system use. The model has been validated, and one important 

result of the analysis is that the communication and analytical tools need be con-

sidered separately in the measurement of the system’s ease of use and its useful-

ness. Lee et al. (2007) replaced the original TAM model’s independent variables 

with playfulness, causality and subjective norms, and showed that these character-

istics have a positive effect on the negotiator’s intention to use an ENS through 

their effect on perceived usefulness. They observe that persons may use an ENS 
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because: (1) they have been persuaded that using it is an enjoyable thing; (2) its 

use will increase their performance; (3) their supervisors, peers, or subordinates 

think they should use an ENS; or (4) because of the causal nature of their negotia-

tion tasks.  

5.4  ENS Research Framework 

Many studies have been conducted on ENS design, development and deployment, 

e-negotiations and automated negotiations. The increasing use of the Internet, the 

growth of e-business, the emergence of new e-marketplaces and growing interest in 

using Web-based systems for participatory democracy have prompted more, pre-

dominantly interdisciplinary studies, undertaken at the juxtaposition of psychology 

and sociology, information systems and computer science, management and eco-

nomics, engineering, ethics and anthropology (Bichler et al. 2003). New concepts, 

methods and models are being proposed. Some are studied from the theoretical 

viewpoint, while others are experimentally verified. All these efforts,various per-

spectives and research paradigms contribute on one hand to the liveliness of the e-

negotiation field and, on the other hand, to the need for research frameworks. Such 

frameworks are necessary in order to study and compare various ENSs, compare 

different experimental results, and to conduct comparative studies in market 

mechanisms and the use of negotiation models in conflict management.  

We are increasingly enmeshed in a variety of socio-technical systems. One may 

predict that negotiated social systems will also gravitate toward their socio-

technical counterparts. One may also expect that this transformation may bring 

negative along with positive changes, some of which have been mentioned in 

Section 5.3. In order to identify both types of changes and their underlying causes, 

we need to learn a lot more about negotiators and their interactions with the sys-

tem and with their counterparts via the system. We also need to learn about the 

relationships between support and advice from, and automation by, an ENS in 

addition to the users’ perceptions, trust, rapport and satisfaction.  

These and similar efforts require building on the results obtained from the pre-

Internet era, including the re-evaluation of the research constructs presented in 

Table 3. We do not aspire to propose concrete frameworks here; rather, we wish to 

emphasize their need and mention two ways to construct them. One approach is the 

use of taxonomy development to construct comprehensive models of e-negotiation 

systems and processes. Strobel and Weinhardt (2003) proposed a taxonomy for  

e-negotiation that focused on economics and technology, rather than the socio-

psychological aspects. Another example comes from an on-going work on the com-

parison of auction and negotiation mechanisms in economic and social exchanges 

(Kersten et al. 2006). This work involves: (1) specification of mechanisms and ENSs 

in which these mechanisms are embedded; (2) model development that combines 

models from information systems (which in turn adopted some socio-psychological 

models) with models from behavioral economics; and (3) experiments in which the 

models are verified and where mechanisms are analyzed and compared. Although 
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the proposed model has been only partially validated, we present it here to give one 

example of efforts in the research framework development.  

The TIMES model is concerned with the interactions of five constructs: task, in-

dividual, mechanism, environment and system. The interaction of these constructs 

produces two kinds of outcomes: (1) costs, time and efforts extended during the 

process, and (2) results and other types of benefits, and individual and joint per-

formance. These outcomes can be directly measured through observation of the 

negotiation process and its tangible results. There are also other results that reflect 

the negotiators’ subjective assessments. They include assessment of goal achieve-

ment, satisfaction with the process and results, and assessment of the system and 

its features. The TIMES model is depicted in Figure 6. 

The primary motivation for developing the TIMES model was research on elec-

tronic exchange mechanisms (e. g., e-markets). However, the model is not limited 

to studying information systems for conducting market transactions. It can also be 

used to study other information systems for which the issues of their ease of use, 

performance and usefulness are of interest. In this respect, inclusion of the abstract 

representation of the underlying “mechanism”, in addition to the concrete imple-

mentation-specific features, would enable studying broad classes of systems. It 

can also be used in experimental and field research on the relationships between 

the configurations of the context measures on the process and outcomes measures 

(see Table 3). Furthermore, it allows an expanding set of measures to include such 

variables as culture, anonymity, trust and affect. 

From the technical aspect, the distinguishing characteristic of ENSs is that they 

are built with Internet technologies and are deployed on the Web, which is an 

open and highly dynamic environment. New technologies are being introduced 

and quickly become mainstream, providing novel solutions and capabilities, which 

should be studied in terms of negotiation efficacy. For example, earlier studies 

indicated that media and their richness affect negotiators’ behavior (Purdy and 

 

Figure 6. Times model (adapted from Kersten et al. 2006) 
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Nye 2000; Yuan 2003). Web-based services and other technologies will lead to 

heterogeneous systems providing ad hoc services requested directly by the nego-

tiators and by their software agents and assistants. We expect that software will 

have a greater role in the specification of the negotiation procedure thanks to its 

increasing capability and access to broader, deeper knowledge. This raises ques-

tions regarding software pro-activeness in deciding about the use of communi-

cation and support services, the selection of the negotiation protocol, and the de-

sign of the procedure. 

6 Conclusions 

In this chapter, we presented a historical overview of software used in supporting 

negotiations, aiding negotiators and automating one or more negotiation activities, 

and the related research. Definitions in literature are sometimes inconsistent or do 

not allow for a comprehensive categorization of software used for negotiations. In 

order to establish a common understanding of the concepts pertinent to the field, 

we proposed, in Section 1, definitions of the different kinds of software used in 

negotiation facilitation and support. The two key roles that software can play in 

negotiations and other social processes are passive support and active partici-

pation. This led us to make a distinction between social systems and socio-techni-

cal systems. 

We used the proposed definitions in reviewing systems that have been con-

ceived and designed, and in discussing system architectures and configurations. 

The suggested system classification is based on the system activeness, its function 

in the process, and the activities it undertakes.  

The Internet introduced dramatic changes to the development, proliferation and 

use of ICTs. These changes affected the ways systems are developed, implemented 

and used. Therefore, we propose distinguishing two generations of negotiation 

systems, and related research and training: (1) NSSs designed for a stand-alone 

computer or a local area-network (typically before mid 1990s); and (2) ENSs sys-

tems, which use Internet technologies and are deployed on the Web. These two 

broad categories are discussed from three perspectives: (1) real-life applications, 

(2) systems used in business, research and training, and (3) research results. Dis-

cussion of NSSs allows us to present a comprehensive research framework, which 

proposes measures that have been used in empirical research. 

The development and applications of ENSs are driven by new Internet tech-

nologies and the growing Web; allowing for access to data across the Web, use of 

multimedia, use of software services available on the Web, new business models, 

and so on. Continuously growing e-business, increasing importance of transactions 

conducted on the e-marketplaces, exchange mechanisms and the related research 

should be explored from the intrinsic change of both social and technical aspects and 

the interactive impact between them.  

There have been many studies of ENS design, development and deployment, e-ne-

gotiations and automated negotiations. The constantly increasing use of Internet, 
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growth of e-business, emergence of new e-marketplaces and interest in using Web-

based systems for participatory democracy contributes to more studies. These stud-

ies are predominantly interdisciplinary; they are undertaken at the juxtaposition of 

psychology and sociology, information systems and computer science, management 

and economics, engineering, ethics and anthropology (Bichler et al. 2003). New 

concepts, methods and models have to be proposed from the theoretical viewpoint or 

verified experimentally. In order to have a more systematic and productive progress 

of ENS usage, which can result in positive impacts on negotiation activities in the 

Internet age, it is necessary to build a research framework that can serve as a founda-

tion for studying and comparing various ENSs, comparing different experimental 

results and conducting comparative studies in market mechanisms, and the use of 

negotiation models in conflict management. 
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Both advisory systems and expert systems provide expertise to support decision making in 

a myriad of domains. Expert systems are used to solve problems in well defined, narrowly 

focused problem domains, whereas advisory systems are designed to support decision 

making in more unstructured situations which have no single correct answer. This paper 

provides an overview of advisory systems, which includes the organizational needs that 

they address, similarities and differences between expert and advisory systems, and the 

supportive role advisory systems play in unstructured decision making.  
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1 Introduction 

Advisory systems provide advice and help to solve problems that are normally 

solved by human experts; as such, advisory systems can be classified as a type of 

expert system (e. g., Vanguard 2006, Forslund 1995). Both advisory systems and 

expert systems are problem-solving packages that mimic a human expert in 

a specialized area. These systems are constructed by eliciting knowledge from 

human experts and coding it into a form that can be used by a computer in the 

evaluation of alternative solutions to problems within that domain of expertise.  

While advisory systems and expert systems share a similar architectural design, 

they do differ in several significant ways. Expert systems are typically autono-

mous problem solving systems used in situations where there is a well-defined 

problem and expertise needs to be applied to find the appropriate solution 

(Aronson and Turban 2001). In contrast, advisory systems do not make decisions 

but rather help guide the decision maker in the decision-making process, while 

leaving the final decision-making authority up to the human user. The human 

decision maker works in collaboration with the advisory system to identify prob-

lems that need to be addressed, and to iteratively evaluative the possible solutions 

to unstructured decisions. For example, a manager of a firm could use an advisory 

system that helps assess the impact of a management decision on firm value (e. g., 

Magni et al. 2006) or an oncologist can use an advisory system to help locate brain 

tumors (e. g., Demir et al. 2005). In these two examples, the manager and the on-

cologist are ultimately (and legally) accountable for any decisions/diagnoses 
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made. The advisory system, for ethical reasons, only acts as a tool to aid in the 

decision-making process (Forslund 1995). 

This paper provides an overview of both advisory systems and expert systems, 

highlighting their similarities and differences. It provides a background on both 

expert and advisory systems and describes the architectures and the types of deci-

sions each system supports. It distinguishes between advisory systems which utilize 

the case-based reasoning methodology and traditional expert systems that use rule-

based reasoning. A review and classification of recent advisory/expert systems 

research is included to show how both types of systems are currently being utilized. 

The paper concludes with recommendations for further advisory system research. 

2 Expert Systems 

In response to the organizational need of intelligent decision support, expert systems 

were developed by coupling artificial intelligence (AI) and knowledge management 

techniques. Expert systems are designed to encapsulate the knowledge of experts 

and to apply it in evaluating and determining solutions to well-structured problems.  

2.1  Expert Systems Decisions 

Expert systems have applications in virtually every field of knowledge. They are 

most valuable to organizations that have a high level of knowledge and expertise 

that cannot be easily transferred to other members. They can be used to automate 

decision making or used as training facilities for non-experts (Aronson and Turban 

2001). Expert systems were designed to deal with complex problems in narrow, 

well-defined problem domains. If a human expert can specify the steps and reason-

ing by which a problem may be solved, then an expert system can be created to 

solve the same problem (Giarranto and Riley 2005; Holsapple and Whinston 1987). 

Expert systems are generally designed very differently from traditional systems 

because the problems they are designed to solve have no algorithmic solution. 

Instead, expert systems utilize codified heuristics or decision-making rules of 

thumb which have been extracted from the domain expert(s), to make inferences 

and determine a satisfactory solution.  The decision areas expert systems are typi-

cally applied to include configuration, diagnosis, interpretation, instruction, moni-

toring, planning, prognosis, remedy, and control (Giarranto and Riley 2005). Ex-

pert systems research and development encompasses several domains, which 

include but are not limited to: medicine, mathematics, engineering, geology, com-

puter science, business, and education (Carroll and McKendree 1987).  

Researchers and developers of the initial expert systems tried to address the 

problem of lost or hard to transfer expertise by capturing the expert’s knowledge 

and replicating their decision-making capacity. An example of this objective is 

found in CATS-1, a pioneering expert system that addressed General Electric’s 
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eventual loss of their top expert in troubleshooting diesel electric locomotive en-

gines (Bonnisone and Johnson 1983). The structural design of expert systems 

reflects this ambition to completely replace the expert, and is inspired by the hu-

man information processing theory (Waugh and Norman 1965).   

2.2  Expert Systems Architecture 

Expert systems have been defined as “a system that uses human knowledge cap-

tured in a computer to solve a problem that ordinarily needs human expertise” 

(Aronson and Turban 2001). As is shown in Figure 1, expert system architecture 

distinctly separates knowledge and processing procedures in the knowledge base 

and inference engine, respectively (Bradley et al. 1995, Waterman 1986, Aronson 

and Turban 2001; Holsapple and Whinston 1987).  

The knowledge base of expert systems contains both tacit and explicit know-

ledge. Tacit knowledge exists in the mind and is difficult to articulate; it governs 

explicit knowledge through mechanisms such as intuition (McGraw et al. 1989). 

Explicit knowledge is context specific, and is easily captured and codified (Bradley 

et al. 2006). A knowledge engineer is often needed to help elicit tacit knowledge 

from the expert and then to codify it into the knowledge base. The knowledge en-

gineer uses various methods in structuring the problem-solving environment, these 

include interpreting and integrating the expert’s answers to questions, drawing 

analogies, posing counter examples, and bringing conceptual difficulties to light 

(Aronson and Turban 2001). 

The knowledge representation formalizes and organizes the knowledge so that 

the inference engine can process it and make a decision. One widely used know-

ledge representation in expert systems is an IF-THEN rule. The IF part of the rule 

lists a set of conditions the rule applies to. If the IF part of the rule is satisfied, the 

 

Figure 1. Expert system architecture (Aronson and Turban 2001, Bradley et al. 1995, 

Waterman 1986) 
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THEN part of the rule can be executed, or its problem-solving action taken. Expert 

systems whose knowledge is represented in rule form are called rule-based sys-

tems. 

In expert systems, the inference engine organizes and controls the steps taken to 

solve the problem. It uses rule-based reasoning to navigate through the rules, 

which are stored in the knowledge base (Aronson and Turban 2001). When the 

knowledge base is structured in this way, as to supplement rule-based reasoning, it 

is referred to as a decision tree. Each unique branch in the decision tree represents 

a correct answer to the situational antecedents that lead to it. If the inference en-

gine starts from a set of conditions and moves toward some conclusion, the 

method is called forward chaining. If the conclusion is known (for example, a goal 

to be achieved) but the path to that conclusion is not known, then the inference 

engine reasons backwards using backward chaining (Giarranto and Riley 2005). 

Once the inference engine determines a solution to the problem, it is presented to 

the user through the user interface. In addition, explanation facilities in expert 

systems trace the line of reasoning used by the inference engine to help end-users 

assess the credibility of the decision made by the system (Feigenbaum et al. 1988). 

Often the decisions made by expert systems are based on incomplete informa-

tion about the situation at hand. Uncertainty increases the number of possible 

outcomes to all possible solutions, making it impossible to find a definable best 

solution to the problem. For example, in the medical domain there are constraints 

of both time and money. In many cases, running additional tests may improve the 

probability of finding an appropriate treatment – but the additional tests may cost 

too much money or take time the patient does not have (Giarranto and Riley 

2005). In an attempt to accommodate for uncertainty, many expert systems utilize 

methods to perform inexact reasoning, which allows them to find an acceptable 

solution to an uncertain problem. Two popular methods used to perform reasoning 

under uncertainty are Bayesian probability (Castillo et al. 1997) and fuzzy theory 

(Bellman and Zadeh 1970, Negoita 1985).  

2.3  Expert Systems Limitations 

Many expert systems are based on the notion that the process of solving unstruc-

tured decisions consists of five sequential phases: 1) problem identification; 2) 

assimilating necessary information; 3) developing possible solutions; 4) solution 

evaluation; 5) solution selection (Brim et al. 1962, Dewey 1910). These expert 

systems perform the last four decision-making steps for the user and have been 

applied successfully in a wide variety of highly specialized domains. Traditionally 

rule-based expert systems operate best in structured decision environments, since 

solutions to structured problems have a definable right answer, and the users can 

confirm the correctness of the decision by evaluating the justification provided by 

explanation facility (Gefen et al. 2003). However, researchers have identified 

many limitations to current expert systems, which include (Luger 2005):  
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1. Difficulty in capturing the deep knowledge of the problem domain.  

2. Lack of robustness and flexibility.  

3. Inability to provide in depth explanations of solution logic (instead, ex-

pert system explanations are generally restricted to a description of the 

steps taken in finding a solution).  

4. Difficulties in solution verification.  

5. Little learning from experience.  

The inflexibility of traditional expert systems reduces their ability to handle un-

structured and more loosely defined problems. In the 1970s, decision theorists 

discovered that the phases within the decision process are executed iteratively 

until an acceptable decision is reached (Mintzberg et al. 1976, Witte 1972). When 

a decision maker gathers and assimilates information, they subconsciously begin 

to comparatively evaluate it with previously gathered information (Mintzberg et al. 

1976). This comparative evaluation of information, coupled with an understanding 

of the information’s contextual relevancy, results in decisions sufficient for un-

structured problems which have no definable right solution because of the exis-

tence of outcome uncertainty (Mintzberg et al. 1976, Witte 1972). One reason that 

the rule-based inference engines used in traditional expert systems have limited 

capacity to handle unstructured decisions is because they usually do not support 

the required iterative process of decision making (Mintzberg et al. 1976, Witte 

1972).  

While many researchers agree with the preceding description of expert systems 

and their limitations (e. g., Turban and Watkins 1986, Aronson and Turban 2001), 

there is disagreement in the research community regarding the scope of expert 

system functionality. For example, Quinlan (1980, 1988) describes expert systems 

that incorporate the capability of addressing unstructured decision environments.  

3 Advisory Systems  

Advisory systems are advice-giving systems as opposed to systems that present 

a solution to the decision maker (Aronson and Turban 2001). Research in advisory 

systems has found that for many problems decision makers need the problem to be 

identified and framed so that they can make decisions for themselves (e. g., Fors-

lund 1995, Miksch et al. 1997, Gregg and Walczak 2006). 

3.1  Advisory Systems Decision Support 

Advisory systems support decisions that can be classified as either intelligent or 

unstructured, and are characterized by novelty, complexity, and open-endedness 

(Mintzberg et al. 1976). In addition to these characteristics, contextual uncertainty is 

ubiquitous in unstructured decisions, which when combined exponentially increases 
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the complexity of the decision-making process (Chandler and Pachter 1998). Be-

cause of the novel antecedents and lack of definable solution, unstructured decisions 

require the use of knowledge and cognitive reasoning to evaluate alternative courses 

of action to find the one that has the highest probability of desirable outcome (Chan-

dler and Pachter 1998, Mintzberg et al. 1976). The more context-specific knowledge 

acquired by the decision maker in these unstructured decision-making situations, the 

higher the probability that they will achieve the desirable outcome (Aronson and 

Turban 2001).  

The decision-making process that occurs when users utilize advisory systems is 

similar to that which is used for the judge-advisor model developed in the organ-

izational behavior literature (Sniezek 1999, Sniezek and Buckley 1995, Arendt 

et al. 2005). Under this model, there is a principle decision maker that solicits 

advice from many sources; however, the decision maker “holds the ultimate au-

thority for the final decision and is made accountable for it” (Sniezek 1999). The 

judge-advisor model suggests that decision makers are motivated to seek advice 

from others for decisions that are important, unstructured, and involve uncertainty. 

Similarly, advisory systems help to synthesize knowledge and expertise related to 

a specific problem situation for the user; however, the ultimate decision-making 

power and responsibility lies with the user – not the system. 

Advisory systems support decisions related to business intelligence, health di-

agnostics, mechanical diagnostics, pharmaceutical research, autonomous aviation 

systems, infrastructure procurement, and many more (Chandler and Pachter 1998, 

Rapanotti 2004, Sniezek 1999). Advisory systems can also support problem iden-

tification in unstructured decision-making environments. Without expert levels of 

knowledge, most unstructured decisions often remain unidentified because “most 

strategic decisions do not present themselves to the decision maker in convenient 

ways; problems and opportunities in particular must be identified in the streams of 

ambiguous, largely verbal data that decision makers receive” (Mintzberg et al. 

1976, Mintzberg 1973, Sayles 1964). Additionally, decision makers who lack 

access to the proper expertise “are constrained by cognitive limits to economically 

rational behavior that induce them to engage in heuristic searches for satisfactory 

decisions, rather than comprehensive searches for optimal decisions” (Blanning 

1987, March and Simon 1958, Simon 1972). 

3.2  Advisory System Architecture 

Advisory systems differ from expert systems in that classical expert systems can 

solve a problem and deliver a solution, while advisory systems are designed to 

help and complement the human’s problem-solving process (Forslund 1995, 

Mintzberg et al. 1976). In unstructured situations, which have no single correct 

answer, cooperative advisory systems that provide reasonable answers to a wide 

range of problems are more valuable and desirable than expert systems that pro-

duce correct answers to a very limited number of questions (Forslund 1995).  
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The changes in advisory systems from expert systems includes giving the final 

decision back to the user and utilizing the case-based reasoning methodology in 

the inference engine (Forslund 1995). In contrast to the rule-based reasoning used 

in traditional expert systems, which uses Boolean logic, case-based reasoning 

accommodates for uncertainty by using algorithms to compare the current situa-

tion to previous ones, and assigns probabilities to the different alternatives (Wat-

son 1999). Once probabilities have been assigned, the advisory system inference 

engine is then able to evaluate the alternatives; this iterative evaluation functional-

ity resembles and supplements the cognitive process used by humans when mak-

ing unstructured decisions, and thus it is more effective in supporting the users of 

the system. Case-based reasoning is often mistakenly referred to as a technology, 

but in fact is a methodology which is implemented through various technologies. 

These technologies include nearest neighbor distance algorithms, induction, fuzzy 

logic, and Structure Query Language (SQL) Online Analytical Processing (OLAP) 

tools (Watson 1999). These intelligent suggestions, which are the result of the 

case-based reasoning inference engine, are then incorporated into the iterative 

decision-making process of the human decision maker, the user (Forslund 1995, 

Witte 1976, Mintzberg et al. 1976). Figure 2 illustrates the iterative support of 

advisory systems in the decision-making process; this functionality contrasts ex-

pert systems which only provided a final answer with supportive justification. 

In addition to iterative user interaction, advisory systems include a monitoring 

agent to help identify the need for identifying unstructured decisions that need to 

be addressed. This is displayed in Figure 2 as the flow of information from do-

main variables to the inference engine (Mintzberg et al. 1976, Mintzberg 1973, 

Sayles 1964, Forslund 1995). If environmental domain variables exceed expected 

norms, then the system shell will notify the user that there is a situation which 

 

Figure 2. Proposed advisory systems architecture, adapted from Forslund (1995) 

and Mintzberg (1976) 
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needs to be addressed and will begin the iterative decision-making process by 

offering a suggested course of action. 

The three main processes of expert systems are knowledge acquisition, infer-

ence, and interface (Aronson and Turban 2001); similarly, the three main pro-

cesses in advisory systems are knowledge acquisition, cognition, and interface. 

Because of the monitoring functionality that is adopted by advisory systems, the 

term “cognition” better describes the middle process. To provide a visual aid, the 

main processes of advisory systems have been labeled in Figure 2 and are de-

scribed in the following sections.  

3.2.1  Process 1: Knowledge Acquisition 

The process of knowledge acquisition in advisory systems is similar to that of tradi-

tional expert systems, but it can be much more complicated because the unstruc-

tured nature of the problem domain can make the knowledge more difficult to cap-

ture and codify. In general, advisory systems are designed to support a broad 

category of problems, too broad to exactly specify all of the knowledge necessary to 

solve the problem (Forslund 1995). The eventual success or failure of an advisory 

system is dependent upon the effectiveness of knowledge acquisition: the measure 

of effectiveness lies in the structure and quality of the encoded knowledge, not the 

quantity. The knowledge base structure and codification must be conducive to the 

inference engine design. The knowledge representation scheme used in advisory 

systems formalizes and organizes the knowledge so that it can be used to support 

the type of case-based reasoning implemented in the system.  

3.2.2  Process 2: Cognition 

Cognition does a better job of describing this process in advisory systems than 

does inference, because it encapsulates the added functionality of active monitor-

ing and problem recognition, which was introduced in the transition from expert 

systems. Most unstructured decisions do not present themselves to the decision 

maker in convenient ways, so advisory systems supplement the task of problem 

identification by monitoring environmental variables (Mintzberg et al. 1976, 

Mintzberg 1973, Sayles 1964). There are various methods used by advisory sys-

tems to perform this task, and the method used is dependent upon the environment 

that the advisory system operates in. Advisory systems can either monitor for 

problems (e. g., mortgage credit checks) or for opportunities (e. g., pharmaceutical 

drug discovery) (Rapanotti 2004). In addition to monitoring for potential problems 

or opportunities, advisory systems support the decision maker in the iterative 

process of determining a solution to the problem. The inference engine uses the 

environmental variables, user input, and the knowledge base to evaluate different 

courses of action and make suggestions to the decision maker. Unlike expert sys-

tems, the suggestions made by advisory systems do not always represent the final 

answer to the problem. Instead, they represent advice used by the decision maker 

as a part of the iterative problem solving process.  
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3.2.3  Process 3: Interface 

This process encapsulates all subprocesses that facilitate information exchange 

between the inference engine and the end-user. This includes the automated input 

of environmental parameters that are used in monitoring functionality, the iterative 

communication with the user throughout the decision-making process, and the 

reasoning process the advisory system used in making the recommendation (the 

explanation) as well as some expression indicating the advisory system’s evalua-

tion of the quality of the advice (Sniezek 1999). Unlike more traditional expert 

systems, user interaction with advisory systems can involve much more than enter-

ing the initial problem conditions and waiting for the system recommendation and 

explanation. Advisory systems can have multiple mid stages in the decision proc-

ess, which require user input to guide the overall advisor decision-making process.  

Since the inception of advisory systems, there has not been a lot of research or 

design literature concerning the new iterative functionality of the user interface. 

While much attention is given to the cognition process components, the user inter-

face is equally important because these types of systems are prone to a lack of user 

acceptance. This problem was initially realized with the development of expert 

systems because they were “perceived as a potential threat to an employee who 

perceives that his or her most valuable skill is embodied within this system and 

that job security is accordingly threatened as a result of system use” (Liker and 

Sandi 1997). While this is not quite the concern with advisory systems, it is still 

prudent to design the user interface in such a way as to foster feelings of perceived 

usefulness and ease of use by users (Davis et al. 1989).  

4 Comparing, Contrasting, and Classifying Expert 

and Advisory Systems 

The distinction between advisory systems and expert systems has historically not 

been explicitly made by researchers (e. g., Negoita 1985). Advisory systems are an 

evolutionary extension of expert systems, evidence of this is found in the similari-

ties between their architectural designs; yet despite their similarities, there are 

critical differences between these two system architectures, which we believe 

merits their distinction.  

4.1  Comparing Expert and Advisory Systems 

Both expert systems and advisory systems provide numerous benefits to users oper-

ating in complex decision-making environments; some of these benefits are sum-

marized in Table 1. The main factor that affects the realization of these benefits is 

that users accept, trust, and use the systems (Davis et al. 1989, Swanson 1988).  
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Table 1. Expert and advisory system benefits (Aronson and Turban 2001) 

Benefit Description  

Decreased decision-

making Time 

Using the system’s recommendations, a human can make 

decisions much faster. This property is important in supporting 

frontline decision makers who must make quick decisions 

while interacting with customers. 

Enhancement of problem 

solving and decision 

making 

Enhances problem solving process by incorporating the 

knowledge of Top Experts into the decision-making process. 

Improved decision  

making process 

Provides rapid feedback on decision consequences, facilitates 

communication among decision makers on a team, and allows 

rapid response to unforeseen changes in the environment, thus 

providing a better understanding of the decision-making envi-

ronment. 

Improved decision  

quality 

Reliability. Advisory systems consistently monitor all the 

details and do not overlook relevant information, potential 

problems, or potential solutions. 

Ability to solve complex 

problems 

Some advisory and expert systems are already able to solve 

problems in which the required scope of knowledge exceeds 

that of any one individual. This allows decision makers to gain 

control over complicated situations and improve the operation 

of complex systems. 

4.2  Contrasting Expert and Advisory Systems 

Although advisory and expert systems do share some commonalties in their shell 

structures, Table 2 highlights the major differences such as the decisions they are 

each designed for (unstructured versus structured), the AI methodologies that each 

uses (case-based versus rule-based), the role they each play in the decision-making 

process (decision support versus decision maker). In addition to these differences, 

advisory systems incorporate new advancements in the active monitoring function-

ality highlighted in Figure 2, and are designed to further supplement human cogni-

tive problem solving process by incorporating iterative interaction with the user.  

An example of a current expert system is a deicing system being developed by 

the Colorado Department of Transportation (Denver 9 News 2006). In an effort to 

reduce costs and wasted chemicals, the system is designed to decide the optimal 

amount of magnesium chloride (a liquid deicer) to distribute on the roads based on 

automated humidity and temperature inputs from sensors in the road, and manual 

inputs from the truck drivers which are entered via laptops in the their trucks. These 

inputs are sent wirelessly to a central computer which uses its artificial intelligence 

and knowledge base components to provide snow removal truck drivers with the 

appropriate amount of deicer to use. In this system, the system ultimately has the 

ability to make better decisions than the snow removal professional. 
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An example of a current advisory system is a system developed to support hospital 

operations called HELP (Health Evaluation through Logical Processes). This sys-

tem performs various functions to aid physicians in providing effective and expe-

dient health care to hospital patients. The HELP system’s functionality includes: 

1) reviewing manually inputted lab results and identifying patient issues which 

need to be addressed, 2) using the knowledge base and case-based reasoning to 

provide physicians with a preliminary diagnosis, 3) monitoring vitals for ICU 

patients and identifying when urgent care is needed, 4) assisting physicians with 

complex diagnoses. This advisory system incorporates a knowledge base which 

works harmoniously with an artificial intelligence component, but unlike tradi-

tional expert systems the system is designed to be used as an advisor and not 

a decision maker. Also, this system incorporates a monitoring capacity and pro-

vides problem identification. One area where this is performed is by monitoring 

a patient’s vital signs and lab result inputs, and proactively identifying suggested 

courses of action for evolving problems. The query flow in the HELP system is 

bidirectional, meaning that the system or the user can initiate the iterative deci-

sion-making process. Unlike the Colorado Department of Transportation deicing 

system, the HELP system works with physicians, providing them with additional 

information an insights into the problem at hand. However, the physician still has 

a great deal of control of the ultimate decision that is reached and ethics demands 

a human decision maker to assume responsibility for the outcome of care given.  

4.3  Classifying Current Expert and Advisory Systems 

Many of these described advisory systems, which are designed to apply human 

expertise in supporting the decision maker (but not solve the problem), are being 

classified as expert systems by IS researchers. Table 3 contains a brief review of 

systems classified as expert systems by IS researchers; along with our own classi-

fication of these systems by using the criteria in Table 3. A high percentage of 

these systems are actually advisory systems – not truly expert systems. Of the 

systems, 41% (7/17) were expert systems according to our classification criteria 

Table 2. Advisory and expert system classification table, adapted from Turban and Watkins 

(1986) 

Attribute Advisory system Expert system 

Decision structure Unstructured Structured 

AI methodology Case-based reasoning Rule-based reasoning 

Role in decision process Decision support Decision maker 

Query direction Human ļ System Human ĸ System 

Problem identification User or system User 
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and 59% (10/17) were advisory systems. Thus, the majority of new systems in our 

limited survey were actually advisory systems. This highlights the transition to the 

new advisory system paradigm, and helps motivate the distinction between advi-

sory and expert systems. 

Table 3. Recent expert system and advisory system research 

System name Description of functionality System type 

AccuStrat  

(Rapanotti 2004) 

A predictive model for disease management; 

the model suggests which patients need addi-

tional care. 

Advisory system 

PlacementPlus 4.0  

(Rapanotti 2004) 

A business rule management application that 

is used to match delinquent accounts with 

collection agencies.  

Expert system 

ClassPharmer 

(Rapanotti 2004) 

A knowledge-based system designed to assist 

computational chemists in the drug discovery 

process.  

Advisory system 

Auction advisor 

(Gregg and Walczak 

2005) 

Online Auction Recommendation and Bid-

ding Decision Support System. 

Advisory system 

Decision script 

(Vanguard 2006) 

Decision Script’s allow the capture of busi-

ness rules and builds complex applications. 

Advisory system 

JR-ules 4.6 

(Rapanotti 2004) 

Business Rules Management that lets policy 

managers and business analysts manage 

complex rule sets. 

Expert system 

Pathways analysis 

(Rapanotti 2004) 

Generates multiple biological networks with 

functional analysis to facilitate understanding 

of experiments. 

Advisory system 

EZ-Xpert 3.0 

(AI developers 2006) 

A rule-based expert system that is designed 

for quick development and deployment. It 

generates code. 

Expert system 

Buffer overflow 

control 

(Lin et al. 2006) 

Uses neural network and the fuzzy logic 

controllers to rid internet buffer overflow at 

the user/server level. 

Expert system 

Intelligent tutoring 

(Butz et al. 2006) 

An interactive knowledge based system 

which is used for distributing circuit analysis 

knowledge to non-experts.  

Advisory system 

Firm evaluation 

(Magni et al. 2006) 

Couples fuzzy logic with rule-based reason-

ing to support firm evaluation.  

Advisory system 

Software design 

assistant 

(Moynihan et al. 

2006) 

Prototype system which demonstrates the 

feasibility of using expert system technology 

to aid software design. 

Advisory system 

Ultrasonography 

system (Hata et al. 

2005) 

Uses an anatomical knowledge base to diag-

nose brain diseases and trauma. 

Expert system 
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System name Description of functionality System type 

Memory controller 

(Rubio and Lizy 

2005) 

A server memory controller which decom-

poses database queries into simple operations 

to foster efficiency. 

Expert system 

Recycling manage-

ment 

(Fonseca 2005) 

Expert system: helps manufacturers assess 

and analyze their industrial residuals as po-

tential road construction material. 

Advisory system 

Reservoir manage-

ment  (Karbowski 

et al. 2005) 

Expert system that combines a rule-based 

inference engine and algorithmic calculations 

for reservoir flood gate control. 

Expert system  

Design advisor 

(Chau 2004) 

Expert system that advises engineers in de-

sign of liquid-retaining structures. 

Advisory system  

5 Future Research 

The majority of current advisory systems research has consisted of applied studies 

that developed advisory systems in specific application domains (e. g., Gregg and 

Walczak 2005, Magni et al. 2006, Butz et al. 2006). While there is certainly an 

ongoing need to explore the diverse array of potential applications of advisory 

systems, there is also a need for basic research on the advisory system paradigm. 

This includes research related to improving user interaction with advice giving 

systems, defining the objectives and types of advice given by these systems, and 

improving the ability to acquire and represent the knowledge used in these sys-

tems (Roldán et al. 1995).  

Over the past few decades both successful and unsuccessful expert and advi-

sory systems have been developed; improving user interaction with these systems 

is necessary in order for them to be trusted, accepted, and to contribute to the 

decision-making process (Carroll and McKendre 1987). Improving user interac-

tion with advisory systems requires additional understanding and research on the 

role of advice in decision making, facilitating the iterative interaction between 

decision makers and the system, and the impact of the advice given on the final 

decision that is made (Sniezek 1999). Specifically, there is a need to determine 

how systems can best give advice which is adaptive and conducive to the cogni-

tive decision-making process of the user(s) (Sniezek 1999). Research is also 

needed to examine how to enhance the iterative decision support functionality of 

advisory systems (Brim et al. 1962, Mintzberg et al. 1976).  

There is also a need for additional research in knowledge acquisition and repre-

sentation. The process of eliciting tacit knowledge obtained by an expert and cod-

ing it into explicit knowledge that is congruent with the AI technology in the in-

ference engine is a very complicated process which spans across the following 

research disciplines: psychology, information systems, and computer science 

Table 3. Continued 
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(Bradley et al. 2006). This process differs from that found in traditional expert 

systems because the tacit knowledge which is necessary for the system is much 

more difficult to define, codify, evaluate, and represent than is rule-based explicit 

knowledge (Bellman and Zadeh 1970, Bradley et al. 2006, McGraw and Harbison-

Briggs 1989).  

6 Conclusion 

The goal of this paper is to extend previous publications that suggest and discuss 

the advisory systems paradigm (Aronson and Turban 2001, Forslund 1995), by 

incorporating insight from decision theory into the design of this emerging system 

architecture (Mintzberg et al. 1976). For the past decade many advisory systems 

have been classified as expert systems by IS researchers, even though they provide 

advice instead of making a decision. It is our hope that this review of advisory 

systems provides insight and fosters the acceptance of advisory systems as 

a unique paradigm of research aside from expert systems.  

There is a distinct organizational need for advice giving systems. However, ad-

ditional research is needed to better define the role advisory systems should play 

in supporting decision making and how best to improve their effectiveness and 

acceptance within organizations.   
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The purpose of this research is to define autonomous software agents, and describe a general 

framework for the use of agents in decision support systems (DSS). Because definitions of 

software agents extant in the literature are divergent, we develop and provide a descriptive 

definition useful for our purpose. The benefits of agents and the particular characteristics of 

agents leading to DSS enrichment are examined. To facilitate this we build a DSS, described 

elsewhere in the literature, and enhance it with different types of autonomous software 

agents. From this experience, a general framework for agent-enabled DSS is suggested.  
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1 Introduction 

In 1997, IBM predicted that software agents (programs that perform tasks on be-

half of a user) would become one of the most important computing paradigms 

(Gilbert 1997). Standard-setting bodies were formed to address the issues of agent 

communication and mobility (Chang and Lange 1996; Neches et al. 1991), and 

various agent toolkits were produced (Serenko and Detlor 2003) to support the 

development and use of agent-enabled software. The number of commercial and 

research agent applications that have since been implemented provides evidence 

that the computing industry has recognized the potential of this paradigm, and has 

invested in agent-enabled technology (Huhns and Singh 1998; Hess et al. 2005; 

Nissen and Sengupta 2006). Decision support system (DSS) researchers and de-

velopers were also quick to employ agents within DSS.  

                                                           
* The original version of this article was published by the Decision Sciences Institute, 

located at Georgia State University in Atlanta, GA.  www.decisionsciences.org. (Hess, 

T.J., Rees, L.P., and Rakes, T.R. “Using Software Agents to Create the Next Generation 

of Decision Support Systems,” Decision Sciences, 31(1), 2000, 1–31). 
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The basic concept and implementation of a software agent, however, still varies 

greatly across a wide-range of agent implementations (Jennings et al. 1998). It is 

the general goal of this paper to provide a descriptive definition of software agents 

in the realm of DSS and to provide guidance for DSS developers seeking to agent-

enable their applications. We first describe the general state of DSS development 

and that of software agent implementations within DSS.  

1.1  An Overview of Decision Support Systems 

The DSS research stream originated over 30 years ago and was provided with 

a solid foundation for ongoing research and development by the works of Keen 

and Scott Morton (1978), Bonczek, Holsapple, and Whinston (1980), Sprague and 

Carlson (1982), Bennett (1983), and others. DSS provide support for semi-

structured and unstructured decisions, and represent a multidisciplinary field com-

prised of researchers from management information systems (MIS), operations 

research, artificial intelligence (AI), organizational studies, and others. Techno-

logical advancements and research advancements in other disciplines have been 

quickly adopted within the individual components or subsystems of DSS, namely, 

the dialog generation management system (DGMS), the database management 

system (DBMS), and the model base management system (MBMS) (Sprague and 

Carlson 1982). In the last decade, within the DGMS, interfaces have improved 

substantially in appearance and usability through the use of visual programming 

development environments. Similarly, the interoperability and content of the 

DBMS component have been enhanced through database connectivity standards 

(ODBC, OLE DB, JDBC, ADO.NET, etc.), data warehousing, and Web-based 

data access. The MBMS, however, is considered the least developed component 

and is the focus of much of the current research in DSS. The combination of 

model management and artificial intelligence is essential in providing decision 

support, and is viewed as the cornerstone of more advanced DSS (Radermacher 

1994; Barkhi et al. 2005). 

1.2  The Use of Software Agents in a DSS 

Given the history of artificial intelligence in DSS research and the current interests 

in further integrating AI techniques in DSS, it is not surprising that DSS research-

ers were quick to recognize the promise of employing software agents in DSS. 

The potential contributions of software agents to DSS have been described as 

enormous (Whinston 1997), and DSS implementations that utilize agent-like pro-

grams (Elofson et al. 1997; Maturana and Norrie 1997; Oliver 1996; Pinson et al. 

1997) and agent communities (Kishore et al. 2004; Shaw et al. 2002, Liang and 

Huang 2000) have appeared in numerous journals. Due to the subjective nature of 

agency and the wide range of contexts and disciplines in which agent-like pro-

grams have been deployed, a general definition or description of agents has been 
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lacking within the DSS/MIS literature. This difficulty in describing what an agent 

is has resulted in overuse of the term “agent” and poor guidance for DSS develop-

ers seeking to agent-enable their applications. While DSS researchers have dis-

cussed agents as a means for integrating various capabilities in DSS and for coor-

dinating the effective use of information (Kishore et al. 2006; Whinston 1997; 

Elofson et al. 1997), there has been little discussion about why these entities are fit 

for such tasks. 

The purpose of this research is (1) to develop a useful definition of software 

agents; (2) to provide an example of an agent-enabled DSS (we furnish an exten-

sion of a DSS reported by Holsapple and Whinston (1996) that has been enhanced 

with several different types of agents); (3) to demonstrate the benefits gained from 

using agents in DSS; and (4) to use insight obtained from constructing the DSS to 

suggest a general framework for integrating software agents in DSS. We also 

comment on the additional effort necessary in adding agents to DSS.  

This chapter is organized as follows. Section 2 develops a definition of an 

autonomous software agent. In Section 3, we describe the agent-enabled DSS, 

providing further insight into the essential- and empowering-agent features. The 

general benefits of using agents are described in Section 4, along with the specific 

benefits obtained in our agent-integrated DSS implementation. In Section 5, we 

develop a general framework for building agent-enabled DSS. Finally, the last 

section contains conclusions and limitations. 

2 Software Agent Definition  

The term agent means different things to different authors, many definitions are not 

explicitly enunciated. When juxtaposed, literature definitions of software agents 

can be conflicting and jarring, and are still unresolved (Franklin and Graesser 1996; 

Nissen and Sengupta 2006). Agent implementations based upon Minsky’s society-

of-mind theory (Minsky 1985) hold out simple processes as agents (Riecken 1997; 

Boy 1997); for example, a procedure that highlights an image when a mouse is 

moved over the related text is considered an agent. Conversely, agent research at the 

other end of the spectrum discounts that viewpoint and suggests that agents are 

advanced computing assistants (Maes 1994; Negroponte 1997). But even within 

a particular viewpoint, there can still be confusion and imprecision in terminology. 

Imam and Kodratoff (1997, p. 75) pointed out that “if a researcher or any curious 

person wanted to learn about intelligent agents, he/she might get confused after 

reading even a few papers…” Various researchers claim abstract qualities such as 

autonomy, intelligence, or problem-solving ability as defining characteristics of an 

agent. But, as Covigaru and Lindsay (1991) noted in their discussion of intelligent 

creatures and autonomous systems, there are relationships among these (and simi-

lar) terms used in the literature. Each cannot be the “key property.”  

We believe these definitional difficulties have arisen for two primary reasons: 

failure to explicitly provide a reference point in the agent definition, and failure to 
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differentiate essential (i. e., defining) agent characteristics from empowering ones. 

We will try to untangle these problems in general, but note that implicit in the 

approach we take is the tacit agreement with the literature that software agents 

must be described (e. g., via lists of attributes) if definitional progress is to be 

made (Bradshaw 1997). (It is interesting to note that this is the same avenue fol-

lowed with DSS in their early days. See, for example, Alter (1980, Chapter 2) and 

his seven types of DSS.) A general list of those software agent attributes fre-

quently mentioned or implied in literature definitions is as follows: autonomy, 

goal orientation, persistence, reactivity, mobility, intelligence, and interactivity. 

2.1  Resolving Definitional Problems 

The first step before examining the attribute list is to dismiss the Minsky society-of-

mind viewpoint of agents in favor of the notion of agents as Maes (1994) and Negro-

ponte (1997) described them, namely as “advanced computing assistants.” We do 

this because we believe the latter notion will be more useful in the DSS arena. We also 

believe that most professionals, whether in the DSS area or not, do not think of mouse 

movements for the purpose of highlighting images as defining agent behavior. 

2.1.1  Reference Point 

With the above distinction in mind, an agent is a representative, a substitute, or 

a stand-in for another. To define an agent meaningfully, one must specify (1) who 

the agent is representing (the agent employer), (2) the task to be done, and (3) the 

domain of the task (see Figure 1). Note that failure to stipulate all three items as 

a reference point can lead to confusion. For example, merely stating that basket-

ball player Michael Jordan had an agent does not define that agent usefully. If we 

state that the agent domain was salary negotiations with the National Basketball 

Association, and that the task was to procure and maintain most favorable eco-

nomic terms for the employer of the agent (namely, Michael Jordan), then we 

recognize that the agent represented him in salary negotiations, but was not ex-

pected to stand in for him during basketball games. Moreover, we note that differ-

ent agents will perform widely differing tasks. For example, to be successful, your 

automobile insurance agent will need to do different jobs than Michael Jordan’s 

salary agent and those of a software agent. As a consequence, different agents will 

possess differing values of the attributes listed above.  

2.1.2  Differentiation 

As suggested, the definitional approach used here is to generate a subset of attrib-

utes from the seven found in the literature, listed above; the hope is to find two or 

three essential terms that, taken together, will usefully and distinctively describe 

a software agent. The next step in proceeding through the attribute list is to redirect 

our focus to a goal of defining an autonomous software agent. We do this because 
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the literature indicates, as will be seen, that autonomy is at the very essence of 

human and, hence, agent behavior, and thus is a more all-encompassing term than 

the other six characteristics. 

Wooldridge and Jennings (1995) stated that an essential characteristic for pro-

grams designed to act in an agent-like manner is that they be able “to operate with-

out the direct intervention of humans or others, and have some kind of control over 

their actions and internal state” (p. 4). They defined this characteristic as autonomy. 

This fundamental agent feature is similarly defined by numerous other agent re-

searchers (Nwana 1996; Franklin and Graesser 1996; Gilbert 1997) and is in keep-

ing with Merriam-Webster’s (2006) dictionary definition of the term autonomous 

from a human perspective, as “the quality or state of being self-governing”. If the 

essence of an agent is to be a representative and/or a substitute, then certainly an 

agent should do so independently, that is, without having to query the agent em-

ployer repeatedly for help or instructions. This would certainly be true in the DSS 

arena: Users should not be expected repeatedly to supply help and instructions to 

DSS agents that are supposed to be helping them. 

Part of the search in finding a definition of agents is to determine the human-like 

attribute(s) that agents must possess when they become stand-ins or representatives 

of humans. This is due to the fact that, although agents can be representatives of 

other agents, ultimately some higher-level agents will be agents for humans. (In 

software, agents will often serve users, who are human.) In their paper on human-

like systems, Covrigaru and Lindsay (1991) concluded that the essence of human-

like systems is autonomy. They decide that the essence of human-like behavior is 

not problem solving per se, as was assumed in the early days of artificial intelli-

gence. Rather, they stipulated, an entity must be autonomous to be truly intelligent, 

truly living, and truly humanoid. Autonomy is the characteristic that enables hu-

mans and human-like systems to act as assistants. Covrigaru and Lindsay (1991) 

further developed the idea that several other attributes from the literature we have 

listed are components of a definition of autonomy. The term autonomy is thus 

overarching; it includes concepts such as goal orientation. 

 

Figure 1. The empowerment of a software agent 
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We will turn our attention back to the search for other attributes to list as essen-

tial components for our definition, but now our task is to define an autonomous 

agent. The literature, unfortunately, gives only partial support, and we will have to 

resort ultimately to logic and common sense. Covrigaru and Lindsay (1991) ar-

gued that the essence of autonomy is that the entity or system must be trying to 

accomplish something, that is, it must be goal-directed. Rocks, for example, do 

not pursue goals and, thus, are unlikely candidates to become agents. As the litera-

ture does not give further substantive guidance as to which features are essential 

and which are not, we now take a “common sense” look at defining an autono-

mous agent, beginning with the reference point given in Figure 1.  

As the left part of Figure 1 suggests, someone or something “hires” or employs 

an agent to do a task in a particular domain. One possible means of specifying the 

task is to state the goals of the task. Looking at the other terms on our list of agent 

attributes, it is not always essential that the agent be mobile because many agent 

tasks can be performed in one location. Moreover, it is not essential that the agent 

possess intelligence, at least in the AI sense of the term, because many tasks just 

require action and not a lot of reasoning or inferential capability. Similarly, inter-

activity (i. e., the ability to interact and communicate with others) is not an essen-

tial for all tasks. For example, the agent employed to cut my grass need not be 

either particularly intelligent or a great communicator. However, an agent must 

possess an ability to react in the domain at some fundamental level, and the agent 

must persist long enough to achieve the goals of the employer. Thus, we conclude 

that an agent must possess goal orientation, persistence, and reactivity. Although 

intelligence, mobility, and interactivity may enhance the capabilities of an agent, 

they are not essential features. 

Thus, the list of essential features is goal orientation, persistence, and reactivity. 

Again, note that for a given agent, each characteristic is defined in terms of a ref-

erence point. Just as human agents differ in persistence, we will not be surprised to 

see some software agents persisting for milliseconds, whereas others will persist 

for weeks. The requirement is that the agent endures long enough to complete the 

specified task in the specified domain. The remaining features in our initial list of 

seven – intelligence, mobility, and interactivity – comprise the list of empowering 

agent features. The use of one or more of these empowering features may signifi-

cantly enhance the usefulness of an autonomous agent, but as noted previously, 

such features are not considered essential. Both the essential and the empowering 

agent attributes have been discussed somewhat loosely to this point. We now 

provide our definition/description of an autonomous software agent, which is fol-

lowed by an elaboration on attribute terminology. 

2.2  Our Definition 

An autonomous software agent is a software implementation of a task in a specified do-

main on behalf or in lieu of an individual or other agent. The implementation will contain 

homeostatic goal(s), persistence, and reactivity to the degree that the implementation (1) 
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will persist long enough to carry out the goal(s), and (2) will react sufficiently within its 

domain to allow goal(s) to be met and to know that fact.  

Note the following issues with respect to this definition: 

2.2.1  Homeostatic Goal(s) 

It is difficult to imagine a personal assistant or agent that works independently, 

having some kind of control over its actions and internal state, but does not have 

a goal. An agent without a goal, some assigned responsibility or task, provides no 

assistance to the user and has no means to act autonomously because it has no act 

to carry out. 

A stronger view of the goal-oriented feature holds that an autonomous entity 

should do more than just attain a goal and then cease to function. Instead, an 

autonomous entity should seek to attain the goal and then maintain that goal state 

for as long as the user desires. Covrigaru and Lindsay (1991) referred to such 

goals as homeostatic goals and stated that autonomous systems tend to pursue 

these homeostatic goals rather than what is described as achievable goals. Homeo-

static goals do not terminate when the system is in a final state; rather, a monitor-

ing process is initiated with the objective of re-achieving a final state if a change 

from that state occurs. An achievable goal is one that terminates when the final 

goal state is reached. Stated differently, homeostatic goals operate as an adminis-

trative mechanism so that an agent can reach and maintain its own achievable 

goals. For example, an agent designed to monitor the competition’s prices would 

be assigned the achievable goal of watching for a price change and reporting the 

change when it occurs. The homeostatic version of this goal requires the agent to 

monitor the competition’s prices indefinitely and, after reporting a price change, 

continue to monitor for future changes. In effect, the homeostatic goal acts as an 

administrative goal at a higher level in that it is ensuring that the achievable goal 

is properly pursued. An agent with a homeostatic goal more accurately represents 

the metaphor of a personal assistant.  

2.2.2  Persistence 

In the software agent literature, the feature of persistence is interpreted as a program 

that is continuously running (Chang and Lange 1996), even if that “running” means 

that the program is temporarily sleeping or in a “cryogenic state” (Bradshaw et al. 

1997, p. 385). Merriam-Webster (2006) defines persistence as “enduring continu-

ance.” The notion of persistence from a human perspective is that the entity or effect 

will exist for a long time relative to the time required to achieve a goal. Persistence 

is frequently implemented in an agent by giving it at least one thread of execution 

and by implementing a control structure that requires the agent to continuously 

monitor its state, including the status of its goal(s). The thread of execution ensures 

that the agent receives the necessary processing time and prevents the agent from 

being disrupted or slowed down by other processes and threads executing on the 
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same computer. The control structure ensures that the agent can pursue homeostatic 

goals, continuously working toward the achievement of the goal and the mainte-

nance of the goal state, once it is achieved. Enabling the agent to save its state in 

some manner, say, to a text file or database, can provide a stronger level of persis-

tence to provide for the case of an emergency shutdown. 

2.2.3  Reactivity 

In the software agent literature, a reactive program is defined as one that can rec-

ognize changes in its environment and respond to those changes in a timely man-

ner (Franklin and Graesser 1996; Wooldridge and Jennings 1995). This definition 

is similar to Merriam-Webster’s (2006) definition of reactivity as “readily respon-

sive to a stimulus,” with one important difference: As with autonomy, an agent is 

reactive only within a specific environment, and, as Franklin and Graesser stres-

sed, an agent may cease to be an agent when it is outside of its environment. For 

example, a software agent that learns the musical preferences of its user would 

react appropriately to the user’s selection of a classical recording but would not 

react appropriately, to an agent from a manufacturing domain attempting to nego-

tiate the purchase of resources.  

Reactivity, as we are applying it to software programs, does not require intelli-

gence and is comparable to a stimulus-response scenario. Being reactive does not 

necessarily require intelligence, as a doctor testing a human knee for reflexes 

would indicate. That is not to say that a software program that is either intelligent 

or able even to, say, interact with its environment is not desirable. It is just that 

these extra features are not deemed essential to developing an autonomous agent. 

In summary, we believe that this definition and the descriptions of the three es-

sential features provide utility to the DSS builder. To develop an agent, a builder 

must include three basic constructs. If the implementation were developed in Java, 

or a similar object-oriented program, persistence could be obtained by running the 

agent in a separate thread, which could imply using the “extends thread” class 

extension in Java. The homeostatic goal could be accomplished through control 

structures such as a “while” loop and nested “if” statements. Reactivity could be 

achieved with a “listener” that waits for particular events and then runs event 

handlers when those events occur. 

2.3  Empowerment 

Having provided a description of an autonomous agent and defined its essential 

features, we now describe the empowering agent attributes. The empowering 

characteristics of agents (refer to Figure 1) are mobility, intelligence, and interac-

tivity. Recall that these features are not essential in determining agency, but they 

may be important in making an agent useful or impressive. Since these three terms 

generally have special meaning when used in a software context, we now point out 

the following issues from the literature. 
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2.3.1  Mobility 

In a networked environment, applications typically communicate with one another 

through remote procedure calls (RPC) or by exchanging scripts. Mobile code pro-

vides an alternate means of communication and is frequently associated with soft-

ware agents. In some agent implementations, software agents are actually defined 

as mobile code (White 1997). Mobile code differs from an RPC or the exchange of 

scripts in that with mobile code, the entire procedure “is passed to the remote 

server, including its code, data, execution state, and travel itinerary” (Chang and 

Lange 1996, p. 1). 

A mobile agent is an agent that can be transported like mobile code. An agent that 

passes messages to a remote location is merely communicating and not exhibiting 

the feature of mobility. Mobile agents can move to multiple remote sites by either 

carrying an itinerary with them or by being dispatched to another site by the user, an 

agent server, or another agent. Persistence and reactivity enable them to complete 

their tasks when remote sites are unavailable, as they can wait at their current loca-

tion until the site is accessible. Mobility is an empowering agent characteristic be-

cause it enables agents to use distributed resources and to more efficiently utilize 

networking resources. Distributed processing is facilitated because mobile agents 

utilize the computing resources of the current host. Networking resources are more 

efficiently utilized because mobile agents can move to various sites in pursuit of 

their goals instead of sending numerous messages and RPCs to each site of interest. 

2.3.2  Intelligence 

Intelligence is an enabling feature that allows an agent to pursue its goals more 

efficiently and expertly with less assistance from the user or designer. IBM gener-

ally describes intelligence with regard to its own agents as the degree of reasoning 

and learned behavior (Gilbert 1997). Imam and Kodratoff (1997) went a little 

further when they summarized an American Association for Artificial Intelligence 

workshop effort to define the term. They described an intelligent agent as a “sys-

tem or machine that utilizes inferential or complex computational methodologies 

to perform the set of tasks of interest to the user” (p. 76). The notion of inference, 

(machine) learning, or reasoning is implicit or explicit in both definitions. 

Early attempts in the artificial intelligence community at developing a program 

that functions as an intelligent, human-like creature focused on problem solving as 

a key feature for such a program (Harmon and King 1985). This ability to solve 

problems was generally referred to as intelligence. What appears to be intelligence 

in humans, however, is simply some implemented mechanism in a program (Cov-

rigaru and Lindsay 1991). Intelligence, as defined, is a computational tool, and is 

not required for a software program to behave in an agent-like manner. This feature 

can greatly enhance the usefulness of an agent, but the lack thereof does not imply 

a useless agent. 

Agents with varying types of intelligence have been implemented, including 

those that utilize genetic algorithms (Oliver 1996), ones that combine a knowledge 
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base and learning-by-example (Maes 1994), and systems with memory-based rea-

soning (Lashkari et al. 1994). Agents with real-time planning abilities have also 

been implemented to facilitate the real-time generation of alternatives (Hess et al., 

2006), that portion of Simon’s intelligence-design-choice paradigm (1960) least 

supported by DSS. Designers can empower their agents with these various tools of 

computational intelligence, improving the agent’s problem-solving ability, and 

requiring less user interaction with the agent.  

2.3.3  Interactivity (Communicative Ability) 

The ability to communicate with users and other agents is another important ena-

bling feature for software agents (Roda et al. 2003; Franklin and Graesser 1996; 

Wooldridge and Jennings 1995). Agents that can carry on a dialog with users and 

other agents, and not just report the results of their actions, are considered interac-

tive or communicative. This type of dialog is generally supported through the use of 

an agent communication language (Genesereth and Ketchpel 1997; Petrie 1996). 

Interactivity is not considered a fundamental agent feature because an agent may be 

designed to carry out a task that does not require it to carry on a dialog with others. 

For example, an agent that has been designed to monitor a Web site and update 

a database when changes occur may only need to report its monitoring results. 

Although communication is not a required agent feature, an agent that can com-

municate with others can significantly enhance its abilities. For example, an agent 

that can exchange information with other agents can be more efficient through coop-

eration and delegation. A communicative or social agent could save itself a journey 

to several remote sites by communicating with an agent that already knows the in-

formation it is seeking. An agent could additionally gain a great deal of efficiency by 

spawning several new agents and instructing them to accomplish tasks in parallel. 

In summarizing our discussion of empowering features, it is worth noting that 

while mobility, intelligence, and interactivity can certainly enhance the capabili-

ties of an agent, taken individually, these features do not create a personal comput-

ing assistant. There is no autonomy without the three essential features and, thus, 

the user of such code will be unable to delegate tasks to it. Instead, the user would 

be forced to initially instigate actions he or she wishes the code to take and per-

petually re-instigate these actions until no longer needed. To illustrate our defini-

tion of autonomous agent, several agents will be described. We have implemented 

agents within a prototype DSS, thereby establishing context. The descriptions of 

the individual agents highlight the essential and empowering features that these 

agents exhibit, providing an implementation-level perspective of the features de-

scribed above. 

3 An Implementation of an Agent-Integrated DSS 

The DSS implementation described here is based upon a case study used in a DSS 

textbook (Holsapple and Whinston 1996) and supports variance analysis investi-
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gation for a manufacturing firm. When a variance from the budget occurs in the 

rate (i. e., hourly cost) or usage of raw materials, labor, or overhead, the DSS pro-

vides support for whether the variance should be investigated based upon criteria 

specified by the user and prior investigations of variances. 

3.1  Variance Analysis DSS 

Upon accessing the DSS, an authorized user would select a product to analyze and 

then view the current variances for that product. The standard and actual parame-

ters are loaded from the database, with the DSS allowing the user to perform 

what-if analyses with these parameters, uploading any desired changes in budg-

eted parameters to the database. Variances that exceed a predetermined cutoff 

value are flagged. Users can review and edit the cutoffs set for each parameter. 

Additional criteria for investigating variances can be reviewed and edited. These 

criteria are used to assign a relative weight to the variances previously calculated, 

and provide additional support for the user in deciding whether a variance should 

be investigated. Should the user so decide, the cost of the investigation and the 

sources of the variance revealed by the investigation can be recorded in the data-

base and reviewed when future variances occur.  

In summary, the DSS supports the user in deciding whether to investigate 

a variance that has occurred between budgeted and actual costs. This support en-

ables the user to avoid costly investigations into variances that have little impact on 

the economic health of the organization. Similarly, the DSS highlights variances 

that should be investigated to avoid further erosion to the organization’s health.  

A limitation of the DSS, however, is the historical nature of the support pro-

vided. Variances are only calculated, analyzed, and examined by the user after the 

resource consumption or rate has strayed from the budget and affected earnings. 

Users would have to directly manipulate the information used by the DSS in order 

to project future variances, effectively running what-if analyses using estimates of 

the needed inputs. This type of limitation is typically accepted by DSS users as the 

status quo due to the costs of automating the projection of future variances using 

actual data. Such costs would include monitoring the current rates of resources. 

For example, in order for the system to project variances in resource rates, the 

rates of labor, materials, and overhead would need to be continuously monitored. 

This type of monitoring would allow the user to observe the effects of an increase 

in materials cost prior to actually purchasing any materials at this new cost. The 

costs of having an individual monitor all material, labor, and overhead rates and 

input these changes into the DSS, however, would typically be prohibitively high. 

It would similarly be very costly to track resource usage at such a detailed level 

that the DSS could project excessive usage variances before they occurred. How-

ever, if one could effectively transfer the burden of projecting variances from the 

user and his or her staff to the DSS and its agents, then the DSS would provide 

more support by generating decision-making alternatives that could prevent sig-

nificant variances from ever occurring. 
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3.2  Agent Integration 

In order to explore the benefits of agents, Holsapple and Whinston’s (1996) vari-

ance analysis DSS described above was developed in Java™ with supporting data 

stored in a Microsoft Access database. Software agents were then integrated into 

the DSS using Java™ and the Object Voyager™ class library. Part of the enhance-

ments we included involved solving a mathematical programming problem, which 

was supported with Miicrosoft Excel’s™ Solver and Visual Basic for Applica-

tions™. Agents were integrated into this existing DSS for the purpose of automat-

ing more tasks for the user, enabling more indirect management, and requiring less 

direct manipulation of the DSS. Specifically, agents were used to collect informa-

tion outside of the organization; to project future variances in materials, labor, and 

overhead; and to generate decision-making alternatives that would allow the user 

to focus on variances that were found to be significant. The use of agents provides 

an automated, cost-effective means for making these projections and generating 

alternative courses of action. Assumptions of this implementation are (1) the gen-

eral acceptance of agents in electronic commerce including the existence of busi-

ness partners that are willing to host other agents, and (2) the availability of direc-

tory and matchmaking services. 

The five kinds of agents we added to the system are listed in Table 1. Also 

shown in Table 1 is their placement in the three DSS components, according to 

a builder’s view of a DSS (using Sprague and Carlson’s (1982) terminology). 

Note that agents have been placed in each of the components and that a separate 

domain manager agent (DMA) has been placed in the DBMS, the MBMS, and the 

DGMS. The function of the DMA is to maintain control of all agents in their do-

mains. Each of five agents exhibits the essential features of persistence, reactivity, 

and goal orientation, as shown in Table 2. The reference point for each agent, 

specifically the employer/client, the task, and the domain, are also shown in Ta-

ble 2. Table 3 describes the empowering features exhibited by these agents.  

Table 1. Agent types by placement in DSS domain 

Agent types MBMS DBMS DGMS 

Data-monitoring agents  X  

Data-gathering agents  X  

Modeling agents X   

Domain manager agents X X X 

Preference-learning agents   X 
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Table 2. Example agents utilized in the extension to the Holsapple and Whinston (1996) manufacturing-firm DSS 

AGENT ESSENTIAL CHARACTERISTICS REFERENCE POINT Autonomous 

agent Homeostatic goal Persistence Reactivity Employer Task Domain 

Data-monitoring Report when any price 

change crosses given 

threshold values 

Stay at supplier site  

as long as the vendor 

supplies parts 

Capable of detect-

ing vendor price 

changes 

User Monitor the current rates 

of the three types of re-

sources and report on 

them 

Vendor site on 

an extranet 

Data-gathering Report discovery of 

potential suppliers of 

manufactured parts at 

reasonable prices 

Lifetime of the DSS Capable of exam-

ining directory 

sites & under-

standing language 

used 

User Look for alternate ven-

dors; if found, send mes-

sage back with name and 

location of source 

Travel to direc-

tory sites 

Modeling Maintain “optimal” 

price and resource 

policies; report signifi-

cant dollar conse-

quences 

Lifetime of the DSS  Capable of receiv-

ing inputs and 

passing results 

back to the DMA 

Domain  

Manager  

Agent 

(DMA) 

When notified by DMA, 

formulate an LP model , 

solve it using Excel's 

Solver, and report solution 

to DMA 

Model base 

management 

system (MBMS) 

of DSS 

Domain  

manager  

agent (DMA) 

(say in the  

DBMS) 

Monitor location and 

tasks of local and re-

mote agents function-

ing on behalf of domain 

activities; respond to all 

messages 

Lifetime of the DSS Capable of com-

municating with 

agents (even at a 

distance) and 

tracking their 

whereabouts 

User Monitor all other agents 

(local and remote) acting 

on behalf of the domain; 

trigger appropriate actions 

as needed 

DBMS of DSS 

(similar agents 

exist in the 

MBMS and the 

DGMS) 

Preference- 

learning 

Learn a user’s prefer-

ences based on history 

of user/ DSS interac-

tions 

“Lifetime” of a DSS  

user, even across  

different sessions 

Capable of ob-

serving user ac-

tions and storing 

them 

User Record whether specific 

user takes modeling 

agent’s advice or proceeds 

on own 

DGMS of DSS 
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Table 3. Benefits from the empowering characteristics in the extension to the Holsapple and Whinston (1996) DSS 

BENEFITS FROM AGENT EMPOWERING CHARACTERISTICS Autonomous 

agent Mobility Intelligence Interactivity 

Data-

monitoring 

Goes to (and stays at) supplier’s 

site. Saves user from having to 

monitor supplier’s prices. Only 

reports promising prices 

  

Data-gathering Goes to directory sites; locates 

potential suppliers of parts, reliev-

ing user from task; only reports 

promising suppliers 

 In an enhanced system, the agent could 

communicate with other agents and get 

additional leads on promising directory 

sites or suppliers  

Modeling  The agent provides a mathematical model to 

which it can accept inputs, run, interpret and 

furnish results to the appropriate agent; in an 

enhanced system, the agent could generate 

alternatives and possible actions for the user 

Agent communicates with the DMA via 

Java, and formulates the LP model and 

Excel’s Solver using Visual Basic for 

Applications, translating results back into 

Java for the DMA 

Domain-

manager 

agent (DMA) 

  Agent provides interoperability by integrat-

ing heterogeneous, distributed agents the 

agent communicates with all other agents 

operating on behalf of, or in, the domain 

the user need not keep track of these other 

agents 

Preference-

learning 

 The agent observes and records the user’s dis-

position to follow the modeling agent’s recom-

mendations; in an enhanced system, the agent 

could invoke machine learning to determine the 

user's preferences 
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A more functional view of the agent-enhanced DSS is provided in Figure 2 a−c and 

tells more of the story behind this agent implementation. For purposes of describ-

ing this functionality, assume the user decides to deploy a data-monitoring agent 

from the DBMS to a supplier’s site, where it is to monitor the price of part 0001. 

To do this, the user needs only to specify the supplier URL, part number, and cur-

rent price for the part, as seen in the interface for the agent shown in Figure 2a. The 

 

Figure 2. Some of the agent activity in the agent-enhanced Holsapple and Whinston (1996) 
variance-analysis DSS. a A data-monitoring agent is deployed from the DBMS 
to a supplier's site, where it is to monitor the price of a part. b A data-monitoring 

agent reports a price change to the DBMS domain manager agent. The informa-
tion is then (indirectly) passed to the modeling agent. c The modeling agent feeds 
the price change into Excel's Solver, which ultimately produces the output indi-
cated. 
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agent remains at the supplier’s site, periodically checking the price of the part, 

reporting any significant changes that occur. The homeostatic goal of this agent is 

to monitor the assigned part number and report changes in price that cross thresh-

old values. The agent is persistent in that it continually runs in its own thread of 

execution and has a control structure that enables it to perform its homeostatic 

goal. In addition, the agent periodically communicates with the originating site so 

that in the event that the supplier’s site shuts down or the agent is shut down by the 

supplier, the originating site is alerted to the absence of the agent. The monitoring 

mechanism of the agent enables it to react appropriately to significant changes in 

its environment. For this simple agent, a significant change occurs if the part price 

crosses threshold values. Because of its simplicity, the data-monitoring agent of-

fers a great deal of reusability. Numerous agents can be dispatched to many differ-

ent sites to monitor the rates of materials, labor, or overhead using this one agent 

class. This implementation assumes that the part suppliers would be willing hosts 

to such foreign, automated programs. In the event that the suppliers did not wish to 

serve as an agent host, an alternative version of the data-monitoring agent could 

filter the text of the supplier’s web site for price changes.  

Data-gathering agents have been integrated into the DSS to locate new sources of 

data. Specifically, the data-gathering agents utilize a directory service to locate po-

tential suppliers of manufacturing parts. (Numerous directory and/or matchmaking 

services have been developed on the Internet or for networked agent communities. 

See Bradshaw et al. 1997; Genesereth 1997; Zhao and Schulzrinne 2005.) A data-

gathering agent can be dispatched to a directory site(s) to look for alternate sources 

of a specific part. When a new source is found, the data-gathering agent collects 

information about the source, including the name, location, and URL of the new 

source. The data-gathering agent can be sent off with a lengthy itinerary of directory 

sites and will report back new sources as they are found. 

When the data-monitoring agent detects a price change, or the data-gathering 

agent finds a new supplier, these agents report the changes to their domain man-

ager agent. The domain manager agent monitors the location of all other agents 

functioning on behalf of the DSS and takes or triggers appropriate actions upon 

receiving communications from both local and remote agents that originated 

within its domain. When a new agent is created, it is immediately registered with 

the domain manager, which maintains its location whether it is on site or located 

remotely, regardless of the number of hops in its itinerary. In the event that an 

agent is shut down and is no longer active, the domain manager agent provides 

notification of the agent’s demise. The domain manager is constructed similarly to 

the data-monitoring agent in that it is given its own thread of execution and 

a control structure that allows it to continuously pursue its goals. A view of the 

domain manager agent interface displaying communications from two agents, the 

data-monitoring agent above, and a data-gathering agent, is shown in Figure 2b. 

Note that the data-gathering agent has been busy at a directory site on the Internet 

and is reporting potential new vendors, and that the data-monitoring agent has 

reported a price increase to $2.50. 
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Figure 3. The MBMS Excel (Solver) Solution to the linear programming problem 

The DBMS domain manager agent then contacts the appropriate modeling agent. 

The modeling agent’s function is to generate decision-making alternatives that 

will enable the user to minimize a detrimental variance from budget. This agent is 

responsible for generating a maximum profit product-mix strategy, given the in-

creased vendor price, and reporting (indirectly) to the user any significant dollar 

consequences. In actuality, the modeling agent does this by integrating a linear 

programming model developed and supported in the Solver add-in from Micro-

soft’s Excel™, together with a Visual Basic for Applications (VBA) module. The 

mathematical model, in its spreadsheet form, is shown in Figure 3. 

The user never sees this model, however, because the modeling agent provides 

a level of abstraction between the application programming interface (API) of 

Solver, Excel’s VBA, and the DSS, hiding its complexity. The output from the 

model, if deemed consequential, dollar-wise, is then passed back to the domain 

manager and displayed in the DSS as shown in Figure 2c. Model output value 

significance is determined via thresholds; thresholds can be set so every product-

mix change is reported, if desired. At this point, the user may choose to adopt the 

DSS-recommended product mix or may specify a strategy of his or her own 

choosing. To monitor the user’s actual responses to variance occurrences, a pref-

erence-learning agent was integrated into the agent-enhanced DSS. The agent also 

tracks whether the action corresponds to the actual variance level and variance 

cutoff parameter in effect at the time of the user’s action. In addition, as the learn-

ing agent tracks the user’s actions, it calculates the average variance level at which 

the user is effectively making changes in product mix. The user can review the 

average variance level and update the variance cutoff parameter at anytime. 

Each of the agents we have built exhibits the essential agent features with re-

spect to its specified reference point in the DSS. As noted in our definition of 

autonomous agents, however, if any of these agents ceased to exhibit any of these 

essential features within its specified domain in the DSS, it would then cease to be 
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an agent in the DSS. This transformation (into “nothingness”) may appear troub-

ling initially, but we believe it is the desirable and useful way to define an agent. 

The case described is similar to a situation in which we hire a tax agent who does 

our taxes for years, but when a new tax law is passed, the individual fails to adopt 

the new code. In such a case we would get rid of the tax agent and either obtain 

a new one or proceed on our own. That individual would cease to be our agent. 

4 Agent Benefits in DSS 

Having described the scenario of an agent-integrated DSS, we now discuss the 

benefits of using autonomous agents in DSS. The general benefits of using agents 

are first enumerated and then discussed with respect to DSS. Following that, we 

show how the essential and empowering features exhibited by five individual 

agents deliver benefits within the context of our implementation. 

4.1  General Benefits 

Software agents, in general, have emerged as a means to indirectly manage com-

puters and computer-related tasks instead of directly manipulating them (Maes 

1994). Agents provide this indirect management by introducing a level of abstrac-

tion between the user and the computer. For example, if a supervisor asks a (hu-

man) personal assistant to schedule appointments with several employees, then 

that manager has created a level of abstraction between him or herself and the 

employees with regard to appointment details. The supervisor is spared from hav-

ing to deal with the complexities of coordinating schedules. Likewise, with 

a computer-related task, a user can be spared from some computing complexities 

by using a software agent, that is, a personal computing assistant. 

Bradshaw (1997) noted that this abstraction, or complexity reduction, can help 

the user in two important areas: interoperability and user interfaces. By interop-

erability, Bradshaw means that agents can integrate heterogeneous applications 

and networks. With user-interface abstraction, users can be freed from the details 

of the ever-increasing volume of information to be processed and have informa-

tion personalized. Both of these interface benefits are important because they can 

free the user from distractions, enabling concentration on the managerial aspects 

of decisions, for example, rather than computing minutiae. 

The general benefits of agents discussed above are directly applicable to DSS 

users. The primary benefit of an agent-enriched DSS is abstraction and the result-

ing automation and reduction in complexity provided. The agent provides an addi-

tional layer of support between the user and the actual DSS. Through this abstrac-

tion, the related task becomes more automated, requiring less action on the part of 

the user. 



 Using Autonomous Software Agents in Decision Support Systems 547 

4.2  Specific Benefits of an Agent-Integrated DSS 

With these general, literature-based benefits in mind, the particular benefits of 

each agent may now be observed by examining their essential and empowering 

characteristics (previously listed in Tables 2 and 3). 

4.2.1  Data-monitoring Agent 

Recall that this software agent’s purpose is to monitor price changes of given 

items at a (friendly) supplier’s site. When a “significant” price change occurs, the 

agent is to send word back to the DSS at its home site where the change occurred. 

This agent enhances the DSS in two fundamental ways: by automating the re-

trieval of information, and by improving the quality of that information (in the 

sense that the database is updated immediately for changes in vendor prices). This 

latter benefit implies that additional DSS can now be built possessing real-time, 

on-line data capabilities. While not all DSS require this enhancement, it will be 

a significant benefit for many. 

The benefits listed above are based on a comparison of an agent-enabled DSS 

with a traditional (no agent) DSS. An important question is why must agents be 

used to provide these benefits. Aren’t there non-agent approaches giving the same 

benefits? For example, in the case of the data-monitoring agent, why not just use 

mobile code? The answer lies in the definition of an agent: An agent provides 

autonomy. Autonomy means the user passes off the task and is freed from worry-

ing about it. It is possible to construct non-agent implementations of tasks, but 

then, by definition, either persistence or reactivity or goals will be lacking, and the 

user will have to provide what is missing. In the case of mobile code, the user 

would have to periodically instruct the mobile code (through remote procedure 

calls) to check the vendor’s price, and then the user would have to review the 

change to see if it was significant. Autonomous agents have been used to enhance 

the DSS because we want users to manage directly fewer aspects of the DSS, 

giving them more time to focus on the actual decision to be made. 

4.2.2  Data-gathering Agent 

This agent travels to a directory site to look for alternate sources (vendors) of 

a specific part. When a new source is found, the agent sends a message back to the 

DSS specifying the name and location of the source (including its URL). This 

agent provides a benefit to the DSS user by automating the retrieval of informa-

tion not typically stored in corporate databases. Using an autonomous agent to 

perform this task enables the user to keep abreast of new suppliers in a timely 

manner without having to worry about the details of collecting this information. 

As with the data-monitoring agent, the mobility of the data-gathering agent pro-

vides flexibility in that the agent can transport itself to any directory site.  
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4.2.3  Modeling Agent 

The two agents examined so far have provided benefits by obtaining useful data 

for the DSS. This next agent is resident in the model base and furnishes advan-

tages by invoking models. Recall that this agent, when notified by the domain 

manager agent (DMA), formulates a linear programming (LP) model and uses 

Microsoft Excel’s Solver, reporting solutions of consequence back to the DMA 

when finished. The modeling agent provides enhancements to the DSS (1) by 

providing access to a computational tool (the LP model); (2) by automatically re-

solving the model when any relevant data changes; (3) by providing a level of 

abstraction between the different languages of the DSS and the modeling applica-

tion; and (4) by reporting to the user only those changes in the optimal mix of 

products within the DSS that are deemed significant. 

4.2.4  Domain Manager Agent 

Recall that this agent assumes overall and continuing responsibility for all agent 

resources within its domain. Users do not need the additional responsibility of 

managing agents, and this agent handles that task. In particular, the delegation of 

this responsibility to an autonomous agent relieves the user of having to monitor 

the comings and goings of the other agents in that domain, and automates actions 

that need to be taken based upon messages received from these agents. 

4.2.5  Preference-learning Agent 

This agent watches the user and provides the benefit of learning his or her style or 

tendencies. In particular, this agent records whether a specific user takes the mod-

eling agent’s advice (i. e., the results from the LP solution) or proceeds independ-

ently. The preference-learning agent extends the decision support provided by the 

DSS by studying whether the user’s actions correspond with user-specified pa-

rameters stored in the DSS. This agent continuously monitors whether the parame-

ters used by the DSS are up to date with the user’s actions, relieving the users of 

monitoring this situation themselves. 

We summarize by concluding that autonomous agents, having the essential fea-

tures of persistence, reactivity, and homeostatic goals, can provide real and sig-

nificant benefits to the DSS user, although not in all DSS. Some agents undertake 

impressive tasks that may be truly enlightening, whereas other agents undertake 

more pedestrian efforts that are less impressive. Regardless, autonomy provides 

relief from distracting tasks for the user. The relief tends to come from the essen-

tial features of agents, and the empowerment from the other features (intelligence, 

interactivity, and mobility). The benefits provided by autonomous agents create 

a more proactive DSS, moving DSS from the historical state of direct manipula-

tion to the emerging state of indirect management. This next generation of DSS 

provides more information, better information, and automates more aspects of the 

provided decision support. 
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5 A Framework for an Agent-Enabled DSS 

Having studied the literature on non-DSS agent implementations, and having built 

an agent-enabled DSS, our efforts turned to developing a framework for an agent-

enabled DSS. Procedurally, we started by examining the variance analysis DSS, 

and then attempted to generalize that architecture. Our philosophy was to build on 

fundamental approaches given in the literature, developing a first-cut framework 

that could be enhanced by others. 

We started our framework with three fundamentals. The first fundamental, in 

keeping with Sprague and Carlson (1982), was to segment DSS into three compo-

nents (DBMS, MBMS, and MGMS). The second was that each DSS segment or 

component should be encapsulated, being kept as independent as possible. This 

principle was derived both from Sprague and Carlson themselves and from good 

programming practices. The third fundamental we adopted was to include in each 

DSS component an agent to oversee or manage the other agents within the com-

ponent. We noted from the literature that it is common practice for a resource 

manager agent to be used to monitor and control those agents performing com-

mon, functional tasks (Bradshaw et al. 1997).  

The framework incorporating these fundamentals for the agent-enabled DSS we 

built is illustrated in Figure 4. Note several things with respect to that figure. First, 

the use of a (rounded) rectangular shape does not imply that any of the three DSS 

 

Figure 4. The agent-enhanced Holsapple and Whinston variance analysis DSS 
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components contains only agents that are physically proximate. Second, we 

moved toward encapsulation by incorporating proxy agents. These agents facili-

tate communication among the three domains. By insisting that information only 

flow between components via these conduits, a degree of independence and en-

capsulation of the domains is achieved. The proxy agents perform translation as 

necessary for information to flow. Third, domain manager agents, one in each of 

the DSS components, take on the role of resource management and oversight of 

the other agents in their domain. To extend the specific framework to a more gen-

eral DSS framework, we reviewed and evaluated the agents we had built as well 

as others discussed in the literature. We concluded that all of the agents incorpo-

rated in Figure 4 should remain in the general DSS and that others from the litera-

ture should be included as well. Figure 5 is the result of this review and is the 

general framework for an agent-enabled DSS. We now describe the remaining 

agents shown in Figure 5 by DSS component. 

In the DBMS, the use of data-gathering and data-monitoring agents would be 

beneficial in DBMS of most DSS for gathering and maintaining information not 

typically stored in corporate databases (external data). These two types of agents 

can be either static (immobile) or mobile, as needed. Due to the simplicity of both 

data-monitoring and data-gathering agents, the code for these agents is highly 

reusable, even across DSS of different domains. 

 

Figure 5. The agent-enhanced general DSS framework 
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In the MBMS, modeling agents can generally be used to integrate and monitor the 

use of stand-alone applications, such as statistical and linear programming pack-

ages, as demonstrated in our agent-integrated DSS. Modeling agents could also be 

used to implement modeling approaches that are not available in the stand-alone 

applications. These agents could utilize some form of machine learning, opera-

tions research methods, or other algorithms to produce decision-making alterna-

tives. Due to the customizable nature of models, these autonomous agents would 

be difficult to reuse in entirety, but large sections of the code should be extensible. 

Metamodeling agents could also be used in the MBMS to coordinate the devel-

opment and selection of alternative solutions, given the existence of multiple 

models within the DSS. These agents would furnish an alternative evaluation 

process that would provide support for DSS with multiple goals. Again, due to the 

customizable nature of modeling functions in DSS, the code reusability for these 

metamodeling agents will be somewhat limited.  

In the DGMS, preference-learning agents could be created for each individual 

DSS user. These agents would be responsible for monitoring and storing the de-

sired preferences of the assigned user, as suggested by the example preference-

learning agent described in the variance analysis DSS. In addition, contact agents 

would be responsible for directly communicating with the user. These agents 

would notify the user of specific changes in the DSS environment (e. g., “the price 

has gone up”) and would guide the user in efficiently utilizing the support pro-

vided by the DSS. These general interface agents would work in a fashion similar 

to agents developed in the human-computer interface stream (Erikson 1997; Nardi 

et al. 1998). The general interface agents would be expected to be highly reusable, 

although special-purpose preferences would require considerable effort. For ex-

ample, an agent that learns user-display preferences (“I prefer bar graphs”) would 

be extensible, whereas a contact agent providing help screens would be highly 

system specific. 

In summary, the framework shown in Figure 5 is provided for DSS builders 

seeking to agent-enable their systems. The domain managers and proxy agents 

establish the basic building blocks for integrating and managing agents within 

a DSS. The remaining agents provide examples of how agents can enhance the 

functionality of the DSS subsystems. Some aspects of the framework may not be 

appropriate for particular DSS and, likewise, some DSS may benefit from agent 

uses that are not presented. 

6 Conclusion and Future Work 

This research has provided a definition of an autonomous software agent, deline-

ated the essential and empowering characteristics of such agents, and described the 

benefits that may be engendered from integrating agents into DSS. An example 

DSS with five different kinds of agents was built and discussed, and, from which, 

a generalized framework for agent-enabled DSS construction was developed.  
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The three features of persistence, reactivity, and homeostatic goals were shown 

to be essential agent features, and an explanation of how these characteristics could 

be implemented by DSS builders was provided. It was noted that equipping agents 

with mobility, intelligence, and interactivity can empower them, enhancing the 

benefits these agents provide to DSS users. However, there is a price for these 

benefits, and DSS builders pay this price: DSS with agents are more complex to 

develop than traditional DSS. This observation is not surprising when one consid-

ers that agents reduce complexity for the user by automating more aspects of the 

DSS. This complexity is transferred to the DSS builders, who must implement the 

autonomy and automation of agents in code. DSS builders are somewhat compen-

sated for this additional implementation complexity by the reusability offered by 

agents. In addition, agent toolkits and class libraries are continually being im-

proved, mitigating some of the additional burden of implementing agents.  

This research further suggests that agents working in the DBMS component can 

assist DSS in obtaining real-time, on-line data capabilities. Although this is not 

a necessary enhancement for all DSS, it will be significant for many. Moreover, 

agents working in the DGMS component can provide additional support for the 

personalization of DSS to individual users, an early prerequisite functionality 

established by DSS researchers. Although the benefits of agents in general and the 

basic framework for using them appear solid, there are many organizational, eco-

nomic, and personnel feasibility issues that still need to be addressed, as evidenced 

by our discussion of the development difficulties DSS builders may encounter. We 

hope that these research findings will provide a foundation until further studies 

provide support and refinement.  
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This paper introduces the concepts of neural networks and presents an overview of the 

applications of neural networks in decision support systems (DSS). Neural networks can be 

viewed as supporting at least two types of DSS: data driven and model-driven. First, neural 

networks can be employed as data analysis tools for forecasting and prediction based on 

historical data in a data-driven DSS. Second, neural networks also can be viewed as a class 

of quantitative models to be used in a model-driven DSS. After describing the basics of 

neural networks, we present selected applications of neural networks in DSS. We then 

describe a web-based DSS built by us that employs a neural network. This DSS has been 

built to assist a Hollywood decision maker in making decisions on a movie’s parameters. 

The paper concludes with a list of issues to consider in employing a neural network for 

a DSS application. 

Keywords: Neural networks; Entertainment; Prediction; Classification; Web-based DSS; 

Web services 

1 Introduction 

The increasing complexity and uncertainty associated with today’s decision situa-

tions necessitate the managers to use sophisticated quantitative models that go be-

yond the capabilities of traditional simple linear models. As the complexity and 

uncertainty with the data (that describes the decision situation) increase, the capa-

bilities of the model (that represents the situation) should also increase, so that 

highly nonlinear relationships among the variables can also be captured. This is 

where the artificial neural networks (ANN) fit into the realm of managerial decision 

support. Specifically, ANN can be considered to play the role of the “quantitative 

models” in model-driven decision support systems, according to Power’s classifica-

tion of decision support systems (Power 2002). Power came up with five categories 

based on the dominant component of the decision support system: communica-

tion/group-driven, data/document-driven, knowledge-driven, model-driven, and 

Web-based/inter-organizational decision support systems (DSS). Model-driven 

DSS refers to the type of DSS where an underlying model of a specific situation is 

built that is then used to analyze different alternatives and aid in decision making. 
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Traditionally, these models can be of many different types: optimization, simula-

tion, decision analysis, etc. (Power and Sharda 2007). Neural networks would rep-

resent another type of modeling approach. Neural networks could also be consid-

ered to relate to data-driven DSS. In that case, neural networks provide a method for 

forecasting/analyzing the past data.  

Though commonly known as black box approach or heuristic method, in the 

last decade artificial neural networks have been studied by statisticians in order to 

understand their prediction power from a statistical perspective (White 1989; 

White 1990; Cheng and Titterington 1994). These studies indicate that there are 

a large number of theoretical commonalities between the traditional statistical 

methods, such as discriminant analysis, logistic regression, and multiple linear 

regression, and their counterparts in artificial neural networks, such as multi-

layered perceptron, recurrent networks, and associative memory networks.  

In the next section, a fairly comprehensive (but less technical) explanation of 

artificial neural networks is given. In Section 3, a condensed review of the use of 

artificial neural networks in decision support systems for a wide range of applica-

tion areas is given. In Section 4, as an interesting example is given of a Web-based 

decision support system, where artificial neural networks are used to support 

managerial decision making for Hollywood executives. Section 5 outlines a list of 

steps and issues in developing a neural network-based component of a DSS. Sec-

tion 6 concludes the paper. 

2 Neural Networks Explained 

Broadly speaking, artificial neural networks can be described as a class of infor-

mation processing systems that exhibit the capacity and the capability to learn, 

recall and generalize from historic data using a process called “learning”. A for-

mal definition of ANN is given below (Haykin 1999):  

A neural network is a massively parallel distributed processor made up of simple 

processing units, which has a natural propensity for storing experiential knowledge 

and making it available for use. It resembles the brain in two respects (i) knowledge 

is acquired by the network through a learning process, and (ii) inter-neuron connec-

tion strengths, known as synaptic weights, are used to store the knowledge. 

Technically speaking, at the core of neural networks are the concepts of distrib-

uted, adaptive and nonlinear computing. Neural networks perform computation in 

a very different way than conventional computers, where a single central process-

ing unit sequentially dictates every piece of the action. Neural networks are built 

from a large number of very simple processing elements that individually deal 

with pieces of a big problem. In short, artificial neural networks are highly distrib-

uted interconnections of adaptive nonlinear processing elements (PEs). A PE sim-

ply multiplies inputs by a set of weights, and nonlinearly transforms the result into 

an output value. The principles of computation at the PE level are deceptively 
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simple. The power of neural computation comes from the massive interconnection 

among the PEs, which share the load of the overall processing task, and from the 

adaptive nature of the parameters (weights) that interconnect the PEs. 

Normally, a neural network will have several layers of PEs. Figure 1 illustrates 

a simple multilayer perceptron (MLP), which is the most commonly used neural 

network architecture for pattern recognition, prediction and classification prob-

lems. The circles represent the PEs, arranged in layers. The left column is the 

input layer, the middle two columns are the hidden layers, and the right most col-

umn is the output layer. The lines represent weighted connections (i. e., a scaling 

factor) between PEs. 

By adapting its weights, the neural network works towards an optimal solution 

based on a measurement of its performance. For supervised learning, the perform-

ance is explicitly measured in terms of a desired signal and an error criterion. For 

the unsupervised case, the performance is implicitly measured in terms of a learn-

ing law and topology constraints. 

2.1  How Does a PE Work? 

Processing elements (or neurons) are the fundamental information processing 

units of an artificial neural network. Figure 2 shows a PE (mathematical represen-

tation of a biologically inspired neuron).  

 

Figure 1. A simple multilayer perceptron 
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The mathematical representation of a neuron depicted above can be described as: 
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where kxxx ,.... , 21  represent an input vector, and kwww ,.... , 21  represent the 

weights (or strengths) of the incoming synapses (or interconnections). The bias (b) 

performs an affine transformation of the linearly combined input signals, and the 

activation function (f) applies to produce the final output (Y) from the neuron. 

There are many types of activation functions that are popularly used in the neuron, 

of which the most popular ones are step function, hard limiter function, ramp 

function, and sigmoid function.  

2.2  A Brief Historical Perspective  

Although its widespread popularity has only been felt since the mid 1980s, the 

historical evolution of neural networks has been prodded along by pioneering 

contributions that started as early as the 1940s. Among the early pioneering con-

tributors to the development were McCullogh and Pitts (1943) followed by Hebb 

(1949). In their pioneering work, McCullogh, a psychiatrist and neuro-anatomist 

by training, and Pitts, a mathematician, together laid the foundations of a basic 

neuronal model, and showed the mathematical logic by which a combination of 

these simple neurons in theory could approximate any function. Many researchers 

consider it as the formal beginnings of the field. This was immediately followed 

by Hebb, a psychologist, who presented his work in his landmark book The Or-

ganization of Behavior. In this book, he laid out fundamental postulates on how 

 

Figure 2. A schematic representation of a PE  
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the synaptic strengths are modified, and his basic assumptions on the relationships 

between neuronal activations on the synaptic modifications having lasting influ-

ence in the development of computational models of learning. In the 1950s, 

Marvin Minsky, a pioneer in artificial intelligence, formally introduced neural 

networks by laying further mathematical foundations to the work of McCullogh 

and Pitts (Minsky 1954). Another significant development in the late 1950s was 

the introduction of perceptron (and the perceptron convergence theorem) by 

Rosenblatt to solve the pattern recognition problem. A few years later, Widrow 

and Hoff introduced the delta rule and the LMS algorithm, which was the used in 

the Adaline. These works finally lead to the development of the all-pervasive 

back-propagation (BP) problem by Rummelhart et al. in the mid 1980s. Inciden-

tally, BP was independently developed and proposed by Werbos in his doctoral 

thesis (1974). Other landmark contributors are Hopfield (Hopfield nets), Kohonen 

(LVQ model), and Grossberg (ART models). 

2.3  Major Application Types of ANN 

ANN has been successfully applied to a wide range of problem areas. Some of the 

most common ones are briefly described here. 

Pattern classifiers: The necessity of a data set in classes is a very common problem 

in information processing. We find it in quality control, financial forecasting, labo-

ratory research, targeted marketing, bankruptcy prediction, optical character recog-

nition, etc. ANNs of the “feedforward” type, normally called multilayer perceptrons 

(MLP) have been applied in these areas because they are excellent functional map-

pers (these problems can be formulated as finding a good input-output map).  

Associative memories: Human memory principles seem to be of this type. In an 

associative memory, inputs are grouped by common characteristics, or facts are 

related. Networks implementing associative memory belong generally to the recur-

rent topology type, such as the Hopfield network or the bidirectional associative 

memory. However, there are simpler associative memories such as the linear or 

nonlinear feedforward associative memories.  

Feature extractors: This is also an important building block for intelligent sys-

tems. An important aspect of information processing is simply to use relevant in-

formation, and discard the rest. This is normally accomplished in a pre-processing 

stage. ANNs can be used here as principal component analyzers, vector quantizers, 

or clustering networks. They are based on the idea of competition, and normally 

have very simple one-layer topologies.  

Dynamic networks: A number of important engineering applications require the 

processing of time-varying information, such as speech recognition, adaptive con-

trol, time series prediction, financial forecasting, radar/sonar signature recognition 
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and nonlinear dynamic modeling. To cope with time-varying signals, neural network 

topologies have to be enhanced with short-term memory mechanisms. This is proba-

bly the area where neural networks will provide an undisputed advantage, since other 

technologies are far from satisfactory. This area is still in a research stage.  

Notice that a lot of real world problems fall in these categories, ranging from 

classification of irregular patterns, forecasting, noise reduction and control appli-

cations. Humans solve problems in a very similar way. They observe events to 

extract patterns, and then make generalizations based on their observations. 

2.4  Neural Network Taxonomies  

(Based on Interconnection Type) 

A neural network is no more than an interconnection of PEs. The form of the inter-

connection provides one of the key variables for dividing neural networks into 

families. Let us begin with the most general case: the fully connected neural net-

work. By definition, any PE can feed or receive activations of any other including 

itself. Therefore, when the weights of incoming connections are represented to a PE 

in a matrix form (i. e., the weight matrix), its activation function would be fully 

populated. This network is called a recurrent network. In recurrent networks some 

of the connections may be absent, but there would be feedback connections. An 

input presented to a recurrent network at time t, will affect the networks output for 

future time steps greater than t. Therefore, recurrent networks need to be operated 

over time. 

If the interconnection matrix is restricted to feedforwarding activations (no feed-

back nor self connections), the neural network is defined as feedforward network. 

Feedforward networks are instantaneous mappers; i. e., the output is valid immedi-

ately after the presentation of an input. A special class of feedforward networks is 

the layered class, which is called the multilayer perceptron (MLP). This name 

comes from the fact that Rosenblatt’s network, which was called the perceptron, 

consisted of a single layer of nonlinear PEs without feedback connections. 

Multilayer perceptrons have PEs arranged in layers. The layers without direct 

access to the external world, i. e., connected to the input or output, are called hid-

den layers. Layers that receive the input from the external world are called the 

input layers; layers in contact with the outside world are called output layers. 

2.5  Learning Paradigms 

The process of modifying network parameters to improve performance is normally 

called learning. Learning requires several ingredients. First, as the network parame-

ters change, the performance should improve. Therefore, the definition of a measure 

of performance is required. Second, the rules for changing the parameters should be 

specified. Third, this procedure (of training the network) should be done with known 

(historical) data. 
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Figure 3 illustrates a taxonomical view of artificial neural networks based on their 

learning algorithms. When the performance function is based on the definition of an 

error measure, learning is said to be supervised. Normally the error is defined as the 

difference of the output of the ANN and a pre-specified external desired signal. In 

engineering applications, where the desired performance is known, supervised 

learning paradigms become very important. 

The other class of learning methods modifies the network weights according to 

some pre-specified internal rules of interaction (unsupervised learning). There is 

therefore no “external teacher”. This is the reason unsupervised learning is also 

called self-organization. Self-organization may be very appropriate for feature 

discovery (feature extraction) in complex signals with redundancy. A third inter-

mediate class of learning is called reinforcement learning. In reinforcement learn-

ing, the external teacher just indicates the quality (good or bad) of the response. 

Reinforcement learning is still in a research phase, but it may hold the key to on-

line learning (i. e., with the present sample). 

For the class of supervised learning, there are three basic decisions that need to 

be made: choice of the error criterion, how the error is propagated through the 

network, and what constraints (static or across time) one imposes on the network 

output. The first issue is related to the formula (the cost function) that computes 

the error. The second aspect is associated with mechanisms that modify the net-

work parameters in an automated fashion. Here we will see that gradient descent 

 

Figure 3. A taxonomy for artificial neural networks 
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learning is the most common in supervised learning schemes. The third aspect is 

associated with how we constrain the network output versus the desired signal. 

One can specify only the behavior at the final time (fixed point learning); i. e., we 

do not constrain the values that the output takes to reach the desired behavior. Or, 

we can constrain the intermediate values and have what is called trajectory learn-

ing. Note that a feedforward network, since it is an instantaneous mapper (the 

response is obtained in one time-step), can only be trained by fixed-point learning. 

Recurrent networks, however, can be trained by specifying either the final time 

behavior (fixed-point learning) or the behavior along a path (trajectory learning). 

Learning requires the specification of a set of data for training the network. This 

is normally called the training set. Learning performance should be checked against 

a disjoint set of data, called the test set. It is of fundamental importance to choose an 

appropriate training set size, and to provide representative coverage of all possible 

conditions. During learning, the network is going to discover the best mapping 

between the input data and the desired performance. If the data used in the training 

set is not representative of the input data class, we can expect poor performance 

with the test set, even though performance can be excellent with the training set. 

There are mainly three practical aspects related to learning: 

1. The choice of the variable set and the training data set size 

2. The selection of learning algorithm and algorithmic parameters 

3. When to stop the learning to prevent overtraining 

Unfortunately, there are no “formulas” to select these parameters. Only some general 

rules apply and a lot of experimentation is necessary. In this regard, the availability  

of fast simulation environments and extended probing abilities are a definite asset. 

2.6  Multilayer Perceptron 

(The Most Popular Neural Network Architecture) 

Multilayer perceptron (MLP) neural network architecture is known to be a strong 

function approximator for prediction and classification problems. Two important 

characteristics of the multilayer perceptron are: its nonlinear processing elements 

(PEs), which have a nonlinearity that must be smooth; and their massive intercon-

nectivity (i. e., any element of a given layer feeds all the elements of the next 

layer). It has been shown that, given the right size and structure, MLP is capable 

of learning arbitrarily complex nonlinear functions to an arbitrary accuracy level 

(Hornik et al. 1990). Thus, it is a likely candidate for exploring the rather difficult 

problem of mapping movie performance to the underlying characteristics. 

Below are given a set of heuristics that might decrease the training times and 

produce better results: 

• Normalize your training data. 

• Use tangent hyperbolic sigmoid transfer function (TanH) instead of the 

logistic function for nonlinear problem domains. 
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• Normalize the desired signal to be just below the output nonlinearity rail 

voltages (i. e., if you use the TanH, use desired signals of +/−0.9 instead 

of +/−1). 

• Set the step size higher towards the input (i. e., for a one hidden layer 

MLP, set the step size at 0.05 in the synapse between the input and hid-

den layer, and 0.01 in the synapse between the hidden and output layer). 

• Use more sophisticated learning methods (quick prop or delta bar delta). 

• Always have more training patterns than weights. You can expect the per-

formance of your MLP in the test set to be limited by the relation N > W/e, 

where N is the number of training epochs, W the number of weights and 

e the performance error. You should train until the mean square error is 

less than e / 2. 

3 Applications of Neural Networks in DSS 

In recent years, the increasing complexity and uncertainty in managerial decision 

situations has necessitated more sophisticated decision support systems armed 

with models that go beyond capturing only the simple linear relationships. This 

need was the main thrust and motivation behind the voluminous research that 

aimed to leverage the power of artificial neural networks in decision support sys-

tems (Chen et al. 2005). According to the recent research literature, the two areas 

that got the most attention out of this nonlinear modeling paradigm are finance 

and medicine. The next subsections summarize these applications. 

3.1  Medical DSS Applications of Neural Networks 

The medical applications of DSS, where ANN is used to build the modeling 

backend, covers almost all of the specific areas in medicine. The vast majority of 

these recent research efforts are dedicated to study cancer related problems, rang-

ing from diagnosis to prognosis (Harbeck et al. 2000; Delen et al. 2005; Tan et al. 

2005; Tung and Quek 2005; West et al. 2005; Anagnostopoulos et al. 2006; Sittig 

2006). In addition to the cancer studies, a number of similar research efforts are 

reported in other medical disciplines such as cardiology (prediction and treatment 

of heart diseases) (Turkoglu et al. 2003; Rebrova and Ishanov 2005; Yan et al. 

2006), dentistry (Brickley and Shepherd 1997; Brickley et al. 1998), orthopedics 

(Grigsby et al. 1994; Jovanovic-Ignjatic and Rakovic 1999) pediatrics (Blaisdell 

et al. 2002; Kimes et al. 2003; Vaughan 2003; Bidiwala and Pittman 2004; Shoeb 

et al. 2004; Bhatikar et al. 2005; Tung and Quek 2005), among others. More de-

tailed reviews of application of artificial neural networks in decision support in 

medicine can be found in Forsstrom and Dalton (1995), Lisboa (2002) and Lisboa 

and Taktak (2006). 
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3.2  Financial DSS Applications of Neural Networks 

In the field of finance, most attention of ANN-enabled DSS is dedicated to pre-

dicting stock markets. Since such a prediction may lead to a rather quick and easy 

way to make money, many research efforts are reported in this area with variable 

levels of success. Some studied and reported on successful applications of neural 

network modeling in predicting the stock market movements (Ray et al. 1998; Kuo 

et al. 2001; Kamitsuji and Shibata 2003; Altay and Satman 2005; Samanta and 

Bordoloi 2005), while others concentrated on the exchange rate predictions (Lai 

et al. 2004; Ince and Trafalis 2006). In addition to the prediction of movements in 

stock markets exchange rates, some other researchers applied the same techniques 

on bankruptcy prediction (Wilson and Sharda 1994; Shah and Murtaza 2000; 

Sharma et al. 2003), portfolio management (Yuan et al. 1996; Hung and Cheung 

2003; Ellis and Wilson 2005), among others. More detailed reviews of application 

of artificial neural networks in decision support in finance and banking can be 

found in Chatterjee et al. (2000) and Wong et al. (2000). 

3.3  Other DSS Applications of Neural Networks 

Other problem areas where ANN are used in conjunction with DSS include environ-

mental issues (Cortes et al. 2000; Kalapanidas and Avouris 2001; Wang et al. 2003; 

Marsili-Libelli 2004; Sugumaran et al. 2004; Oprea 2005), service industry (includ-

ing customer relationship management and e-commerce) (Allada 2000; Hui and Jha 

2000; Nannariello and Fricke 2001; Bae et al. 2005; Kim 2006), engineering design 

(Chen and Sagi 1995; Dias and Weerasinghe 1996; Saito and Fan 2000; Ballal and 

Sher 2003; Feng et al. 2003; Guler and Ubeyli 2006), agriculture (Barreiro et al. 

1997; Yang et al. 1999; De la Rosa et al. 2004; Jain et al. 2005; Muleta and Nicklow 

2005), manufacturing (Arzi and Iaroslavitz 1999; Chan and Spedding 2001; Shukla 

and Chen 2001; Monplaisir 2002; Nagaraj and Selladurai 2002; Tan et al. 2006; 

Wong et al. 2006), weather (Hall et al. 1999; Koizumi 1999; Hennon et al. 2005; 

Krasnopolsky et al. 2005; Maqsood et al. 2005), tourism and hospitality (Pattie and 

Snyder 1996; Burger et al. 2001; Kim et al. 2003; Bloom 2005; Sirakaya et al. 2005), 

sports (Wilson 1995; Rave and Prieto 2003; Perl 2004), among others.  

According to these (and many other) research studies, compared to more tradi-

tional methods, such as multiple regression, discriminate analysis and multi-nominal 

logistic regression, ANN tend to generate significantly better prediction results. 

4 An Exemplary Case: A Web-Based DSS 

for Hollywood Managers 

In this section we describe a neural network-based DSS aimed to help Hollywood 

managers make better decisions on important movie characteristics (e. g., genre, 
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super stars, technical effects, release time, etc) in order to maximize the financial 

success. In this study, these parameters are used to build prediction models to clas-

sify a movie in one of nine success categories, from a “flop” to a “blockbuster”. In 

the motion picture industry, where the results of managerial decisions are measured 

in millions of dollars, managers are expected to make the best decisions in the 

shortest possible time. In order to succeed in such an unforgiving environment, 

managers (and other decision-makers) need all the help they can get. DSS powered 

with artificial neural network models can provide this much needed help.  

4.1  Problem and Data Description 

Prediction of financial success of a movie is arguably the most important piece of 

information needed by decision-makers in the motion picture industry. Knowledge 

about the main factors affecting the financial success of a movie (and their level of 

influence) would be of great use in making investment- and production-related 

decisions. In order to predict the financial success (box-office receipts) of a par-

Table 1. Summary of independent variables 

Independent 

Variable Name 

Definition Range of Possible 

Values 

MPAA rating The rating assigned by the Motion Picture Asso-

ciation of America (MPAA).  

G, PG, PG-13, R, 

NR 

Competition Indicates the level at which each movie competes 

for the same pool of entertainment dollars against 

movies released at the same time.  

High, Medium, 

Low 

Star value Signifies the presence of any box office super-

stars in the cast. A superstar actor/actress can be 

defined as one who contributes significantly to 

the up-front sale of the movie. 

High, Medium, 

Low 

Genre 

 

Specifies the content category the movie belongs 

to. Unlike the other categorical variables, 

a movie can be classified in more than one con-

tent category at the same time (e. g., action as 

well as comedy). Therefore, each content cate-

gory is represented with a binary variable.  

Sci-Fi, Epic 

Drama, Modern 

Drama, Thriller, 

Horror, Comedy, 

Cartoon, Action, 

Documentary 

Special effects Signifies the level of technical content and spe-

cial effects (animations, sound, visual effects) 

used in the movie.  

High, Medium, 

Low 

Sequel Specifies whether a movie is a sequel (value of 1) 

or not (value of 0). 

Yes, No 

Number of 

screens 

Indicates the number of screens on which the 

movie is planned to be shown during its initial 

launch. 

A positive integer 

between 1 and 

3876 
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ticular motion picture, we used seven different types of independent variables. Our 

choice of independent variables is based on the accessibility of these variables and 

the previous studies conducted in this domain. The list of variables along with 

their definitions and possible values is listed in Table 1. 

4.2  The ANN Model Description 

We used a MLP neural network architecture with two hidden layers, and assigned 

18 and 16 PEs to them, respectively. Our preliminary experiments showed that for 

this problem domain, a two hidden-layered MLP architecture consistently gener-

ated better prediction results than single hidden-layered architectures. In both 

hidden layers, sigmoid transfer functions were utilized. These parameters were 

selected on the basis of trial runs of many different neural network configurations 

and training parameters.  

4.3  Architectural Overview 

Figure 4 illustrates the conceptual architecture of the movie forecast guru (MFG in 

short) at a very high level. MFG is a Web-based DSS capable of responding to 

 

Figure 4. A high-level conceptual architecture for MFG 
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user requests initiated from within a Web browser. Its engine resides in a Web 

server and is capable of using data (local and remote), models (local and remote) 

and a knowledge base to carry out its duties: generating financial success predic-

tions and providing sensitivity analysis on the parameters for a variety of movies 

cenarios generated by the decision-makers (investors, producers, distributors and 

exhibitors). Each of the prediction models used is implemented as a separate Web 

service, representing an expert available on demand. The core engine can consult 

each expert, and can present the results of the individual experts as well as a com-

bined forecast to the user. Compiled data from previous performance can also be 

fed back to the individual models to improve their forecasting performance. The 

scenarios evaluated by a user are stored in a database for further analysis and/or 

reuse. 

MFG is implemented as a Web-based DSS as opposed to a “desktop applica-

tion” for a number of reasons: 

• Distributed computing – Web-based technology enables us to develop 

the system in such a way that it has a single point of access/entry (front-

end), yet provides the means to access a large number of external links 

(models and data sources) to construct the content in the back-end. 

Therefore, the complications of the information creation process is hid-

den from the end user (decision-maker) by encapsulating the details 

within the Web server engine and providing the end user only the infor-

mation they need to make decisions in an understandable multimedia 

(graphical and dynamic) format. 

• Versioning – With the help of a Web-based infrastructure, the end user 

is likely to have access to the latest version of the MFG system. In con-

trast, keeping a client application (a desktop application) up-to-date with 

the current version would be quite burdensome, since the models are 

continuously updated as new data and models become available. 

• Platform independence – Web-based DSS can be developed indepen-

dent of the type and nature of the client’s computing environment. This 

lets the development team spend more time on advancing the underlying 

methodology of the system as opposed to translating the client applica-

tion into different versions so that it can run on a wide variety of possi-

ble computing platforms. This is especially valid in this application 

where the diversity of computing platforms is evident: The business side 

of studios may use Windows-based computers, whereas the artistic 

community may use Macintosh or other graphics intensive platforms. 

• Use of models not owned or developed by the system owner – So-

phisticated prediction models might be maintained at distant/proprietary 

locations. The owner of the system might not own the models but have 

access privileges to use them via some type of a subscription system. 

With the advent of the Web and its enabling technologies such as the 

Web services, this kind of computing infrastructure is becoming more 

and more popular. These external models can also be thought of as hu-

man experts. In fact, in the future, we plan to add human experts along 



570 Dursun Delen and Ramesh Sharda 

with the sophisticated analytical models in our “expert” arsenal so that 

we can provide the decision-makers with the most accurate forecast. 

This class of distributed, integrated infrastructure utilizing multi-expert 

prediction system is very hard (if not impossible) to implement using 

traditional desktop applications. 

• Facilitating collaboration among stakeholders – The Web-based DSS 

approach is also capable of supporting multiple decision-makers (i. e., 

stakeholders; namely, investors, producers, distributors, and exhibitors) 

allowing them to interact with each other using the MFG forecasting 

engine from distant locations. Such infrastructure provides a desirable 

platform for group decision making in arriving at a consensus since 

each stakeholder could adjust the parameters of their preferred forecast-

ing model of a potential movie project until a consensus is reached or 

some remedial action is identified among the stakeholders with respect 

to planning of the movie. 

Within the architecture of MFG, the management of models is designed to be 

flexible (new model types can be added to the system without changing the code of 

other parts of the system), modular (all models are developed as stand alone com-

ponents so that they can be unplugged and re-plugged as needed) and adaptable 

(prediction capabilities of models are monitored over time to detect deterioration, 

and maintained accordingly). In order to accomplish these goals, every prediction 

model in MFG is designed and implemented as a stand-alone software component. 

We used “Web services” to facilitate the distributed component-based model infra-

structure. Although there are a number of varied and often seemingly inconsistent 

motivations for, and uses of, the term “Web service”, the following definition, 

which comes from W3C (www.w3.org), is the most commonly accepted one: 

“A Web service is a software system identified by a Uniform Resource Identifiers 

(URI), whose public interfaces and bindings are defined and described using XML, 

such that its API can automatically be discovered by other software systems.” 

These systems access Web services via ubiquitous Web protocols and data formats 

such as HTTP (Hypertext Transfer Protocol), XML (eXtensible Markup Lan-

guage), and SOAP (Simple Object Access Protocol), without worrying about how 

each Web service is internally implemented. Web services can be accessed by 

a software application written in any language, using any component model, run-

ning on any operating system. XML, a markup language for documents containing 

structured information, is commonly used to format the input and output parame-

ters of the request, so that the request is not tied to any particular component tech-

nology or object calling convention. MFG uses XML and SOAP to communicate 

with the models located in near and remote locations. These prediction models are 

developed using Visual Basic .NET and C# programming languages.  

In MFG, a database-driven central registry is used to keep track of the available 

prediction models and their characteristics. As new models are added to the sys-

tem, the registry is updated. Each model is identified with its characteristics such 

as location (which server it resides in the form of an IP address), name (under 

what name it can be accessed in the form of a URI), security specification (user 
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name and password required to access the component), and API (input/output 

requirements). The development of MFG is underway at Oklahoma State Univer-

sity and is expected to be finished before the end of 2006.  

5 Issues in Developing ANN-based DSS 

Developing an ANN model for a given problem scenario and a set of input data, 

and to integrate it into a DSS, requires a knowledge worker to utilize a wide range 

of skills and experiences. Following is an ordered list of questions/issues one 

should deal with in developing ANN model-based DSS:  

• Selection of a network topology (ANN, RBF, PNN, etc.) 

• Choice of the inputs (what dependent variables are more appropriate for 

the problem?) 

− How many input variables to use? 

− Whether to sample from the data (or use the whole dataset)? 

− Whether to combine or split the individual variables for better re-

presentation?  

− Should you normalize the data? 

⋅ Should you normalize between 0 and 1? 

⋅ Should you normalize between −1 and 1? 

⋅ Should you normalize between −0.9 and 0.9? 

− Should you scale as opposed to normalize? 

⋅ What range to use in scaling? 

− Should you use PCA to reduce the dimensionality on the data? 

• Choice of the number of hidden layers 

− How many hidden layers to use (0, 1 or 2)?  

− How many PEs to use for each hidden layers? 

− What type of PE to use (linear versus TanH)? 

− What Beta value to use? 

• Choice of the output layer 

− How many PEs to use? 

− What type of PE to use (linear versus sigmoid)? 

− What Beta value to use? 

• Choice of the learning algorithm 

− What kind of learning to use? 

− What should be the parameter values? 

⋅ What should be the value of step size for each layer? 

⋅ What should be the value of momentum for each layer? 

⋅ Should the learning rate be gradually decreased for finer   

accuracy? 

• What should be the desired error level? 

• How long to train (time versus number of epochs/iterations)? 



572 Dursun Delen and Ramesh Sharda 

• Whether or not to use cross validation? 

− How to calculate the cross validation data set? 

⋅ Split (2/4 training, 1/4 validation, 1/4 testing) versus k-fold   

versus random? 

• What should be the stopping criteria? 

− Should it be based on the training error? 

− Should it be based on the cross validation error? 

• Whether or not to repeat the training (in order to fiend the “real” opti-

mum)? 

− How many times to repeat the same simulation? 

− How to manage the multiple runs? 

⋅ Should all be saved? 

⋅ Should the best one be saved? 

• How to integrate the ANN with the rest of the software application envi-

ronment? 

− OLE versus DLL integration. 

− Web services, using SOAP and XML. 

Even though this seems to be a long list of parameters and decisions that need to 

be made for developing ANN models, it is not even inclusive of all ANN architec-

tures, and covers only the ones that apply to the multilayered perceptron architec-

ture with back-propagation learning algorithm. It is meant to provide a sense of 

dimensionality that needs to be dealt with while developing ANN models. Since 

there is not an algorithmic (i. e., optimal) way of determining these set of parame-

ter values, users usually follow what they believe is the rule-of-thumb, which they 

may have developed throughout their previous experiences with similar settings. 

For the novice users, luckily, most ANN software tools do a good job on guiding 

the user in making “reasonably” accurate decision in setting these parameter val-

ues. Some of these tools may even use sophisticated search algorithms (e. g., ge-

netic algorithms, simulated annealing, etc.) to determine these sets of values via 

extended experimentations, which may take a considerably long time. Once the 

user becomes more experienced in the problem domain and the data that describes 

this domain, he may be able to “optimize” these values in a relatively short time. 

6 Conclusions 

As the complexity of the real world problems increases, the capabilities of the 

quantitative models to analyze these problems in a systematic manner should also 

increase. The artificial neural network has emerged (as a quantitative modeling 

tool) as a response to such complex and ever less-structured real-world problems. 

The ANN is proven to consistently produce better prediction results as compared 

to more traditional statistical modeling techniques. Even though ANN has been 

known as good for predictive power and not so good at explanatory ability, this 
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parable is no longer true because new techniques, such as sensitivity analysis and 

explanatory nature of connection weights, have brought light to the inner structure 

of ANN.  

Compared to the normative techniques, such as optimization with linear pro-

gramming, ANN is a relatively more complex modeling technique that often leads 

to a non-optimal solution (because it is a heuristic modeling technique). Therefore, 

it should be chosen when the problem situation is rather complex and there is not 

an optimal solution option to the problem. As the complexity of the problem situa-

tion increases, the likelihood that the problem can be solved with normative tech-

niques decreases, making the case for using ANN-type heuristic methods more 

convincing.  

Development of an ANN is a rather complex process, especially for a novice 

user. As described in Section 5, there are a large number of parameters that need 

to be “optimized” in order to get the best out of the ANN model. Since there is not 

a mathematical close form solution to what those parameter values are supposed to 

be, one can only rely upon one’s knowledge and experiences. Even though most 

ANN software tools do a good job of setting those parameter values to reasonably 

justifiable values, the optimal configuration of the values still need experimenta-

tion. In order to automate such experimentation process, some researchers suggest 

using genetic algorithms or simulated annealing as the “intelligent” search mecha-

nism to optimize the parameter values.  

From the standpoint of usability of an ANN as part of a DSS, one should be 

careful in making sure to hide the complexity of the model from the end user. 

Once trained, an ANN model is nothing more than a bunch of numerical values 

(a rather large number of values) that transforms the input vector (representing the 

values of the predictor variables) into an output vector (representing the desired 

prediction values) via a series of mathematical equations. The ANN model can 

reside on a local machine or can be accessed from a remote machine; it can be 

a simple model or it can be a rather complex model. As far as the end user is con-

cerned, it is a prediction model that once presented with the decision variables, 

produces reasonably accurate prediction values of the variables in which the user 

is interested. In fact, the user may not even know (or be interested in knowing) 

what type of model, or family of models, generated the prediction. The user is 

mainly interested in getting accurate predictions in a timely manner from DSS that 

may employ ANN models.  

The ANN models are a member of the machine learning techniques that learn 

from the past experiences either to explain the patterns in the data set or to predict 

the future values of certain decision variables. If the past repeats itself, then the 

future predictions of the ANN model will come out to be accurate. If a dramatic 

change occurs in the data overtime, then the model (which is based on the data 

prior to those changes in the environment) will not predict accurately. The solu-

tion to this problem is to detect that the accuracy of the model is deteriorating 

overtime, and retrain the model on new data. This may be a rather time-consuming 

process, however. Another option is to gradually adapt the model to the new data 

as the data becomes available, and do this in an automated manner, so that the 
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model does not become absolute. This second approach is an ongoing research 

area in the ANN world.  

The value of a DSS is often measured based on its ease of accessibility and usabil-

ity. Recently, the Web has become a popular deployment medium for DSS. As de-

scribed in Section 4.3, a Web-based DSS has several advantages compared to the 

traditional desktop applications, including better versioning, platform independence, 

enablement of distributed computing, and facilitation of collaboration among deci-

sion-makers. The ANN, as part of this Web-based DSS can (and should) be used as 

Web services that may (or may not) reside on a different part of the Web, and are 

adaptive to the changes to the environment.  
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The process of data mining converts information to knowledge by using tools from the 

disciplines of computational statistics, database technologies, machine learning, signal 

processing, nonlinear dynamics, process modeling, simulation, and allied disciplines. Data 

mining allows business problems to be analyzed from diverse perspectives, including 

dimensionality reduction, correlation and co-occurrence, clustering and classification, re-

gression and forecasting, anomaly detection, and change analysis. The predictive insights 

generated from data mining can be further utilized through real-time analysis and decision 

sciences, as well as through human-driven analysis based on management by exceptions or 

objectives, to generate actionable knowledge. The tools that enable the transformation of 

raw data to actionable predictive insights are collectively referred to as decision support 

tools. This chapter presents a new formalization of the decision process, leading to a new 

decision superiority model, partially motivated by the joint directors of laboratories (JDL) 

data fusion model. In addition, it examines the growing importance of data fusion concepts.  

Keywords: Data mining; Knowledge discovery; Decision support; Data fusion; Decision 

superiority  

1 Introduction 

The ability to anticipate, react, and adapt to changes in the market and the cap-

ability to implement appropriate business strategies are two of the most indispens-

able characteristics of any successful company. Until recently, uncertainties in-

herent to forecasting models drove many companies to rely on decision making 

based on the gut feel of senior management rather than on verifiable data. As 

business conditions become more dynamic and active responses to subtle changes 

prove more valuable, continuous visualization and monitoring of the state of 

business through tools and technologies such as data mining (DM), decision 

support systems (DSS) and business intelligence (BI) are becoming increasingly 
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important. Correspondingly, the development of predictive modeling capabilities 

is becoming more prevalent for the support of decision making through the 

verifiable data presented in DM technologies. To date, DM and DSS have ge-

nerally been studied in relative isolation. Frameworks that bridge the gap between 

DM analysis and predictions to actions and decisions in decision support are 

required to ensure better integration of the two methodologies. In this chapter, we 

discuss the use of DM technologies in the creation of DSS and allied systems for 

human use.  

This chapter is organized as follows. Section 2 describes DM, its importance 

and implementation, and its use for knowledge creation. DSS and its imple-

mentation for decision making are discussed in Section 3. We present the des-

cription of one-number forecasts in Section 4. Section 5 discusses the decision 

superiority model and its five levels. The conclusions are outlined in Section 6. 

2 Data Mining 

DM assists in finding patterns within business and scientific data. It does not act 

as a standalone process since it is data driven and human interpreted. It requires 

a human to understand the knowledge obtained from DM technologies. DM tech-

nologies can be scaled to handle large volumes of data and to assist in the 

automatation of the knowledge discovery process. Statistics, signal or image pro-

cessing, artificial intelligence, machine learning, database query tools, econo-

metrics, management science, domain-knowledge-based numerical and analyti- 

cal methodologies, and nonlinear dynamical and stochastic systems are examples 

of the fields that have contributed to the current range of DM technologies. DM 

tasks can be both descriptive (such as clustering, correlations, dimension re-

duction, and frequent item sets) and predictive (such as classification, regression, 

and association). 

2.1  DM Solutions and Algorithms 

Data mining approaches can be broadly categorized into the following types: 

1. Dimensionality reduction algorithms: This category of algorithms trans-

forms the original number of input fields or variables into a smaller 

number in such a way that the maximum possible amount of information 

contained in the original set of variables is retained in the reduced set of 

variables. Examples of such algorithms include: 

a. Principal components analysis (PCA) attempts to reduce the number 

of fields or variables (and hence the dimensionality) of a particular 

problem (Ganguly 2002a). The input data is transformed to a new 

coordinate system whose coordinates (called the principal components) 
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are ordered by the magnitude of their variance by any projection of the 

data. The higher-order components are then filtered out as they con-

tribute least to the actual characteristics of the data. 

b. Nonlinear dimensionality reduction assumes that high-dimensional 

data lie on a nonlinear manifold within the specified higher-dimen-

sional space. By reducing the manifold to the intrinsic dimensionality 

(the set of dimensions responsible for the giving the data its charac-

teristics), the data can be visualized within this low-dimensional space. 

ISOMAP and local linear embedding (LLE) are two algorithms that 

incorporate this process. 

 ISOMAP finds the relative location of each object by computing the 

distance between all points and then choosing the closest ones. A graph 

is then built to map out a node for each object, and an edge between 

each paired points. As an edge weight, the Euclidean distance between 

each of the two pairs of points is calculated. The distance between all 

distant points is calculated using a shortest-path graph algorithm. 

Finally, classical multidimensional scaling is used to further explore 

the similarities (or dissimilarities) of the data set (Tennenbaum et al. 

2000). 

 LLE tries to preserve the local distribution of data when data are 

mapped to embedded coordinates. Unlike ISOMAP, which maps close 

points close and distant points far away on the low-dimensional space, 

LLE maps only those close points on the manifold that are in the same 

general neighborhood as nearby points in the low-dimensional space 

(Roweis and Saul, 2000). 

c. Probabilistic principal components analysis (PPCA) is a derived 

form of the original PCA model in which an associated probabilistic 

model for the observed data is created along with the reduction of 

variables into the low-dimensional space. In addition to the ability to 

act as a dimensionality reducer, PPCA can act as a general Gaussian 

density model (Tipping and Bishop 1999). 

2. Association analysis: This category of algorithms quantifies the co-

occurrence of variables within data sets. Examples of algorithms in this 

category are: 

a. Apriori: Apriori aims to find subsets of attribute values (frequent item 

sets) that often occur together in a given data set, with a frequency 

above a given threshold (the support). A classical application is market 

basket analysis which aims to identify products that are typically 

purchased together. The Apriori algorithm exploits the fact that all 

subsets of a frequent item set must also be frequent. Given the 

discovered item sets, rules for a given quality can be discovered (the 

confidence) of the form: if X and Y occur together, than Z probably 

also occurs. A bottom-up approach is used, in which multiple data 
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subsets are extended one at a time (i. e., candidate generation), and 

groups of applicable candidates are tested against the data. Sub-

sequently, the transactional database is scanned to determine data sets 

that occur frequently among the candidates. 

b. Frequent pattern tree (FP-Tree): uses an algorithm that is based on 

the tree data structure. Unlike Apriori, FP-Tree mines the complete set 

of frequent items without the need for candidate generation. 

3. Clustering: This group of algorithms categorizes the total number of 

cases into a smaller number of groups such that the cases within each 

group are similar to each other, but dissimilar to the cases in other groups. 

The groups, and sometimes even the number of such groups, are not 

known in advance. Examples include: 

a. k-means clustering is an algorithm used to group objects based on 

attributes into k partitions. After doing so, the function attempts to find 

the center of the natural clusters within the data. By finding the 

minimum total intracluster variance (the squared error), this function 

can be applied to varying extents of data volumes (i. e., the number of 

cases), given that the number of groups (or clusters) is known before-

hand (Ganguly 2002a). k-means clustering uses as its underlying 

measure the Euclidean distance between each set of data points, and 

places them into the cluster whose centre is closest (Tan 2006). 

b. Hierarchical clustering can, unlike k-means clustering, be applied 

when the number of cases is low, but without needing knowledge of the 

number of groups beforehand (Ganguly 2002a). Unlike the k-means 

clustering method, the data in hierarchical clustering are not segregated 

into particular clusters in a single step. Instead, a series of partitions 

takes place, possibly running from a single subset containing each 

object of the data set to n subsets each with a single object of the data set. 

Hierarchical clustering is either agglomerative or divisive, i. e., it creates 

a hierarchy of the subsets through series of fusions of these subsets into 

groups, or by separating these subsets into more-tenuous groups.  

c. Balanced iterative reducing and clustering using hierarchies 

(BIRCH) was the first clustering algorithm used to handle noise in 

data sets. BIRCH initially scans all the data in a data set and builds 

a clustering feature (CF) tree, where each cluster feature is a tuple 

containing the number of points, the linear sum of the points, and the 

squared sum of the points in the cluster.. A smaller CF tree is then 

created by condensing the data into a smaller subset of desirable data. 

Global clustering is then performed, in which the summary of all the 

data being analyzed is grouped into clusters that capture the major 

distribution pattern in the data. Finally clusters are refined and cleaned 

for inaccuracies. This method only scans the original set of data once, 

reducing memory and time costs (Zhang et al. 1996).  
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4. Classification: This category of algorithms associates a new case with 

one or more existing classes or groups by identifying specific charac-

teristics that indicate which cases belong to which groups. This approach 

can be used to further the understanding of preexisting data, as well as to 

predict new data behavior. Examples include: 

a. Decision trees incorporate a series of rules that lead towards a value or 

class. The first test to be carried out is represented by the top decision 

node (or root node), which describes a test that is to be effected. Each 

possible result of the test is represented as a branch emanating from 

that node. Each of the resulting branches leads to either (a) another test 

(decision node), or (b) a result (leaf node), i. e., the bottom of the tree. 

Navigating a decision tree allows one to allocate a class or numerical 

value to each case by choosing which branch to take, starting at the 

root node and traveling to each subsequent branch until a leaf node is 

reached. At each node, data from the case are used to choose which 

branch to take next. Various methods exist that will automatically 

construct a decision tree from data. 

b. Classification and regression trees are two types of decision trees. 

Classification trees are used to predict categorical values because they 

place values in classes or categories. Regression trees are used to 

predict continuous variables. 

5. Regression and prediction: This category of algorithms assigns values 

to the data sets, generalizes patterns, develops predictive insights, and 

produces forecasts. Examples include: 

a. Multivariate regression is a linear regression technique that focuses 

on finding the relationship between one particular variable and 

multiple variables associated with it. Two major classes of regression 

exist – parametric and nonparametric. Parametric regression focuses on 

finding values of the specified parameters that provide the best fit to 

the data. In contrast, nonparametric regression requires no such choice 

of the regression equation to be made. 

b. Neural networks are input-output models that are capable of learning 

through trial and error. They can be viewed as a subset of nonlinear 

parametric models in which learning relates directly to statistical 

estimations of the model’s parameters. Neural networks can be used in 

both classification (where the output is a categorical variable) and 

regression (where the output variable is continuous) applications. 

Among the different types of neural networks, the most common is 

back-propagation. In back-propagation, a series of input-output pairs 

are established, and the local errors (at each node), and global error (the 

difference between the expected and obtained output) are computed. 

The bias and weight values of these pairs are then altered, keeping 

a particular target value in view. Multiple iterations are performed on 
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the bias and weight values until a particular error condition is satisfied, 

whereupon the training phase ends and the testing phase begins (Bishop 

1995). Neural networks are especially valuable in modeling data based 

on time series (Reyes-Aldasoro et al. 1999). An example of the use of 

neural networks for optimizing inventory levels is included in Sec-

tion 2.3 of this chapter.  

c. Support vector machines use a set of supervised learning methods 

that convert data into a higher set of dimensions. They create output 

functions from some input training that can be used for classification, 

regression, and ranking problems. 

2.2  DM Software 

According to Fayyad and Uthurusamy (2002) and Hand et al. (2001), data-dictated 

models and pattern recognition software have become increasingly established due 

to rapid advances in information and sensor technologies, coupled with the 

availability of large-scale business and scientific data storehouses and techno-

logies, along with developments in computing technologies, computational metho-

dologies, and processing speeds. Sophisticated and computationally intensive 

analytical tools will become common as computational methodologies continue to 

become more advanced and scalable, and as these processes become commer-

cialized by leading vendors (Smyth et al. 2002, Bradley et al. 2002, Grossman 

et al. 2002). A recent survey conducted by an expert panel at the IEEE’s inter-

national conference on data mining ranked the top-ten data mining algorithms 

(http://www.cs.uvm.edu/~icdm/algorithms/ICDM06-Panel.pdf) based on their im-

pacts on research and practice. 

2.3  Data Mining Application Example: Neural Networks 

To facilitate better understanding of the relevance of data mining to a real-world 

application, consider the following example from Reyes-Aldasoro et al. (1999). 

Inventory optimization applications exhibit a great need for forecasting, as data 

mining of information related to past events can greatly enhance a company’s 

inventory management processes. In this example, a real-world retail distribution 

company, codenamed Retailcorp, provided data regarding its operations of selling 

drugs to individuals through a network of distributed stores spread across the US. 

At the time the research commenced, Retailcorp incurred significant carrying 

costs on its nondurable goods. A service level of 95% (i. e., any good should be 

available 95% of the time at any store on any day) was desired by the company, 

and neural networks were used to explore if the inventory carrying costs could be 

reduced. 
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Initially, a feed-forward neural network was used; it had nine input neurons, 

five hidden neurons, and one output neuron. This neural network focused on 

tracking the inventory threshold level and forecasting subsequent values for this 

inventory. To provide faster calculation speed, the back-propagation algorithm 

was enhanced in two distinct ways: an adaptive learning rate was applied to 

maintain stability while speeding up the system, and a momentum term was 

introduced to reduce the sensitivity of the algorithms to small details. 

Subsequently, two tests were run: a single-step prediction technique, and 

a multiple-step prediction technique. The single-step technique focused on using 

the data from one year to estimate the next threshold value in the sequence, while 

the multiple-step technique used data from a previous year and compared the 

predicted value with data from the next year. After comparing the predicted 

threshold value with the corresponding target value and then predicting again 

using the corrected values, the accuracy of both techniques proved to be quite 

good. Through the application of this neural network, inventory levels could be 

reduced by as much as 50% (from $1 billion to $0.5 billion) while still 

maintaining the same probability of finding an item in stock: that is, the 

probability of finding a random item in stock, on a random day, continued to 

exceed 50%. The neural network model suggested that the inventory levels of fast-

selling items should be reduced, while that of slow-selling items should be 

increased, in order to achieve major reductions in the overall inventory carrying 

costs. This experiment can be viewed in Reyes-Aldasoro et al. (1999). 

2.4  DM for Knowledge Creation 

The knowledge created by DM can be explicit or tacit, i. e., quantifiable numer- 

ical and word-based data used to formulate reports and scientific formulas, or 

qualifiable emotive, intuitive, experiential, and idea-based knowledge. DM can 

improve best practice through the discovery of new patterns and the confirmation 

of pre-existing knowledge with the guidance and understanding by its human 

counterparts. 

With globalization, mass customization, and frequent corporate consolidation, 

today’s businesses are constantly being pressurized to react rapidly to evolving 

and ever-changing market conditions. In 1999, a study conducted by the Forrester 

Research and Meta Group reported that 30% of all companies’ data warehouses 

contained over one trillion characters of data (Bransten, 1999). The efficient use of 

these data through analytical information technologies (AIT) to create knowledge, 

and the subsequent use of the results to make business decisions rapidly, are not 

only competitive advantages but also requirements for the survival of the business 

itself. Data warehousing, an element of data management, supplies the user with 

an infrastructure to process considerable amounts of data, and can be used to 

gather data from multiple and diverse databases in the context of decision making 

(Inmon 1992, Kimball 1996). These storehouses of knowledge are the first 

components of knowledge systems in which information obtained from multiple 
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sources is cleansed, stored, and finally processed by knowledge creation systems 

and predictive models. The stored data can contain multiple types of information 

applicable to diverse businesses and scientific processes. Data warehousing 

includes the processes of data cleaning (or scrubbing), transformation, compres-

sion, combination, updating, reporting, and metadata synchronization. 

Evolving DM technologies attempt to use a combination of the statistical, 

pattern recognition, and machine learning techniques (Breiman et al. 1984, 

Ganguly 2002a, Quinlan 1992). DM methods are used together with database-

focused approaches for knowledge discovery in databases (or KDD) (Fayyad et al. 

1996). Depending upon the type of knowledge that needs to be created, the DM 

and KDD tasks can be grouped into categories such as dependency analysis, class 

identification, deviation detection, concept description, and data visualization. An 

insight into the integration of different types of DM technologies, particularly 

Web-based methods, with business models was provided by Heinrichs and Lim 

(2003). Such integration can be used to understand changing customer stipula-

tions, supervise and manage product performance, discover new market oppor-

tunity, and manage customer relationships in real time. The utilization of Web-

based software tools can assist skilled knowledge workers in the identification and 

understanding of competitors’ strategy, as well as in formulating quick responses 

to competitive threats (Lim et al., 1999). 

2.5  Implementation of DM 

One of the primary implementations of DM technologies in interpreting business 

and scientific data is model-driven DSS. This involves the development of mathe-

matical models from areas such as management science, operations research, 

optimization, Monte Carlo simulation, and dynamic programming. Cognitive 

science, artificial intelligence and expert systems, and traditional software engi-

neering also contribute to the design of DSS (Bonczek et al. 1981). DSS can cater 

to multiple audiences as producers, suppliers, and customers share the same data 

and information through collaborative planning, forecasting, and replenishment 

(CPFR) processes. Full collaboration, development, and sharing of data can lead 

to one-number forecasts and be used to extend supply chains to the nth tier.  

Key performance indicators (KPIs) can be used to observe critical factors on an 

ongoing basis. Online analytical processing (OLAP) tools allow for quick, 

consistent, and interactive analyses of multidimensional enterprise data, and 

provide end users with the ability to gain insights into knowledge hidden in large 

databases. Drill-down, slice-dice, reach-through, and rotation are examples of the 

capabilities of the current generation of OLAP systems. 

Data management technologies, DSS, OLAP, geographical information system 

(GIS), and others are contained within the broad spectrum of analytical 

information technologies (AIT) as shown in Figure 1. 
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2.6  Importance of DM 

In order to cater for growing business intelligence (BI) needs (Figure 2), AIT 

methodologies work using a combination of data management technologies in 

concert with visualization methods and analytical techniques from the realms of 

statistics, machine learning, and artificial intelligence (Fayyad and Uthurusamy 

2002, Hand et al. 2001). Ganguly et al. (2005a) showed that many organizations 

have, in an effort to uncover meaningful patterns and relationships from terabytes 

of records with multiple attributes, invested heavily in automated analysis 

techniques. The traditional supply-driven push of products and services has flip-

flopped, and now demand-driven pull and product customizations dictate pro-

duction decisions. The value of collaborative forecasting applied to supply-chain 

management has been demonstrated by management scientists (Aviv 2001, Chen 

et al. 2000, Lee and Whang 1998). Gilbert (2005) developed models for infor-

mation sharing among trading partners, as well for the propagation of uncertainty. 

Research by the Gartner analyst firm (Peterson et al. 2003) highlighted the 

opportunity, necessity, and inherent confusions in generating one-number fore-

casts highlighting the opportunity for intra-enterprise forecast improvement.  

 

 

Figure 1. Analytical information technologies and their applications 
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3 Decision Support Systems 

Gorry and Morton (1971) suggested the concept of DSS by integrating decision 

types, i. e., unstructured, semistructured, and structured, given by Simon (1960) 

and management activities, i. e., strategic planning, management control, and 

operational control, given by Anthony (1965). A new paradigm for DSS was sug-

gested by Courtney (2001). In this paradigm, every step of the process influences 

the centralized knowledge model, which consists of recognizing the problem, 

creating perspectives to understand the nature of the problem, finding possible 

solutions, and updating the model continually. DSS is a simple combination of 

technologies that embed DM techniques and facilitate analysis of what-if 

scenarios.  

Every day, billions of bytes of new, unique data are recorded in enterprise-scale 

data warehouses and databases. Recent advances in remote or other sensor 

technologies have added to the magnitude and frequency of such data collection. 

Instead of trying to obtain more information or to design better data management 

systems, today’s challenge lies in how to make the most of such data.  

3.1  DSS for Decision Making 

DSS attempts to understand trends, manage metrics, align organizations against 

common goals, develop future strategies, and drive actions through predictive  

and forecasting models. Today, multiple manufacturers offer the same type of 

 

Figure 2. Examples of technologies used for business planning and forecasting 
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products. Trade promotions and advertisements often result in a larger return on 

investment (ROI) from the perspective of a consumer packaged goods (CPG) 

company if the increase in promotional sales is linked to an increase in brand 

equity. Such increases must be distinguished from changes caused by natural 

demand variability, e. g., seasonal, weather, economic and demographic, as well as 

by ancillary influences, such as cannibalization, drag or pre- and post- sales dips. 

One conceptual example of an intra-company DSS is shown in Figure 3. Such 

an intra-enterprise DSS can be utilized by product specialists to manage product 

lifecycles, by sales people to understand sales patterns, by marketing people to 

manage promotions and introduce new products, and by business specialists to 

generate strategic and tactical strategies for the company. Each department 

analyzes and evaluates the information stored in DSS for creating knowledge 

about the future. A centralized data collaboration hub collects every kind of 

information from business, marketing, product development, and sales so that 

every department can also utilize other department’s information for its own use. 

 

Figure 3. Intra-enterprise DSS 
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3.2  Implementation of DSS 

Business planning, forecasting, and decision support applications (Shim et al. 

2002, Carlsson and Turban 2002, Wang and Jain 2003, Yurkiewicz 2003) 

frequently need to analyze data from diverse sources, such as online transactional 

processing (OLTP) systems, past data warehouses and data marts, syndicated data 

vendors, legacy systems, and the Internet and other public-domain sources. In 

addition, data entry from external or internal collaborators, professional 

consultants, and decision makers and executives must be able to be read in real 

time and/or in increments. Data from different sources are usually mapped to a 

predefined data model and implemented through extraction, transformation, and 

loading (ETL) tools.  

The use of automated DM techniques to support pre-established DSS tasks is 

one implementation of emerging technologies; for instance, the use of DM to 

specify the cause of aggregate exceptions accurately in multidimensional OLAP 

cubes. The planning process results are normally published in a predefined 

placeholder (e. g., a relational database table) that is accessible to execution 

systems and other planning applications. The current emphasis in the DM and 

DSS communities is on the development of algorithms, practices, and systems that 

apply new methodologies and scale to large data repositories (Han et al. 2002, 

Conover et al. 2003, Graves 2003, Ramachandran et al. 2003, He et al. 2003). The 

implementation of domain knowledge is more critical, however, in scientific 

applications. DM technologies have the potential to modernize scientific discovery 

when they are combined with domain-specific knowledge about the physics  

of data sources, and allied uncertainties, verification, and prediction aspects  

(Han et al. 2002, Karypis 2002). This potential is demonstrated in emerging 

applications related to remote sensing (Hinke et al. 2000), material sciences 

(Curtarolo et al. 2003), bioinformatics (Graves 2003), and the Earth sciences 

(Potter et al. 2003; Kamath et al. 2002; Thompson et al. 2002; Ganguly 2002b; see 

also http://datamining.itsc.uah.edu/adam/). 

4 One-Number Forecasting 

Forecasting and predictive models are rarely perfect. Notwithstanding the 

difficulty in creating useful predictive models, scientists and business managers 

must rely on forecasting to generate future plans. The ubiquity of forecasting tools 

in different subsets of business operations – accounting, marketing, inventory 

management – attests to the functionality provided by these models. Significant 

business gains can be realized by moderately small improvements in predictive 

modeling and forecast accuracy at detailed levels. This may occur through 

enhanced strategic decisions, continuous performance management, and the rapid 

conversion of information into tactical decisions.  
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AIT enables managers in a knowledge-based business to select paths leading 

towards new revenues, new markets, greater customer service, and competitive 

advantage. The ability to merge information from various sources and blend 

different points of view to create one-number forecasts is a key first step towards 

enterprise-scale strategic, operational and tactical planning (Figure 4). This pro-

cess, however, has proven to be especially challenging, even more so in recent 

years due to shorter product lifecycles, more-dynamic markets, the growing need 

for customization of products and services, ever-increasing customer and partner 

service expectations, and escalating pressure to reduce operating and inventory 

costs. The increasing need for the management of product lifecycles, promotions, 

and pricing decisions while factoring in market signals and competitive 

intelligence, analyzing customer behavior, and achieving buy-in from multiple 

intra- and intercompany participants has drastically changed the governing prin-

ciples for the forecast generation process.  

The conceptual one-number demand forecast shown in Figure 4 involves 

a knowledge information system in which all participants can access, view, and 

manipulate the same volume of data and knowledge from each subset of business 

to generate a common forecast that is shared throughout the entire enterprise (or 

group of enterprises in a supply chain). One-number forecasts are envisaged to 

lead to improvements in forecasting accuracy, shortened lead times, enhancement 

of customer service levels, reduction of inventory, and maximization of profits 

without the need for sustained debate on which performance parameters are 

important and why. 

 

Figure 4. One-number forecasting for an enterprise 
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5 Data Fusion and Multi-Level Decision 

Superiority Model 

To extrapolate from the challenge of generating enterprise-scale one number 

forecasts originally posited by the Gartner Group, let us consider an analogy with 

the supply-chain industry. A company making chips for cars may receive high-

level requirements from the predictive scenarios generated by automotive manu-

facturers, which in turn are acted upon by a variety of inter- and intra-enterprise 

organizational experts, each with a set of tools, information, and data, some of 

which are unique while others are shared. Thus, marketing may have aggregate-

level predictive information over longer horizons while sales may have more-

detailed information over short time horizons. The first task is to generate the best 

possible automated predictions followed by individual judgmental updates. The 

next step is to develop enterprise-scale consensus plans, based on collaborative 

decisions, which can drive the entire supply chain in a seamless fashion. The 

specific tasks would involve DM and knowledge discovery (Ganguly and Gupta 

2005), which in turn will contribute to forecasting and planning (Khan et al. 

2005b), and eventually translate into tactical and strategic decisions (Ganguly and 

Gupta 2005). The state of the art in each of these areas as well as in various 

aspects of supply-chain logistics has been described by a number of researchers 

(Reyes-Aldasoro et al. 1999, Ganguly 2002a, Ganguly et al. 2004, Ganguly and 

Aronowich, 2003).  

The choice of data to be mined is a decision based on the facts, circumstances, 

and requirements of the project at hand. Typically, projects require raw data from 

disparate systems, each with its own data formats and other idiosyncrasies. The 

combination, analysis, and integration of these data into a single stream of data 

such that the result is more informative and synthetic than the inputs considered 

separately is collectively referred to as data fusion. The need to fuse data exists in 

many environments. In this section, we describe and build upon a data musion 

model (Steinberg and Bowman 2004, Hall and McMullen 2004) that was 

originally proposed by the joint directors of laboratories (JDL) data fusion group 

of US the Department of Defense (DoD) as part of the strategy to achieve decision 

superiority through enterprise-wide predictive modeling. The latter is accom-

plished through a knowledge management framework that facilitates the tasks of 

forecasters, analysts, planners, and decision makers. The multilevel model for 

decision superiority is novel in the decision sciences and, when implemented, has 

the potential to improve end-user capabilities significantly over today’s best 

practice. 

The fusion of data from different source can prove to be a very useful tool in 

the context of DM. As mentioned the term data fusion may refer to merging 

information from different sources about a particular entity (also known as exact 

matching or record linkage). However it can also be used in the context of 

deriving information from other entities (statistical matching or imputation). 
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Descriptive DM tasks can benefit greatly from one particular aspect of data fusion: 

the creation of new fusion variables within preexisting data. Through the 

manipulation of these new variables, new and interesting patterns may be derived 

from pre-existing data, and previously discovered patterns may be enhanced and 

become more understandable. Enhancing an old data set via the implementation of 

fusion variables is perfectly achievable, as all fusion data are derivative variables 

from information already contained in the older variables. The inclusion of these 

derivative variables often improves prediction quality. Through the exploitation of 

fusion variables, algorithms such as linear regression may be able to work better, 

as the fusion variables can be mined to discover complex nonlinear relations 

between common and target variables. The downside of data fusion is the possible 

instance of added noise by creating irrelevant fused data variables. This can be 

mitigated by using appropriate variable selection techniques (van der Putten et al. 

2002b). 

Data fusion, also known by other names such as micro data-set merging, 

multisource imputation, statistical record linkage, and ascription, has been used 

most prominently in the reduction of the required number of respondents and/or 

questions in a survey. For example, the Belgian national readership survey obtains 

information regarding media and products in a bifurcated survey of two separate 

groups of 10,000 respondents each. Subsequently, the information from the two 

groups of respondents is fused into a single survey, thereby reducing both the 

costs for the surveyor and individual respondent’s time to complete the survey 

(van der Putten et al. 2002b). 

One of the most important aspects of the data fusion process is the 

measurement of the quality of the fusion. This can be done by both internal and 

external evaluation. The evaluation of the fused data with respect to the data 

fusion step only is termed an internal evaluation. The opposite, an external 

evaluation, evaluates the fused data after it has been used in other DM steps as 

well; in practice, this is deemed to be the bottom-line evaluation. Assume that the 

response for a survey needs to be improved. One external evaluation that could be 

implemented would be to check whether or not an improved survey response 

prediction model can be created via the insertion of fused data in the input value. 

Ideally, this sort of fusion algorithm is geared more towards the types of analyses 

that are likely to be performed on enhanced data sets (van der Putten et al. 

2002b). 

Van der Putten et al. (2002b) describe a case study in which a hypothetical bank 

company wanted to find out more about its credit-card customers, and to expand 

its marketing ability for credit cards. In past surveys, no information had been 

gathered regarding credit-card ownership; this information is contained solely 

within the pre-existing customer database. By creating a survey which asks non-

customers questions that are similar to or overlap with those answered by pre-

existing customers who own a credit card, the company may be able to predict (to 

a certain extent) credit-card ownership among non-customers. Preexisting cus-

tomers were asked questions pertaining to gender, age, and geographic location, as 

well as if they owned a credit card or not. Non-customers were asked a larger 
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array of questions, including 36 fusion questions that were expected to display 

a relationship to credit card ownership. An internal evaluation was conducted in 

which the efficacy of the two surveys to predict similarities between pre-existing 

and non-customer credit-card ownership was tested. Common variables between 

the two surveys matched up significantly, with only a few values being over- or 

underrepresented. Next, fusion variables given in the non-customer survey were 

compared to the average of such variables, and the preservation of the rela-

tionships between the non-customer data set and fused data set variables was 

evaluated. 

The fused data set had the ability to extrapolate credit-card ownership to non-

customers, enabling analysis of these potential clients, a function not possible 

without the fusion of these two sets of data. Note that additional variables that 

may become present within the pre-existing customer database that pertain to 

credit-card ownership can now be instantly extrapolated upon the non-customer 

set rather than having to perform a whole new survey. 

An external evaluation was then performed in which the fused data set was 

manipulated via DM techniques to test the efficacy of this data for further 

analyses. By using feed-forward neural networks, k-nearest-neighbor search, 

linear regression, and naive Bayes classification, the fused data model was found 

to outperform the models without the fusion variables (van der Putten et al. 

2002b). The resulting data can now be used for further data mining, and the newly 

created fusion variables have increased the ability of the company to find 

interesting and novel patterns within the same data. 

Overall, the use of data fusion techniques enhances the value of data mining 

because more-integrated data are created, leading to more possibilities to mine this 

new data. DM algorithms can in turn be used to achieve fusions (van der Putten 

et al. 2002a). Additionally there exists no reason why data fusion must be 

performed by previously utilized data mining components such as k-nearest-

neighbor prediction instead of clustering methods, regression, decision trees, the 

expectation-maximization (EM) algorithm or any other DM algorithm. In fact, 

future DM applications will demand more scalability (van der Putten et al., 

2002b).  

Based on the analogy with the data fusion model, as in Steinberg and Bowman 

(2006), the new decision superiority model can be used to: 

• categorize different types of decision superiority processes 

• provide a common frame of reference for strategic decision discussions 

• facilitate understanding of the types of problems for which decision 
superiority is applicable 

• codify the commonality among problems 

• aid in the extension of previous solutions 

The decision superiority model can be utilized to analyze the specific situation at 

five levels, as described below: 



 Data Mining and Data Fusion for Enhanced Decision Support 597 

• Level 0: Accuracy assessment  
Decisions made in the present can be compared with reality when hard 
data (or actuals) become available at later times. Accuracy assessment 
involves automated or statistical and human-driven analysis of accuracy 
and performance measures. 

• Level 1: Judgment assessment  
In a typical decision environment, judgmental updates and gut-feel de-
cisions often become necessary. Judgment assessment comprises retro-
active analysis and mining of subjective or judgmental updates by de-
cision makers, at various decision levels. 

• Level 2: Collaboration assessment 
The goal of enterprise-wide decisions is to create a single plan that 
seamlessly drives internal organizations and external partners. The col-
laborative, consensus planning processes need to be assessed, both 
during decision making and retroactively. 

• Level 3: Process assessment  
The success of a complex task often requires the coordination of various 
contributing parts, with the whole becoming greater than the sum of the 
parts. A process-based assessment is needed for prediction, uncertainty, 
risk, and impact assessments. 

• Level 4: Hypotheses assessment  
The human planner tests hypotheses, selects relevant data and makes 
final decisions. Hypotheses assessment automates this process to the 
extent possible through cognitive models, as well as automating hypo-
theses generation and data selection. 

5.1  Accuracy Assessment (Level 0) 

Accuracy assessment consists of two interrelated aspects: statistical approaches 

for automated error quantifications and human-driven analysis for detailed 

understanding of the errors. Statistical decision theory and accuracy metrics have 

a long tradition and valuable literature (Berger 1993, Diebold and Mariano 2002). 

While these tools are useful for accuracy assessment, a couple of important areas 

have been largely ignored by traditional statistics, either because of the lack of 

methodologies or due to the complicated nature of the problem, or both. We 

briefly describe these two areas below: 

1. One important area is the understanding of complex associations among 

input variables and the variables to be predicted, as well as among the 

predictions and observations. For example, an important area that is 

often ignored is to explore generalized dependence measures and evi-

dence of functional forms, which go beyond mere linear descriptors 

(Hsieh 1989, Tennenbaum et al. 2000, Roweis and Saul 2000), even 

from short and noisy data (Barahona and Poon 1996). Domain-specific 

developments have taken place in these areas in recent years (Hively 

et al. 1999, Khan et al. 2005a, 2006a).  
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2. The other important area is to explore relationships and associations not 

just among regular values, but especially in the context of anomalies, 

extremes, and other unusual values. A focus on the unusual may often 

go against the concepts of traditional exploratory analysis in statistics 

where outliers are grossly detected and then eliminated from the ana-

lysis. However, the ability to monitor and eventually improve in excep-

tional situations, which are often the most critical, can raise the decision 

superiority bar (Khan et al. 2006b, Kuhn et al. 2006, Ganguly et al. 

2005b). 

Key performance indicators (KPIs) help to monitor performance across dimen-

sions, as well as across individual planners and organizations. While these capabi-

lities are available within OLAP (Chaudhuri and Dayal 1997) and performance 

management tools (Carroll 1979, Buytendijk 2003, 2004), new capabilities are 

required for visualization and decision metrics (Ganguly and Gupta 2005). 

5.2  Judgment Assessment (Level 1) 

Judgment assessment consists of the analysis and reduction of systematic or 

other errors resulting from subjective human judgment. This step has two 

important dimensions. The first is to make an attempt to quantify the judgmental 

process to the extent possible in an effort to flag problems, rank performance, 

and perhaps even develop better automation processes that incorporate useful 

patterns discovered within the subjective updates. The second is an implicit 

acknowledgment that the human does need to be in the loop regardless of the 

level of automation, and hence makes an attempt to understand, quantify, and 

develop strategies to reduce the systematic bias inherent to human judgment. 

While machines cannot replace a human yet, they can certainly make the process 

easier for the human decision maker, learn from the decision maker on how to 

make decisions, and make an effort to correct, or to suggest remedies for, errors 

in subjective judgment.  

The current generation of software codes for analysis and planning related to 

corporate performance management (CPM) and other applications typically 

possess capabilities for judgmental inputs and updates, including managing and 

mining user-defined updates for predictions and uncertainties, as well as mech-

anisms for preserving the intuitions behind judgmental updates through comments 

and reason codes, which in turn can be analyzed or mined and used for continuous 

improvements. One aspect of judgmental assessment is to explore patterns and 

trends in the judgmental updates and make an attempt to automate the updates 

partially or fully. The other aspect is to explore how judgments were made from 

partial or incomplete information, and to use this knowledge about past judgments 

to attempt to develop quantifiable approaches for automated improvements. The 

ability of quantitative approaches to support the decision-making process has been 

described by Roy (1993), Cooke (1991), Weistroffer and Narula (1997), and 
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Tsoukias (2005). When explaining DSS to real-world users, the authors have 

heard phrases like “one can never replace human analysts because machines do 

not read newspapers.” While this statement, or at least its essence, is true, modern 

computers can indeed process disparate data from diverse sources, which could be 

online newspapers or comment codes, in a fast and efficient manner. The syste-

matic errors (or, heuristics and biases) inherent to subjective human judgment 

when the outcome is uncertain, however, can mar knowledge creation and deci-

sion making. 

The authors believe that solutions that can correct systematic errors can be 

designed using a combination of advanced theoretical models, computer power, 

and heuristic designs. For example, Bayesian theories (Lee 2004, Bernardo and 

Smith 2000) provide solutions for problems caused by representativeness (Kelly 

and Price 2005), and Bayesian networks (Jensen 2001) may be used for specific 

issues such as validity and predictability (Pearl 2000). The biases caused by the 

availability or adjustment and anchoring are more specific to individual decision 

makers, although quantification may be possible through psychological testing on 

simulated cases or by analyzing performance and decisions made in the past along 

with encoded reasons for the judgmental updates (Fienberg and Tanur, 1989). 

Researchers have begun to investigate various aspects of these problems in 

multiple domains (Yechiam and Budescu 2006, Fox and Clemen 2005, Swoyer 

2002, Henrich 2002, Golden et al. 1994). 

5.3  Collaboration Assessment (Level 2) 

For an enterprise-wide planning process, a key step is collaboration among 

multiple participants and stakeholders within the enterprise as well as among 

partner enterprises. The collaborative planning step, which is based on the premise 

that each participant has access to unique sets of data, tools and/or skills, is usually 

designed to lead to a consensus plan that has buy-in from all participants and 

drives the strategic, operational, and tactical goals of the enterprise; this process is 

referred to S&OP in large and mid-size businesses.  

Collaborative planning processes are subject to significant errors and biases, for 

example, biases resulting from group or herd mentality, or excessive jingoism for 

enterprise culture and policy, leading to wishful thinking, rejection of new ideas, 

and myopic vision. Collaboration assessment involves the process of qualifying 

and quantifying the sources and the magnitude of the errors or biases resulting 

from the collaborative consensus planning process, and developing strategies to 

reduce the corresponding uncertainties. This may involve: (i) the determination of 

whether best practices have been adopted and implemented; (ii) the development 

of partial automation strategies to reconcile disparate information from multiple 

experts based on mathematical models and expert systems; and (iii) the develop-

ment of objective strategies to reconcile judgmental uncertainty, partial informa-

tion and high-level subjective information, from multiple experts. 
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5.4  Process Assessment (Level 3) 

Process modeling takes a step beyond “analyzing data flows and transformations” 

alone, which accounted for “the organization’s data and the portion of its processes 

that interacted with data” and attempts to develop strategies for integrating “newer 

uses of information technology [that] extend computer processing beyond trans-

action processing into communication and coordination”, which in turn “requires 

modeling even the manual organizational processes into which these systems 

intervene” (quotes from Curtis et al. 1992). Process models within specific do-

mains often take the form of physically based or first-principles models, however if 

knowledge about physics is inadequate or a first-principle approach becomes too 

complex, “empirical models based upon process input output data can be 

developed”, even though “one approach to improve model robustness and open up 

the “black box” models is based upon the combined use of both process knowledge 

and process input output data” (quotes from Zhang and Morris, 1999). Process 

modeling approaches have been utilized to solve practical problems in domains 

ranging from geophysics (Ganguly and Bras 2003), software development 

(Finkelstein et al. 1994) and business planning (Scheer 2006) to ecology (Reynolds 

and Ford 1999) and sensor networks (Nofsinger and Smith 2004). 

As described earlier and in the cited references, process modeling is an 

important component of the analysis of complex planning and decision tasks. 

However, significant time and effort must be devoted to understand and model the 

processes accurately, and to guide the mathematical formulations for automated 

analysis as well as the judgmental validations for human-driven analysis appro-

priately. In a complex decision-making process, the whole is greater than the sum 

of the parts; hence, adequate safeguards are needed to prevent systematic errors or 

biases and random errors or uncertainties.  

5.5  Hypothesis Assessment (Level 4) 

Decision making is typically based on the development of implicit or explicit 

hypotheses followed by partial or complete validation or rejection of these 

hypotheses. The hypotheses can be mathematically expressed or build into 

mathematical and statistical models and contribute to the automated predictive 

modeling and decision scientific processes. The hypotheses may also reside fully 

or partially formalized within the minds of the human experts and enter into the 

planning process through judgmental updates. Thus, hypotheses pervade and 

guide all the levels of decision superiority discussed earlier, and hence deserve 

closer investigation and assessment (Houser 1987). The assessment would consist 

of both an evaluation of the formal hypotheses expressed or validated/rejected 

through the mathematical models, as well as the hypotheses that guide the 

cognitive processes in the mind of the human experts. Besides human-driven 

hypotheses, the emerging area of automated hypotheses generation (Brent and Lok 
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2005) deserves closer inspection. Finally, the duality between data or information, 

and hypotheses, is interesting. While data and experience/information leads to 

hypothesis formation, the hypotheses, in turn, lead to further analysis of existing 

data, hence generating requirements for new data to validate or reject the 

hypotheses.  

6 Conclusion 

Scalable mathematical model-building advances, extending from advanced 

statistical approaches and DM to operations research and data fusion, have the 

ability to extract significant insights and predictions from large volumes of data, 

both within and across businesses. Emerging information technologies provide the 

power and the flexibility to obtain, manage, keep, retrieve and display, and 

analyze data in information repositories, as well as to share, report, process, and 

move valuable information in meaningful units of time. Database management 

and warehousing technologies have evolved at a significant pace over recent 

years. As Web servers, GUI-based data-entry tools, workflow technologies, and 

sensor networks progress further, they present new requirements and opportunities 

in terms of data fusion tools, and DM and DSS tools. These new DM technologies 

and DSS will cater to domain-specific knowledge, leading to a new emphasis on 

AIT framework that incorporates DM, DSS, and other allied conceptual 

frameworks. Both automated (data-dictated) and human expert-driven knowledge 

creation and predictive analytics can be facilitated through AIT. The five-level 

decision superiority model described in this chapter provides an integrated 

paradigm that reconciles DM, data fusion, and decision support needs at multiple 

levels of the organizational hierarchy. This decision superiority model can be 

adapted to address the needs of multiple collaborating organizations. Over time, 

enterprises will possess unprecedented capability to utilize scalable data-dictated 

approaches to understand the past, to fine-tune current operations, to predict future 

events with greater precision, and to optimize their abilities irrespective of spatial 

and temporal considerations.  
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Decision Support via Text Mining 
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The growing volume of textual data presents genuine, modern day challenges that tradi-

tional decision support systems, focused on quantitative data processing, are unable to 

address. The costs of competitive intelligence, customer experience metrics, and manufac-

turing controls are escalating as organizations are buried in piles of open-ended responses, 

news articles and documents. The emerging field of text mining is capable of transforming 

natural language into actionable results, acquiring new insight and managing information 

overload. 

Keywords: Text mining; Natural language processing; Text analysis; Information extrac-

tion; Concept analysis; Keywords; Information retrieval; Summarization; Semantic analysis 

1 Introduction 

Making informed decisions in the information age requires timely and comprehen-

sive analysis of large volumes of both structured and unstructured data. While 

plenty of tools exist for the analysis of structured data, relatively few systems can 

satisfactorily enable the analysis of natural language due to its complexity. The 

amount of natural language data is increasing, but the wealth of insight and value 

of natural language remains locked inside data due to analysts’ inability to effi-

ciently process it. 

Text mining is the practice of extracting patterns and deriving information from 

raw text. The term “text mining” an abbreviation of text data mining, refers to 

looking for nuggets of valuable insight in a preponderance of text. The practice 

builds upon several disciplines including natural language processing, information 

retrieval, information extraction, data mining, and computational linguistics 

(Mooney 2003, Feldman 2007). In contrast to information retrieval, text mining 

focuses on identifying tidbits which are novel, non-trivial, and suggestive of the 

underlying meaning of the data (Hearst 1999). For example, search engines may 

display a list of documents about share holdings, while information extraction 

systems may automatically populate a spreadsheet with names of companies and 

price movements (Cunningham 1999). 

Raw text is a rich source of information that can be harnessed by text-mining 

systems to provide decision support. Unlike structured data, natural language more 
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accurately depicts the author’s perspective. The true opinions of correspondents 

do not necessarily fit neatly into the multiple-choice questions of surveys. For 

example, it is difficult for a business to find a perfect mold to accept the various 

ways that consumers complain about products. Quantitative systems cannot report 

the distribution of key problems for a product or service directly from text. These 

systems limit the scope of analysis to data that have been prepared to fit in spread-

sheets. E-mails, call center notes, documents, news feeds, web pages, incident 

reports, insurance claims, doctor notes, and survey responses are ripe for analysis. 

Companies that do not pay proper attention to these unstructured resources are 

missing out on as much as 80% of their data (Phillips et al. 2001).  

There are numerous applications that can use unstructured data sources to pro-

vide results. Market researchers can incorporate open-ended responses from sur-

veys into reporting systems to better hear the voice of the customer. Operational 

managers can examine call center dialogs, support e-mails, and warranty notes to 

look for correlations between products and issues and perform root cause analysis. 

Insurance companies can analyze claim notes to predict subrogation cases or de-

tect signatures of fraud. Government agencies can mine incident reports to identify 

patterns and emerging trends that would help improve safety. To protect trade 

secrets, system administrators can monitor e-mails for signs of corporate espio-

nage. Universities and publishers can use linguistic profiling to assess author own-

ership and resolve plagiarism issues (Halteren 2004). Every computer user appre-

ciates spam filters when reading e-mail. 

Text-mining systems perform linguistic, semantic, and statistical analysis to 

produce reports such as a list of keywords, a table of facts, or a graph of concept 

associations (Sanderson 2006, Tkach 1998). These systems provide value by ex-

tending traditional reports to include insight pulled from text, by providing a more 

accurate representation of the voice of the author, by automating mundane pro-

cesses, and by saving time. Ideally, it should not matter where or how information 

is stored, in structured or unstructured format. Text-mining applications extend the 

abilities of existing quantitative applications to incorporate text as a source of facts 

that would otherwise go unnoticed or require manual assessment. 

This chapter discusses challenges of processing natural language, followed by 

an overview of various applications and text analysis technology. It includes an 

example of a real business case demonstrating how text mining helped generate 

valuable insights from the analysis of survey responses. The chapter concludes 

with a discussion of the limits of text mining today. 

2 Information Entropy 

More text is stored as people use computers to write documents, fill out forms, 

browse the Internet, communicate via e-mail, and send instant messages. The 

growing amount of text presents both an opportunity and a problem. Additional 
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data can facilitate making better decisions. However, finding and managing these 

facts is now more difficult, as coined by the term “information explosion”. 

2.1  Information Growth 

In 2002, it was estimated that 5 exabytes (1018 bytes) of new information was 

generated that year (Lyman 2003). This is equivalent to around 500,000 times the 

size of the printed contents of U.S. Library of Congress. Table 1 presents volume 

estimates of some of the popular sources as of 2002. 

Table 1. Text storage estimates, 2002 

Medium Size (in terabytes) 

Internet pages reachable by search engines 170 

Books 8 

Office documents 1397.5 

Instant messages 274 (5 billion per day) 

E-mail 400,000 

The estimated number of e-mails per year increased from 1.4 trillion in 1999 to 

over 4 trillion in 2002. A more recent study estimates that 161 exabytes of infor-

mation was generated in 2006 and that this figure will increase to 988 exabytes, or 

988 billion gigabytes, by 2010 (Gantz 2007). The study predicts an increase in the 

number of e-mails per year, given its current upward trend, to around 30 trillion in 

2010. As another example, consider that a search for “decision support via text 

mining” yields over one million search results in Google as of February 2007.  

One must wade through an increasing abundance of text in order to derive facts 

necessary for decision making. The growth rate of information is outpacing the 

ability for knowledge management systems to simplify and abstract it. The macro 

figures above illustrate the common challenge faced by tactical decision makers in 

many areas of business, government, and education today: information overload. 

2.2  A Paradigm Shift 

Information overload is the provision of information in excess of the cognitive 

abilities of an individual to digest and synthesize that information. Research has 

shown that the ability to make decisions is positively correlated with the amount 

of information available up to a point, beyond which performance declines 

(Schroder 1967). Historically, prior to the widespread adoption of information 

technology, we lived in an age of information scarcity where “secretaries only 

typed the important documents” (Creese 2006).  
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A paradigm shift is occurring in the transition to the knowledge age. The digital 

technology that once increased the human ability to make decisions by simplifying 

data entry, storage, and management is paradoxically increasing the amount of 

information that must be considered when making decisions. As Herbert Simon 

aptly stated, “in an information-rich world, the wealth of information means 

a dearth of something else: a scarcity of whatever it is that information consumes. 

What information consumes is rather obvious: it consumes the attention of its 

recipients. Hence a wealth of information creates a poverty of attention and a need 

to allocate that attention efficiently among the overabundance of information 

sources that might consume it” (Simon 1971). Claiming that there is not enough 

data to support the facts is a diminishing problem. A more accurate classification 

of this problem might be that there is too much data. 

Text mining is the decision maker’s answer to this erosion in the control of 

human attention. It is an attempt to incorporate technology that can semi-

autonomously abstract information to the extent it can be processed efficiently. 

While it is theoretically possible on a long enough timeline for someone to read 

and digest every book, e-mail, website, report, text message, brochure, and post-it 

note, the reality is that the necessity of software systems that explore text quickly 

and automatically is increasing. 

2.3  Valuation 

The price of corporate omniscience is looming larger with the growing amount of 

text that requires analysis. The less a business is fully in control of its information 

channels, the less likely it is to make the best decisions. The adoption of text-

mining software as a part of a business intelligence strategy provides the ability to 

offset the increasing cost of making the right decisions given the increasing cost of 

managing and digesting the growing amount of information required for analysis. 

If time is money, then the hours saved in finding information, in classifying in-

formation into categories, in abstracting information so it can be quickly digested, 

in filtering out spam, and in analyzing text to gain understanding are reductions in 

cost. In an economy of attention, where attention is invested in information, the 

ability to manage and direct that attention through semi-automatic analysis of 

natural language is a measure of the return. 

3 Applications 

Companies, governments, and individuals who incorporate tools to manage atten-

tion gain competitive advantage. Text mining is not industry specific. Numerous 

industries can benefit from text mining, including insurance, finance, consumer 

products, manufacturing, healthcare, life sciences, hospitality, retail, transporta-

tion, information technology, government, and education. 
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3.1  Government Research 

Government can harness the wealth of information on the Internet to assess indus-

try development, the current status of technologies in third world countries based 

on publicly available literature and news feeds, models of infrastructure and pro-

vide roadmap planning for new technology deployment (Kostov 2001). Military 

analysts can find correlations between keywords and naval equipment failures in 

ports around the world (Lewis 1991). 

3.2  Airline Safety 

The International Air Transport Administration, in cooperation with the Federal 

Aviation Administration, has used a system to analyze trends in incident reports 

recorded by pilots and ground staff. The tool identified linkages between levels of 

risk and spikes in the frequencies of various terms at points in time or at various 

airports (Goodfellow and Ananyan 2004). For instance, the tool identified an as-

sociation between the mentioning of water bottles and pedals in the cockpit. This 

was discovered by analyzing the statistical correlation between various phrases 

and keywords in unstructured incident descriptions. It turned out that pilots would 

sometimes place water bottles in awkward places because of the lack of cup hold-

ers in the cockpit of certain aircraft. Prior to considering the text, this concept was 

not recognized and the personnel filing the reports did not have a category to pick 

from that truly encapsulated the problem. This type of problem would have other-

wise remained unnoticed unless someone had read the 20 specific reports at once 

out of the thousands of reports per aircraft. 

3.3  Private Communications Monitoring 

The better a government can identify and track harmful operations, the more secu-

rity it can provide. The controversial Carnivore system that was put into use in the 

U.S. enabled government agencies, in severely restricted situations, to perform 

keyword searches on e-mails collected through cooperation of internet service 

providers (ISPs) in the private sector (IITRI 2000). The U.S. government, through 

the Department of Homeland Security, has improved on the limited keyword 

searches of Carnivore and addressed some privacy issues in its newer system, 

ADVISE. ADVISE is short for Analysis, Dissemination, Visualization, Insight, 

and Semantic Enhancement. The system incorporates structured and unstructured 

data into a central repository and supports querying across these data sources. Text 

sources are filtered manually and automatically by separate systems to extract 

entities and facts. By looking at images, documents, and databases, the system can 

help answer questions such as: who did person P meet with while in location L 

around the time period T? The ADVISE system also attempts to learn patterns 



614 Josh Froelich and Sergei Ananyan 

such as the power structure in a terrorist group, or look at changes in key topics 

over time to identify rising trends (Kolda 2005). 

3.4  Corporate Communications Monitoring and Routing 

The private sector can monitor internal communications for violations of corporate 

policy. In addition to monitoring, organizations can set up systems that autono-

mously route external communications to a desired endpoint. For example, a sys-

tem can monitor a public support e-mail address and categorize e-mails according 

to a text classification model, and use the model to select the most appropriate 

internal e-mail address or internal category to route the message. Organizations 

can take this one step further and set up automatic response systems. Here, the 

system classifies a message into a category for which a preconfigured response is 

available, and if it crosses the accuracy threshold, the system sends back a re-

sponse automatically. 

3.5  Spam Filtering 

Businesses and individual users can setup filters to discern spam among incoming 

communications to reduce the daily drudgery. Traditional spam filters rely on 

probability to classify the e-mail as spam based on the presence of keywords. Sets 

of spam e-mails and non-spam e-mails are both provided to the system. A statisti-

cal algorithm such as Naïve Bayes, Support Vector Machines, or a decision tree is 

used to learn how specific keywords cause an e-mail to belong to the spam cate-

gory. Falsely identifying an e-mail as spam can lead to user frustration, so the 

algorithms are optimized to minimize the number of false positives. This leads to 

a greater number of spam e-mails that pass the constraints of the filter, but still 

significantly reduces the overall amount of spam. 

3.6  Help Desk and Call Center Data Analysis 

Information about customers and customer dialog from call centers is a good re-

source for learning about key issues with products and services and general con-

cerns. An example call center record may contain demographic information about 

a customer such as the name and contact information, the region, as well as the 

product(s) discussed. As these structured fields only provide basic information 

about what is happening, companies also include an unstructured text area to cap-

ture the dialog. This could be entered by the call center employee or transcribed 

from the recording of the telephone conversation. 

Traditional statistical systems that look at the distribution of the products in-

volved or trends in product categories are only seeing part of the picture. Reading 
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through the contents and selecting from a list of pre-developed categories only 

scratches the surface of this content. Reading the text is time consuming and em-

ployees are not prone to choosing the most appropriate category after hours of 

reviewing thousands of comments. Text mining can assist in automatically classi-

fying notes into categories or identify common ideas mentioned in the thousands 

of calls. For example, a home appliances corporation can look for defects tied to 

specific products or manufacturers (Hvalshagen 2002). An analyst could identify 

factors leading to the increase in specific issues or changes in consumer behavior 

or expectation over time. 

Call center analysis presents a variety of challenges for text-mining applications. 

Each help desk employee, while encouraged to follow a script or stay on topic, has 

a personal voice and individual mannerisms. Conversations about a problem with 

a single product can be written using different words as a result. Help desk employ-

ees are under constant time pressure and tend to use informal and brief writing, such 

as abbreviations and product codes. If the dialog is transcribed by the employee 

during the conversation, this typically leads to ungrammatical sentences with typo-

graphical errors. In some call centers, help desk information may be collated from 

separate countries and contain multilingual content, or content that was translated 

automatically, which can also produce many errors. 

3.7  Market Research and Survey Analysis 

Text mining can assist market researchers through analysis of open-ended survey 

responses, news articles, press releases, blogs, call center notes, and e-mails. In-

formation about companies, products, major concerns, consumer expectation and 

other insight can be generated. The less time it takes for a market research com-

pany to produce a survey report, and the more accurate and informative the sur-

vey, the less the expense, and therefore the greater the net profit and value. 

The open-ended responses from surveys provide a wealth of insight into the 

true message of the respondent. Understanding an issue from a customer perspec-

tive is a major leap forward from offering multiple choice surveys with limited 

options. The ability to ask: how do you feel about X?, and automatically analyze 

and benefit from the responses without labor-intensive reading of every response 

provides value not only in time saved but by removing bias from reporting. For 

instance, companies can issue a survey on workforce satisfaction and look for 

correlations between specific concepts and regions or job types. Community gov-

ernments can collect transcribed dialogs from citizen interviews and categorize the 

responses into a hierarchy of key issues, or further examine the interaction be-

tween issues and specific districts, roads, and public services (Froelich et al. 

2004). 

Immense value is present in online sources of information about businesses. 

News feeds, SEC filings, analyst reports, industry journals, blogs, and websites are 

all sources of text that can be harnessed to identify credit ratings, new products 
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launches and their perception by the public, or management changes. Companies 

can try to answer questions such as what are the new markets, what competitors 

are doing, what do customers think about products, what are the developments in 

existing markets, and identify sources of existing research for current projects 

(Semio 2000).  

3.8  Patent Research 

Patents expose a wealth of information about the goals and practices of an organi-

zation or individual. Much of a patent is written in plain text form suitable for text 

mining. Clustering the patents produced by a certain business can reveal the key 

concepts of that business’ focus. These per-business clusters can serve as a valu-

able additional piece of information in a competitor portfolio. Some software 

applications can graph the clusters to display associations between the key con-

cepts to facilitate navigation of the patent database and to assist in learning about 

related topics. Patents can be classified into a hierarchy of business terminology to 

assist in finding patents of interest. An analyst could use the set of online patent 

documents to develop a trend graph of the rise and fall of certain keywords or 

concepts over the decades to show overall trends in technology. An analyst could 

track the patent activity of a specific company or industry to keep tabs on the 

technology or look for new, anomalous words which suggest new technology. 

A corporation looking to invest in a specific technology could assess whether prior 

patents exist. Similarly, a corporation could use its own technology patents as 

a guide and use text mining to identify similar patents based on frequencies of 

keywords to determine if infringement has occurred. A business could setup e-

mail alerts that monitor all new patent applications for the presence of keywords, 

or whether a patent is classified into a specific category according to certain pat-

terns of words, to signal that further research should be performed. Only having to 

setup a filter a single time simplifies the routine checking of new patent applica-

tions, considering that the annual number of applications is increasing. 

3.9  Competitive Intelligence 

The Internet contains a variety of external information about competitors. About 

90% of the Fortune 500 firms in the U.S. employ some form of competitive intel-

ligence (Beguel 2005). Competitive intelligence applications use text mining to 

extract facts from web pages, industry journals, and newsgroups. Companies can 

compare themselves against competitors by looking at the density of specific mar-

keting keywords to assess which company is likely to grab prospects from search 

engines. Companies can monitor competitors to avoid being late in introducing 

a new product or technology. Other results that can be found through text mining 

include identifying the direction of innovators, licensing opportunities, patent 
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infringements, and trending and forecasting specific market ideas. Pricing infor-

mation can be collated to provide a detailed picture of the market and assist in 

determining the proper cost structure. 

3.10  Brand Monitoring 

More organizations are using the Internet to voice opinions and publish informa-

tion. More individuals are using blogs to disseminate ideas and provide feedback 

in unmonitored forums. This has increased the difficulty of managing and control-

ling the corporate brand. Companies are faced with false advertisement, negative 

political associations, loss of traffic through competitor leeching in search results, 

easily disseminated rumors without truth, cyber squatting (registering domain 

names or similar names of another company’s brand), and unauthorized uses of 

logos and trademarks. Given that the majority of this medium is natural language, 

traditional quantitative tools are not well suited to the task. Companies can use 

text mining, along with search engines, to assess brand risk. Filters can be config-

ured to monitor occurrences of specific brand keywords. Blogs and press releases 

can be classified as containing positive or negative comments about a brand. Ty-

pographical analysis of the domain name can identify similar domain names to 

monitor. Information extraction tools can highlight names of brand perpetrators in 

text and flag these for follow up.  

3.11  Job Search 

More employers are seeking employees through the Internet and via e-mail. This 

has greatly increased the amount of digital communication as well as the amount of 

online job descriptions. Employers are receiving larger amounts of less specific 

applications, which has increased the time it takes to review the applications. Job 

seekers have a larger number of job descriptions to peruse. Both parties can benefit 

by incorporating text-mining software. Employers can use filters based on key-

words to highlight specific applications or discard others. This enables employers 

to focus on only a select number of resumes. Employers can also use text mining to 

assess the applicant pool in aggregate, by looking at the most frequently mentioned 

topics. Employers can use the Internet as an additional source of information about 

an applicant and fill in missing data or look for associations between applications 

and whether those applicants have published desirable content on the web. 

3.12  Equity Analysis 

Companies can leverage stock market data collected from public bulletin boards. 

For example, a classification model can be developed based on the frequency of 

various keywords to predict whether the next day trading value will increase or 
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decrease for given stocks. This is essentially a time series model. While the results 

of the study were not spectacular, this is a prototypical example looking for pat-

terns in text to assist in making a decision (Thomas 2000). 

3.13  Parental Controls 

The America Online generation is gaining the ability to scan communications 

between children and third parties to filter unacceptable content or be alerted to 

dangerous communications (Elkhalifa et al. 2005). A filter in this sense is rather 

similar to a search query that looks for specific patterns of words or for documents 

that are classified into specific categories. The system can alert parents when 

a child discusses harmful content. 

3.14  Police Reports 

Officers at the scene of a crime record the details of the crime into a form. This 

form contains information such as the location and time of the crime and perhaps 

a category under which the officer considers the crime to belong. Given the wide 

variety of events that can transpire, the details of the crime are stored as part of 

a free-text description. The crime description along with the structured data make 

a good target for text mining. Entities such as names of suspects, types of weap-

ons, specific physical movements, suspect characteristics, and many other types of 

information are present in the description. Investigators can use the description to 

identify correlations between specific entities and locations or times of the year, or 

look at the rise or fall of the frequency of certain entities over time (Ananyan and 

Kollepara 2002). Analyzing the description lends to the depth of the research and 

improves the results that officers can use in targeting crime. 

4 Technology Fundamentals 

Many of the mentioned applications rely on the same technology to process text. 

Text-mining systems are comprised of databases, linguistic parsing toolkits, dic-

tionaries of terms and relations such as WordNet or MeSH, and a variety of rule-

based or probabilistic algorithms. These systems are semi-automatic, involving the 

application of both machine learning techniques and manual configuration of 

dictionaries such as lists of words to exclude, names of geographical locations, 

and syntactic rules. 

Text processing typically begins with tokenization, where words are extracted 

and stored in a structured format. In the next stage, tools augment information 
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about the words, such as whether a word is a noun or a verb, or what does the 

word sound like, or what is the word’s root form. With this information, tools 

focus on looking for entities such as names of people, organizations, dates, and 

locations. Systems also focus on looking at phrases and sequences of words, or 

how words are associated with one another based on the statistical analysis of how 

often words occur within a certain proximity of each other. Together these pieces 

of information represent key features of text that are used as input to classification 

systems which assign documents into predefined categories, or clustering systems 

which group together similar documents. The extracted information is stored so 

that it can be queried or used in a report or deployed into an operational environ-

ment such as a spam filter or a search engine or a stock trading application. 

4.1  Tokenization  

Tokenization tools parse documents into characters and words called tokens. Sys-

tems collect information about each token, such as the length, the case, and the 

position, as shown in Table 2. Tokenization is the first tier in a text-mining appli-

cation, where the rubber meets the road. 

Some of the challenges of tokenization are the handling of punctuation, such as 

whether a dash symbol separates two words, or whether the characters following 

an apostrophe character are a separate token. After separating a document into 

words the document is typically split into sentences and paragraphs. A simple 

example of a sentence parsing algorithm iterates over the token list, looking for 

end-of-sentence markers like the period, exclamation point, and the question 

mark, and assigning tokens to each sentence sequentially. An algorithm must con-

sider whether a period is an end of a sentence or part of an abbreviation like “Dr.” 

or an e-mail address.  

Parsers may attempt to automatically recognize a document’s language to assist 

in properly identifying the words (Dunning 1994). Identifying the boundaries of 

words is straightforward in English, where documents tend to use proper white-

space and punctuation to delimit individual terms. This is not the case for Far 

Eastern languages, which do not use whitespace to separate words, and to a lesser 

extent German because of its use of compound word forms. 

Table 2. Tokenization of “When Harry Met Sally” 

Token Position Length Case Type 

When 1 4 Proper Alphabetical 

Harry 2 5 Proper Alphabetical 

met 3 3 Lower Alphabetical 

Sally 4 5 Proper Alphabetical 

. 5 1 N/A End of sentence 
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Errors in the tokenization process can lead to errors in subsequent tasks. For ex-

ample, if the goal is to provide a decision support system that routes incoming  

e-mails in any language to specific employees in a multinational call center (to 

support their customer service decisions), failure to properly identify words leads 

to failure to properly categorize messages. 

4.2  Morphological Analysis 

Stemming identifies root, canonical forms of tokens (Lovins 1968). For example, 

a stemming algorithm finds that “dogs” is an inflected form of “dog”. One of the 

most popular implementations is the Porter Stemmer (Porter 1980). The algorithm 

consists of several suffix-stripping rules that are repeatedly applied to a token to 

produce its root form. An example suffix-stripping rule would be: if the token 

ends with the suffix “ly”, discard the suffix. If the stemming algorithm attempts to 

remove prefixes as well, in which case it is an affix stripping algorithm, “indefi-

nitely” would ultimately be converted to “define” or “defin” or possibly “fin”. 

There are other rules that restrict the length of the word or do not remove affixes if 

the result is too short. More complex stemming algorithms, such as lemmatization, 

incorporate the part of speech of an input token in determining the root form to 

reduce stemming error. 

Text-mining applications may incorporate stemming on the output of tokeniza-

tion to conflate the token set into an orthogonal set of distinct morphological 

groups. For example, when indexing a document to produce a set of words, the 

occurrence of the word “run” in any of its inflected forms (e. g., running, runs, or 

ran) may be treated as a single entry. This is a morphological abstraction of the 

document’s contents. In simpler terms, when observing the results of a text-

mining system like a list of key concepts, the fact that one document mentions 

“terrorist” and another “terrorists” may be of little concern. Both documents sup-

port the same concept and the distribution should reflect that. Ultimately, while 

stemming risks misclassification (e. g., software is not soft), it helps set the correct 

perspective for viewing the key concepts and determining the correct recall for 

a search. These are factors in making correct decisions as morphological analysis 

impacts the frequencies of terms. 

4.3  Quality Improvement Using String Similarity 

Applications like call centers and survey analysis which may work with low qual-

ity text are able to incorporate phonetic and spell checking algorithms into a text-

mining system to prepare text for further processing. Also, systems that transform 

paper material into digital text using optical character recognition (OCR) produce 

a significant amount of errors. Identifying similarity at the typographic level al-

lows for greater error, which is helpful when working with transcribed data or 
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uncontrollable data entry patterns. Abstracting the measure of the similarity be-

tween symbols increases the error tolerance. For example, a system may consider 

two symbols as similar if the words sound alike. Consider the following meme 

(Rawlinson 1976): 

THE PHAOMNNEAL PWEOR OF THE HMUAN MNID 

Aoccdrnig to rscheearch at Cmabrigde 

Uinervtisy, it deosn’t mttaer in waht oredr 

the ltteers in a wrod are, the olny iprmoatnt tihng 

is taht the frist and lsat ltteer be in the rghit 

pclae. The rset can be a taotl mses and you can 

sitll raed it wouthit a porbelm. Tihs is bcuseae the 

huamn mnid deosnt raed ervey lteter by istlef, 

but the wrod as awlohe.  

While humans are quite capable of processing this text in chunks, computers fail 

miserably. Computers are symbolic processing systems without tolerance for er-

rors in recognizing symbols. Unrecognized symbols undermine the statistical al-

gorithms which use word features like word frequency, length, and position as 

input. This leads to misclassified records, spam that breaks through spam filters, 

and search results that never appear (low recall), which in turn leads to inade-

quate decision support. Text-mining systems must be equipped with tools for 

processing this data. If a text-mining system does not pay attention to correcting 

these minor differences in how words are represented in the data, the system 

performs poorly.  

String similarity algorithms like Hamming or Levenshtein distances or phonetic 

algorithms are capable of forming similarity measures (Hamming 1950, Leven-

shtein 1966). Edit distance is a measure of the number of typographical operations 

required to transform one word into another (Damerau 1964). Typical operations 

are substitution, insertion, and omission. Substitution is the swapping of two char-

acters, insertion is the addition of an extra character, and omission is a missing 

character. For example, “receive” and “recieve” are within one substitution opera-

tion. This distance is incorporated into spell checking algorithms to suggest cor-

rect forms of a word by measuring the distance between each word and the un-

known word. Words with a smaller distance are more similar and are likely the 

correct forms. 

Phonetic analysis classifies tokens into phonetic categories. A popular algo-

rithm for phonetic classification is soundex, originally developed for comparing 

names of people and later adapted for census analysis. The algorithm analyzes the 

characters of the input word and produces a phonetic class. Classifying words into 

similar phonetic categories can have both positive and negative effects. For exam-

ple, “Knuth” and “Kant” share the same soundex class and therefore would be 

considered similar by the text-mining system. An improved phonetic comparison 

algorithm is Metaphone (Phillips 1990). 
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4.4  Part of Speech Tagging 

In part of speech tagging algorithms, words in a sentence are assigned to a particu-

lar lexical class such as a noun or verb. Algorithms that attempt to identify the part 

of speech must deal with the ambiguity of syntax. Words may belong to different 

parts of speech depending on how those words are used in sentences. As a word 

may belong to several parts of speech algorithms must decide the most appropriate 

class. A group of tagged words may be tagged at a higher level in a hierarchy as 

well, such as noun phrase, verb phrase, or subject or predicate. Approaches are 

characterized as rule-based or stochastic, with modern systems favoring the latter. 

Part of speech tagging works together with sentence parsing and stemming and its 

output is used for named entity recognition and word sense disambiguation. Even-

tual semantic analysis relies on accurate part of speech tagging (Brill 1993). 

4.5  Collocation Analysis 

Collocation algorithms search for sequences of consecutive terms based on 

a measure of correlation. This may be modeled on the basis of human memory to 

mimic chunking, or episodes, to produce phrases. Recognizing a concept at the 

phrase level increases a result’s semantic accuracy due to the partial composition-

ality of collocations (Manning and Shültze 1999). For example, the term “post 

office” is not just a “post” nor is it just an “office”. Idioms like “kicked the bucket” 

take on new meaning as a phrase. Considering these constituent words individually 

does not capture why these words are present. By considering two-word or three-

word sequences, referred to as bigrams and trigrams respectively, text-mining 

applications can provide a more accurate set of concepts in the results by more 

accurately portraying the ideas that are not obvious from individual words. 

4.6  Named Entity Recognition 

Named entity recognition, or entity extraction, refers to the process of automati-

cally identifying names of people, places, e-mail addresses, phone numbers and 

other named entities in text (Witten et al. 1999). This technology builds on part of 

speech tagging, n-gram analysis, stemming, and tokenization. Event extraction 

presents a variety of uses in decision making such as looking at categorical rela-

tionships between different entity types (e. g., Person P was at location L at time T 

doing activity A) to learn about the facts presented in the text (Krupka 1993). 

Extracted entities can be stored in a database that supports information retrieval at 

the entity level. After entities are extracted using named entity recognition, tradi-

tional data mining algorithms that identify trends can be applied to see changes in 
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frequency of entities or the appearance and disappearance of categorical or stati-

cally associated terms (Lent et al. 1997). 

4.7  Word Association 

Word association involves the identification and representation of a relationship 

between any two words or phrases or entities. For example, an algorithm may 

identify that the terms “ring,” “look,” “natural,” and “good work” are frequently 

encountered together in the same retail product review records, as well as “ring,” 

“look,” “fake” and “return”. This type of association in product returns is a key 

metric in identifying what influences customer purchase decisions. Word associa-

tion is typically data driven, or unsupervised, in that the discovered associations 

come from the investigated text, not preconceived expectation. Analyzing word 

association can lead to a better understanding of key relationships in text. 

4.8  Summarization and Concept Analysis 

Document summarization refers to the automated delivery of a concise representa-

tion of the contents of a document. This may be in the form of important keywords, 

phrases, or excerpts, a list of the most important sentences, or a paraphrased docu-

ment (Edmundson 1969). Keyword extraction, or concept extraction, is the process 

of finding the best keywords or phrases which represent a set of documents. Key-

words are typically conflated morphologically (inflected forms are merged) and 

ranked according to some measure of importance such as statistical significance, 

frequency, or term document frequency, or by the document count. The list of 

words is filtered by comparing words against a dictionary of words to ignore. 

A thesaurus may be supplied to provide synonyms that can be used to re-weight 

terms based on the term frequency and the net frequency of all the term’s synonyms. 

Keyword extraction is one of the final outputs found in most text-mining appli-

cations. The list is an abstraction of the contents of several documents from which 

inferences can be made at a glance, without needing to read all of the text (Khar-

lamov and Ananyan 1999). Along with keywords, summaries can be provided 

with search results to facilitate better and faster information retrieval. This task is 

dependent upon accurate weighting of concepts within the text, which involves  

n-gram analysis, named entity extraction, part of speech tagging, and augmenta-

tion of the semantic similarity of concepts using ontologies like WordNet. There 

are significant challenges in providing a concise summary retaining the key points 

presented. If using a list of weighted sentences without paraphrasing, one of the 

major drawbacks is the awkwardness of the transition between the disparate sen-

tences (Luhn 1958). Paraphrasing a document autonomously is a much greater 

technological challenge. 
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4.9  Classification 

Document classification is the training of a classification model to assign docu-

ments to known categories. The first step is feature extraction, which is equivalent 

to finding the words or phrases that best represent a document, analogous to to-

kenization and summarization. Next, depending on the algorithm, specific key-

words, frequencies, and other information are used to split the data or group the 

data according to mathematical or logical rules. For example, a classification rule 

could be in the form: if a document contains the terms “dogs,” “canines,” “cats,” 

or “felines” in any morphological form, classify this document into an “animals” 

category. The classification can also be developed manually through the defining 

of how categories should match or not match certain documents. The categories 

can be hierarchical to show a higher level of organization in the topics. 

4.10  Clustering 

Text clustering places documents into groups based on a measure of similarity. 

Common algorithms include nearest neighbor and expectation maximization. 

Divisive clustering algorithms work from the top down, splitting a cluster into 

smaller clusters. Agglomerative clustering algorithms work from the bottom up, 

grouping together clusters into hierarchies. This process is similar to building 

a dendrogram, a tree-like graph of a hierarchy. Unlike text classification, cluster-

ing algorithms are not aware of the desired set of categories. This information is 

determined by the data. Like text classification, text clustering algorithms must 

perform feature extraction and extract the correct terms and phrases and other 

representations of the text to use for comparison. The output of the clustering can 

be used, like keyword extraction or summarization, to obtain the gist of a set of 

documents at a glance. The automatically generated output can be manually re-

fined and formed into a taxonomy to perform classification. Refinement includes 

removing invalid clusters, grouping smaller clusters together, and orienting clus-

ters semantically, as the output is statistically structured in most systems and re-

quires correction. 

4.11  Dictionaries 

While many systems provide basic and usable results out of the box, some require 

users to spend significant amounts of time configuring and training a system to 

balance out the errors in the statistical and linguistic algorithms involved. This can 

include the development of a thesaurus, a list of words that should be ignored, 

a list of correctly spelled words, and so forth. Organizations considering the adop-

tion of text-mining tools should factor the man-hours spent configuring a system 

as part of the cost. The larger the amount of time spent instructing text-mining 
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software to produce useful results, the less value that system contributes to the 

time spent making real decisions, as the software demands more of the attention it 

is intended to reduce. To the extent that a decision support system incorporates 

autonomous reasoning in providing results and insight, the less attention, in the 

form of manual text processing and reading, is required. Business value is gener-

ated if the accuracy remains constant or improves. Modern text-mining systems 

incorporate a balanced approach, using the background knowledge provided by 

dictionaries and linguistics together with statistical algorithms. 

5 Challenges of Text Mining 

5.1  Semantic Analysis 

Semantic analysis is the culmination of basic linguistic and statistical processing 

techniques to perform a deeper analysis of text. Processing text at the semantic 

level is a significantly greater challenge. While the human mind has developed 

a remarkable ability to process ambiguities in written language, text-mining tech-

nologies do not possess these faculties innately. For example, the American spell-

ing of color and the British spelling of colour both refer to the same word using 

different symbols. Systems must recognize these similarities to accurately account 

for the frequency of the concept referred to by both forms. Application domains 

such as competitive intelligence rely on the ability to identify names of people or 

places in documents in order to identify correlations and trends. The process of 

identifying named entities in text, like a person’s name or location or business, 

typically depends on the algorithm’s ability to correctly identify the part of speech 

in order to limit the amount of candidate words. For example, a person’s name 

may only come from a noun-noun combination. In turn, the ability to identify the 

part of speech relies on the correct delineation of sentences. Errors at any point in 

this chain of logic affect the results. 

At the semantic level of message understanding this ambiguity can be demon-

strated by statements such as “It is raining,” where “it” is unreferenced. In the sen-

tence “Jack and Jill went up the hill but he got tired and took a nap,” it is clear to us 

that “he” refers to “Jack” using the knowledge that Jack is typically a male name and 

the only male name mentioned. There is ambiguity without the context that “Jack” is 

a person, that people can tire, and that climbing a hill consumes energy. To deal with 

this ambiguity, some systems attempt to build very large dictionaries of facts. For 

example, the CYC project was initiated in 1984 to develop a knowledge base of facts 

for reasoning about objects and events. In 1990, the knowledge base was reported to 

contain over 1 million assertions, and augmentation of the rule base was ongoing 

(Lenat 1990). Such logic would all need to be present in CYC’s dictionary to enable 

the text-mining system to come to the same conclusions as a human being. This is 
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only a simple example, and having sufficiently large dictionaries to account for this 

ambiguity is a tremendous task. 

Words have multiple meanings and connotations, or senses, which contribute to 

ambiguity (Knight 1999). In the example “the box is in the pen” the sense of the 

word pen is unclear (Bar Hillel 1960). In the sentence “the horse raced past the 

barn fell” we are forced to backtrack and reevaluate the meaning and structure of 

the sentence (Church 1980). In the example “time flies like an arrow,” time is 

clearly not flying in the aviation sense. In the example “colorless green ideas sleep 

furiously” the sentence is syntactically correct, but senseless (Chomsky 1957). 

How does one tell a text-mining system that is attempting to automatically build 

a knowledge base of facts from text to ignore junk? Many current approaches use 

the context in which each word occurs and probabilistic algorithms (Ide and 

Véronis 1998). The improvements in disambiguation can be seen in many of the 

modern day text-mining systems in deployment (Yarowsky 1995). Only after the 

parts of speech and specific senses of words are recognized is the system capable 

of using a knowledge base to reason. 

5.2  Reality Check 

Text mining’s promise to assist in processing information can be measured by the 

progress of natural language processing, which is routinely judged by the Turing 

test (Turing 1950). In the test, a human subject sits at a computer and types mes-

sages into a chat program. If the subject cannot ascertain the difference between 

a human response and a program, the program is considered to pass the test. 

Chatter bots like ELIZA which produce responses based on the analysis of text 

input are the typical participants (Weizenbaum 1966). These systems rely on the 

same fundamental approaches of text mining outlined earlier in this chapter, such 

as syntactic parsing and named entity recognition. Turing predicted we would 

obtain an intelligent system by the year 2000. As of 2007, no such systems have 

passed this test. As such, text-mining software applications are relegated to deci-

sion support. 

Text-mining applications cannot fully solve the problem of information over-

load. Decision makers focus on goals such as reducing the time to process text, 

accurate classification of text into categories, better quality search results, identifi-

cation of trends and associations, and automated abstraction (Winograd 1987). As 

demonstrated by the survey analysis case, text mining can provide return on in-

vestment by saving time and increasing the quality of reporting. Systems are 

gradually gaining market share in today’s analytical departments as a viable alter-

native to the traditional approaches. Text-mining systems are capable of extending 

the power of data mining to the processing of text to provide insight for decision 

makers. 
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6 A Closer Look at Survey Analysis 

The following is an example of a real application of text mining in decision sup-

port. Near the end of 2006, a major hospitality corporation (name withheld) with 

over $1.5 billion in sales, more than 300,000 time share owners, and more than 

8,000 vacation villas, desired to improve the process of analyzing open-ended 

responses from surveys. The company issues about 10 surveys a year, two of 

which were analyzed in this project. The guest satisfaction survey (GSS) has an 

annual response volume of over 100,000, and the sales and marketing survey re-

ceives about 150,000 responses per year. The surveys were offered to guests, 

owners, and other types of residents. The GSS survey contained 10 separate open-

ended questions such as “What was your overall impression of the property?” The 

goal was to perform survey analysis and provide insights for onsite managers to 

assist in decision making, compare their performance with other locations, and 

root out areas of concern. 

Prior analysis of responses to structured questions alone was not considered to 

reveal enough about customer opinion. The structured questions were designed by 

the company and did not always approach the problem from the customer’s point 

of view. In its first prior attempt to learn from responses to open-ended questions, 

the company used simple database software to help employees read through and 

code each text response into a set of predefined categories, as shown in Figure 1. 

An employee would read the responses on the left and select up to four appropri-

ate categories from menus on the right. 

Manual analysis turned out to be very time consuming and quite expensive. It 

was taking one man-hour to categorize 100 responses. This was resulting in 1,000 

man-hours of work (or in over a three-month lag) before all the narratives from 

100,000 survey responses were categorized by two coders working simultaneously 

full time. The company also noticed inconsistencies in the categories chosen by 

different reviewers. Upon recognizing the problems, the company decided to en-

hance the process by automated text analysis. The company began using PolyAna-

lyst, a text-mining tool. 

In the software, a data analyst created an analysis scenario. This scenario repre-

sented the flow of the collected survey responses into a categorization process as 

shown in Figure 2. The items in the script represent steps in the analysis. 

The survey responses were filtered and prepared for analysis by removing in-

complete responses and narrowing the scope to specific dates. The response qual-

ity was assessed using an automated spell checking tool. After reviewing the spell-

ing errors identified and correcting some of the suggestions over a period of a day, 

the configuration was saved and applied to the responses in batch to produce 

higher quality text. Next, over the period of three days, an analyst configured 

a dictionary of synonyms and abbreviations commonly used by the respondents 

and modified the open-ended responses. This produced a more unified distribution 

of words. 
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Before attempting to categorize the responses, the analyst performed various data-

driven analyses of the open-ended responses including keyword extraction and 

clustering. The analysis provided additional insights into what customers were 

conveying, and revealed unexpected issues and better metrics. These insights were 

eventually incorporated in the next phrase of the project, which involved classify-

ing the text into categories using a taxonomy, as shown in Figure 3. 

 

Figure 1. Comments categorization data entry form 

 

Figure 2. The flow of survey response data 
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Designing the taxonomy initially took about 180 hours. In the taxonomy, the ana-

lyst configured categories to match responses by searching for keywords and 

phrases. This included looking for the presence of words within a specific prox-

imity, sequence, or within the same sentence. This was simplified by being able to 

search for all morphological forms of words (i. e., searching for “room” matched 

“rooms” as well) and synonyms (i. e., searching for “chair” also matched “seat”). 

Once configured, the taxonomy was tested on some of the open responses to as-

sess the classification accuracy. The analyst would iteratively refine certain cate-

gories by evaluating uncategorized records and the relevance of matching records. 

Upon reaching satisfactory classification accuracy, the entire response set was 

categorized and the categories were stored as new columns in the survey data. 

The categorized data were then fed into various types of analytical reports. For 

instance, analysts designed OLAP cubes to examine the intersections between key 

categories and time periods or locations and other variables, as shown in Figure 4. 

The results of categorization were incorporated in the final system of custom 

reports provided to onsite managers at different locations to help them make better 

decisions. Various graphs, tables, and other aggregate information were combined 

into reports as shown in Figure 5. The reports were user specific and reflected up-

to-date results based on the latest classification of the responses. 

 

Figure 3. Taxonomy classification 



630 Josh Froelich and Sergei Ananyan 

Using text mining, the company was able to reduce the analysis time from 1,000 

hours per survey to 10 minutes per survey. The analysis became more thorough 

and objective as the text classification, once configured, was automatic and not 

 

Figure 5. Reports on issues from categorized responses 

 

Figure 4. OLAP: Issues by quarter 
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subject to bias. Based on a $50/hour gross cost estimate of coding time, the pro-

jected 5 year cost of the manual analysis of all surveys was about $2.5 million. 

The cost of the process involving text-mining software was projected at around 

$400,000, translating to over a $2 million reduction in cost over a period of five 

years. 

7 Conclusion 

With an exponential growth in the amount of unstructured data, text mining is 

becoming a part of mainstream decision support technology rather than a luxury. 

Over 80% of the data available to organizations is stored as text and cannot be 

handled by standard tools designed for structured data analysis. Every organiza-

tion has to cope with textual data, but due to the lack of efficient analytical tools, 

text repositories are reserved for operational purposes. Traditional approaches are 

heavily based on manual efforts and fail to efficiently process the increasing 

amounts of information. Text mining is providing means to unlock value that is 

dispersed throughout repositories of textually-represented knowledge.  

Text mining has numerous applications in industries across the board. It pro-

vides significant time and cost savings, improves the quality and consistency of 

the analysis and helps users answer important business questions, as was illus-

trated by examples in this chapter. It enables users to both monitor data for known 

issues of importance and discover unexpected patterns and trends suggested by the 

data. 

Text mining is based on a combination of technologies from information re-

trieval, information extraction, natural language processing, and statistics. This 

chapter has outlined analytical steps performed by a typical text-mining system 

and current limitations of the technology.  

As text-mining tools mature, they become better integrated in existing decision 

support processes and systems. The acceptance of text mining is growing at an 

accelerating pace. In combination with sound structured data analysis and report-

ing techniques, text mining becomes a strong competitive advantage for early 

adopters of this new decision support technology. 
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Process mining techniques allow for the analysis of business processes based on event logs. 

For example, the audit trails of a workflow management system, the transaction logs of an 

enterprise resource planning system, and the electronic patient records in a hospital can be 

used to discover models describing processes, organizations, and products. Moreover, such 

event logs can also be used to compare event logs with some a-priori model to see whether 

the observed reality conforms to some prescriptive or descriptive model. This chapter takes 

the MXML format as a starting point, i. e., a format that stores event logs in a unified man-

ner. Based on this format, we will show how process mining techniques can be used to 

support decision making in business processes. 

Keywords: Process mining; Business activity monitoring; Business process intelligence; 

Data mining 

1 Introduction 

Process mining techniques (van der Aalst et al. 2003) can be used in a variety of 

application domains ranging from manufacturing and e-business to health care and 

auditing. Unlike many other decision support systems, the focus is on the analysis 

of the current situation rather than evaluating redesigns or proposing improve-

ments. We believe that successful improvements are only possible if one truly 

understands what is happening in the current business processes. We have experi-

enced that often managers and users do not have a clear view of the real process. 

People tend to think in terms of highly simplified processes, and their views on 

these processes often contain an initial bias. Therefore, it is vital to have an objec-

tive understanding of reality. Moreover, it is often not sufficient to understand 

things at an aggregate level. One needs to take notice of causalities at a lower 

level, i. e., at the level of individual activities within specific cases rather than at 

the level of frequencies and averages. For example, a manager in a hospital may 

know the number of knee operations and the average flow time of patients that 

have a knee problem. However, the causalities and other subtle decencies between 

the various steps in the process are often hidden. For example, it may be important 

to know that some steps are frequently executed in an undesirable order or that for 

many patients some steps are executed multiple times. The goal of process mining 
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is to provide a variety of views on the processes. This can be done by discovering 

models based on directly observing reality or by comparing reality with some 

a priori model. The outcome of process mining is a better understanding of the 

process and accurate models that can safely be used for decision support because 

they reflect reality. Before we elaborate on process mining, we first position this 

chapter in the broader BPM (Business Process Management) context.  

Buzzwords such as BAM (Business Activity Monitoring), BOM (Business Op-

erations Management), and BPI (Business Process Intelligence) illustrate the in-

terest in closing the BPM loop (van der Aalst et al. 2003, Dumas et al. 2005). This 

is illustrated by Figure 1 which shows the level of support in four different years 

using the BPM lifecycle. The lifecycle identifies four different phases: process 

design (i. e., making a workflow schema), system configuration (i. e., getting 

a system to support the designed process), process enactment (i. e., the actual exe-

cution of the process using the system), and diagnosis (i. e., extracting knowledge 

from the process as it has been executed). As Figure 1 illustrates, BPM technology 

(e. g., workflow management systems but also other process-aware information 

systems (Dumas et al. 2005)) started with a focus on getting the system to work 

(i. e., the system configuration phase). Since the early nineties, BPM technology 

has matured and more emphasis was put on supporting the process design and 

process enactment phases in a better way. Now, many vendors are trying to close 

the BPM lifecycle by adding diagnosis functionality. Buzzwords such as BAM, 

 

Figure 1. The evolution of the level of support of the BPM life cycle 
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BOM, and BPI. illustrate these attempts (Dumas et al. 2005, Grigori et al. 2004, 

Scheer 2002, zur Mühlen and Rosemann 2000, Sayal et al. 2002). 

The diagnosis phase assumes that data is collected in the enactment phase. 

Most information systems provide some kind of event log (also referred to as 

transaction log or audit trail). Typically, such an event log registers the start and/or 

completion of activities. Every event refers to a case (i. e., process instance) and 

an activity, and, in most systems, also a timestamp, a performer, and some addi-

tional data. 

Process mining techniques take an event log as a starting point to extract 

knowledge, e. g., a model of the organization or the process. For example, the 

ProM (Process Mining) framework (cf. www.processmining.org) developed at 

Eindhoven University of Technology provides a wide range of process miming 

techniques. This chapter discusses process mining techniques, and, in particular, 

the techniques supported by the ProM framework, in the context of decision sup-

port.  

To link process mining to decision support, we distinguish between four types 

of decisions when it comes to operational (i. e., workflow-like) processes: 

• Design-time decisions, i. e., decision made during the initial modeling of 

a process. These decisions are recorded in models and specifications 

which are used to realize information systems. For example, at design 

time it may be decided that one activity has to wait for the completion of 

another because of data dependencies. 

• Configuration-time decisions, i. e., decisions related to the customization 

of a process/system for a specific organizational setting. For example, 

the designers of the SAP R/3 system developed their system based on 

a set of reference processes describing the different scenarios in which 

the ERP system can be used. However, to become operational the SAP 

system needs to be configured for a specific organizational setting. In 

this configuration process all kinds of decisions are made. For example, 

most organizations switch off functionality and select the desired mode 

of operation (such as a particular way of invoicing). 

• Control-time decisions, i. e., decisions to manage processes while they 

are running. Depending on the context, decisions regarding the use of 

capacity, the selection of paths, prioritization, etc. are taken. These deci-

sions are at the level of the process and not at the level of an individual 

process instance but change over time depending on the context. For ex-

ample, based on an unusual demand volume in the weeks before 

Christmas, it is decided not to accept rush orders, and capacity from 

other processes is relocated to the bottlenecks.  

• Run-time decisions, i. e., decisions made for individual process instances 

(cases in workflow terminology). These are the decisions typically de-

picted in process models. For example, based on the value of an order 

a particular path through the process is selected. A run-time decision 

typically depends on the properties of a particular case. 
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Process mining can assist at all four levels of decision making. At design time it 

is very important to know existing processes as they really occur; an information 

system design should not be based on an idealized view of processes. Therefore, 

process mining allows for a reality check (assuming that it is possible to gather 

event logs). Note that the next release of a system can benefit from past experi-

ences with earlier releases. Moreover, the usability and effectiveness of a sys-

tem/process can be analyzed using process mining thus supporting redesign deci-

sions. Similarly, process mining can also assist in making configuration decisions. 

Detailed knowledge of the real use of the system may reveal suboptimal configu-

rations. Fore example, there may be functionality that is offered but not used, and 

there may be usage patterns that suggest that people are bypassing the system to 

get things done. Process mining can also be used to compare different configura-

tions and their effect on performance. Control-time and run-time decisions can 

also benefit from historic information. For example, process mining tools such as 

ProM identify bottlenecks in the process and this information can be used to make 

control-time decisions. Similarly, it is possible to use process mining to make 

a recommendation service, assisting users in making run-time decisions. For ex-

ample, although the process allows for different paths, based on process mining, 

a subset of paths is recommended because of experience data (e. g., minimize flow 

times). The examples above illustrate that process mining can be of use at all lev-

els of decision making. The key contribution of process mining is that it provides 

decision maker a better understanding of the process and models describing reality 

better. We believe that accurate models are a key requirement for any form of 

decision support. Therefore, this paper focuses on process mining. 

The remainder of the chapter is organized as follows. First, we introduce the con-

cept of process mining and discuss possible applications. Then the ProM framework 

is used to illustrate the concepts and to zoom in onto the use of process mining for 

decision support. Finally, we discuss some related work and conclude the paper. 

2 Process Mining 

2.1  Process Mining: An Example 

The goal of process mining is to extract information about processes from event 

logs (also known as audit trails, translation logs, etc.) (van der Aalst et al. 2003, 

van der Aalst et al. 2004c). We assume that it is possible to record events such that 

(i) each event refers to an activity (i. e., a well-defined step in the process), (ii) 

each event refers to a case (i. e., a process instance), (iii) each event can have 

a performer, also referred to as originator (the person executing or initiating the 

activity), and (iv) events have a timestamp and are totally ordered. In addition, 

events may have associated data (e. g., the outcome of a decision). Events are 

recorded in a so-called event log. To get some idea of the content of an event log, 

consider the fictitious log shown in Table 1. 
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As we will show later, logs having a structure similar to the one shown in Table 1 

are recorded by a wide variety of systems. This information can be used to extract 

knowledge. For example, the Alpha algorithm (van der Aalst et al. 2004c) described 

later in this chapter can be used to derive the process model shown in Figure 2. 

Table 1. An example of an event log 

Case Id Activity Id  Originator Timestamp 

Case 1  Activity A  John    9-3-2004:15.01 

Case 2  Activity A  John    9-3-2004:15.12 

Case 3  Activity A  Sue    9-3-2004:16.03 

Case 3  Activity D  Carol    9-3-2004:16.07 

Case 1  Activity B  Mike    9-3-2004:18.25 

Case 1  Activity H  John  10-3-2004: 9.23 

Case 2  Activity C  Mike  10-3-2004:10.34 

Case 4  Activity A  Sue  10-3-2004:10.35 

Case 2  Activity H  John  10-3-2004:12.34 

Case 3  Activity E  Pete  10-3-2004:12.50 

Case 3  Activity F  Carol  11-3-2004:10.12 

Case 4  Activity D  Pete  11-3-2004:10.14 

Case 3  Activity G  Sue  11-3-2004:10.44 

Case 3  Activity H  Pete  11-3-2004:11.03 

Case 4  Activity F  Sue  11-3-2004:11.18 

Case 4  Activity E  Clare  11-3-2004:12.22 

Case 4  Activity G  Mike  11-3-2004:14.34 

Case 4  Activity H  Clare  11-3-2004:14.38 

 

Figure 2. A process model derived from Table 1 and represented in terms of a Petri net 
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It is important to note that the Alpha algorithm is just one of the many process 

mining techniques available. For example, it is possible to extract a social network 

based on an event log. For some more examples we refer to Section 3.  

2.2  Overview of Process Mining and Related Topics 

Figure 3 provides an overview of process mining and the various relations be-

tween entities such as the information system, operational process, event logs and 

(process) models.  

Figure 3 shows the operational process (e. g., the flow of patients in a hospital, 

the handling of insurance claims, the procurement process of a multinational, etc.) 

that is interacting with some information system (e. g., an ERP, CRM, PDM, 

BPM, or WFM system). Clearly the information system and the operational proc-

ess exchange information. For example, the system may support and/or control the 

process at hand. The relation between the information system and the operational 

process is obvious. In the remainder we focus on the role of the models and event 

logs shown in Figure 3. After describing their role, we focus on the two arrows 

related to process mining: discovery and conformance. As Figure 3 shows, discov-

ery and conformance are in essence concerned with linking models and event logs 

in the context of an information system and the operational process it supports. 

As discussed before, many systems log events related to some process (as illus-

trated by the arrow labeled records in Figure 3). The role of models is more in-

volved. Clearly, process models can be used to model the operational process for 

a variety of reasons. Process models can be used to analyze and optimize pro-

cesses but can also be used for guidelines, training, discussions, etc. (as illustrated 

 

Figure 3. Overview of process mining and related topics 
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by the arrow labeled models in Figure 3). However, increasingly information sys-

tems are configured on the basis of models (as illustrated by the arrow labeled 

configures in Figure 3). For example, consider process-aware systems (Dumas 

et al. 2005) ranging from production workflow systems such as Staffware and 

COSA (van der Aalast et al. 2002) to ERP systems like SAP R/3 and BaaN. Mod-

els can be prescriptive or descriptive. Prescriptive models are somehow used to 

influence or control the processes while descriptive models are used more for 

understanding and analyzing the processes.  If models are used for configuration, 

they tend to be prescriptive. If they are used for other purposes, they are often 

descriptive. 

Both the models and the event logs can be seen as some abstraction from the 

operational process. While event logs record the actual events being logged, the 

process model focuses at the aggregated level, also referred of as the type level. At 

this level, the goal is not to inspect a single process instance but the collection of 

all possible/observed instances. The goal of process mining is to extract models 

from event logs (as illustrated by the arrow labeled discovery in Figure 3). Based 

on the observations recorded in the log, some model is derived. Like in classical 

data mining, it is possible to derive relationships, for example, causality relations, 

interaction patterns, and dependencies. Pure process mining just focusing on dis-

covery is complemented by conformance checking. Conformance checking is 

concerned with comparing a model and an event log. This can be used to investi-

gate the fitness and appropriateness of a model (as illustrated by the arrow labeled 

conformance in Figure 3). For example, it can be used to measure alignment. Con-

sider the SAP R/3 reference model expressed in terms of Event-driven Process 

Chains (EPCs). The EPCs describe best practices, but the SAP system does not 

enforce people to follow these best practices. Using conformance checking, the 

actual logs can be compared with the EPCs and indicate where organiza-

tions/people deviate. Instead of directly comparing the logs and the models, it is 

also possible to first do process mining and compare the result with the original 

model using delta analysis. 

2.3  Three Mining Perspectives 

Process mining is not restricted to the process perspective (also referred to as 

control-flow) and also includes other perspectives such as the organizational and 

data perspectives. In this section, we briefly discuss the three dominant mining 

perspectives in more detail. 

The process perspective is concerned with the control-flow, i. e., the causal or-

dering of activities. In a process model causal relationships are specified, for ex-

ample, activity A is followed by activity B, activity C and activity D are in paral-

lel, or after executing activity E there is a choice between activity F and activity 

G. Consider again Table 1. For the process perspective only the first two columns 

are relevant and the goal is to derive a process model, for example the Petri net 

shown in Figure 2. To do this we can first translate the table in an audit trail for 
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each case, i. e., case 1: <A,B,H>, case 2: <A,C,H>, 3: <A,D,E,F,G,H>, and case 4: 

<A,D,F,E,G,H>. Given these traces we apply Occam’s razor, i. e., one should not 

increase, beyond what is necessary, the number of entities required to explain 

anything. This tells us that the process holds activities A, B, C, D, E, F, G, and H. 

Every process starts with A and ends with H. In between, there is a choice be-

tween executing (1) B only, (2) C only, or (3) D, E, F, and G. In the latter case, 

first D is executed followed by both interleavings of E and F, followed by G. Us-

ing Occam’s principle we deduce that E and F are in parallel. Using a variety of 

algorithms (for example, the Alpha algorithm developed by the author (van der 

Aalst et al. 2004c)) we can deduce the Petri net shown in Figure 2. It is important 

to note that process mining should not require all possible observations to be pre-

sent in the log. This happens to be the case for Table 1/Figure 2, but in general 

only a fraction of the possible behaviors will actually be observed. Consider for 

example a process with 10 binary choices between two alternative activities. In 

this case one would need to see 210 = 1024 different traces. If 10 activities are in 

parallel, one would need even 10! = 3628800 different traces. In such cases one 

should not expect to see all possible traces, but simply look for the most likely 

candidate model. This is the reason we are not only using algorithmic approaches , 

but also use heuristics and genetic mining. 

The organizational perspective is concerned with the organizational structure 

and the people within the organizational units involved in the process. The focus of 

mining this perspective is on discovering organizational structures and social net-

works. Note that Figure 2 completely ignores the third column in Table 1. Never-

theless, this column may be used to derive interesting knowledge. For example, it 

is possible to discover which people typically work together, which people execute 

similar activities, etc. This can be used to build social networks, i. e., directed 

graphs where each node represents a person and weighted arcs connecting these 

nodes represent some relationship. 

The data perspective is concerned with case and the data associated to cases. 

Table 1 does not hold any data. However, in reality case and activities have asso-

ciated data (e. g., the amount of money involved, the age of a customer, the num-

ber of order-lines, etc.). Such information may be combined with the columns 

shown in Table 1 to answer interesting questions such as: “Do large orders take 

more time than small orders?“, “What is the average flow time of cases where 

John is involved?“, and “Does the treatment of male patients differ from the treat-

ment of female patients?“ 

2.4  Obtaining Logs 

After providing a broad overview of process mining we briefly focus on the nature 

of the logs that can be obtained in reality. In this chapter, we simply assume 

a format and then show that many real-life systems have logs that can be con-

verted to this format.  
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The format that we will use is the so-called MXML (Mining XML) format. The 

data shown in Table 1 illustrates the nature of this format. However, it is possible 

to store additional information, for example data linked to events, multiple pro-

cesses at the same time, transactional information, etc. 

Figure 4 shows a meta model describing the MXML format. The Source ele-

ment contains the information about software or system that was used to record the 

log. The Process element represents one process holding multiple cases. The Proc-

essInstance elements correspond to cases. One ProcessInstance element may hold 

multiple AuditTrailEntry elements. Each of these elements represents an event, 

i. e., one line in a table like Table 1. Each AuditTrailEntry element may contain 

WorkflowModelElement, EventType, Timestamp, and Originator elements. The 

WorkflowModelElement and EventType are mandatory elements as shown in Fig-

ure 4. The WorkflowModelElement element refers to an activity, a subprocess, or 

some other routing element in the process model. The EventType element can be 

used to record the type of event (e. g., the start or completion of an activity  

or some exceptional behavior like the cancellation of a case). Table 1 does not 

show any event types. However, one can always use the default event type com-

plete. The Timestamp element can be used to record the time of occurrence. The 

Originator element refers to the performer, for example the person executing the 

 

Figure 4. Meta model describing the MXML format (Günther and van der Aalst 2006) 
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corresponding activity. To make the format more expressive, we define Data ele-

ments that can be used at various levels (i. e., WorkflowLog, Process, ProcessIn-

stance, and AuditTrailEntry levels). If users want to specify additional information, 

this can be recorded using the Data element (e. g., data elements linked to cases). 

MXML is used by several process mining tools including the ProM framework 

described in the next section. To create MXML files the ProM Import Framework 

(cf. http://promimport.sourceforge.net) has been developed. The ProM Import 

Framework has allowed developers to quickly implement import plug-ins for 

a variety of commercial systems holding suitable logs. Some examples of systems 

that provide logs that ProM or ProM Import can work with are (Günther and van 

der Aalst 2006): 

• FLOWer: This product is an implementation of the case handling para-

digm, which represents a very flexible, data-driven approach within the 

greater family of workflow management systems.  

• WebSphere Process Choreographer: As a part of IBM’s WebSphere 

suite, the Process Choreographer is used to implement high-level busi-

ness processes, based on the BPEL language. 

• Staffware: A workflow management system in the traditional sense, 

which has a big share of the workflow market. 

• PeopleSoft Financials: Part of the PeopleSoft suite for Enterprise Re-

source Planning (ERP), this module is concerned with financial admini-

stration within an organization. 

• ARIS PPM: ProM can read three different formats related to EPCs in-

cluding the instance EPCs provided by the ARIS Process Performance 

Monitoring (ARIS PPM) tool. This way ProM can access the logs of all 

tools that are supported by ARIS PPM, for example SAP R/3 and many 

dedicated systems. It is also possible to load models and to import the 

logs of the simulation tool of ARIS. 

• CPN Tools: CPN Tools provides excellent tool support for modeling 

Colored Petri Nets (CPN), a family of high-level Petri Nets, including 

a simulation engine for executing models. An extension to CPN tools 

has been developed, allowing the creation of synthetic event logs during 

a model simulation. 

• CVS: The process of distributed software development, as reflected in 

the commits to a source code repository like CVS, can also be analyzed 

with techniques from the process mining family. 

• Subversion: The Subversion system addresses fundamental flaws pre-

sent in CVS, providing change logs that can also be interpreted by 

means of process mining. 

• Apache 2: As the access logs of web servers, like Apache 2, reveal the 

identity of users from their internet protocol (IP) address, and the exact 

time and items requested, it is straightforward to distill process event 

logs from them.  
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Besides this list of standard systems the ProM Import Framework has been used to 

convert many company-specific logs to MXML. Some examples of ad hoc event 

logs that have been generated include (Günther and van der Aalst 2006): 

• The event logs describing the process of patient treatments from raw da-

tabase tables provided by a large Dutch hospital. 

• Production unit test logs from an international manufacturer of inte-

grated circuit (IC) chip production equipment. 

• Conversion of various spreadsheets (for example, spreadsheets contain-

ing patient treatment processes) from an ambulant care unit in Israel and 

a large Dutch hospital. 

• The logs of a Dutch municipality. 

• The logs of several Dutch governmental organizations using their own 

logging formats. 

In this chapter we emphasize the mapping of events in various formats to MXML. 

The reason to do so is to illustrate that in many application domains suitable event 

logs are available. Most information systems have databases or logs that can be 

converted to MXML. The only real requirement is that events need to be linked to 

process instances. However, in many organizations this is rather easy. For exam-

ple, almost all events in a hospital are linked to a patient. Therefore, even for the 

unstructured processes in healthcare it is rather easy to identify process instances 

using patient identifications. 

2.5  Using Process Mining for Decision Support 

As indicated in the introduction, process mining can be used to get a better under-

standing of reality and, in our view, this is essential for any form of decision sup-

port. Discovery can be used to discover models and conformance can be used to 

check the validity of models used for decision support. In this paper, we do not 

propose specific decision support techniques. However, we would like to empha-

size that process mining can be used at all four levels of decision making: men-

tioned in the introduction. Some examples are given below. 

• Design-time decisions. Using conformance checking and bottleneck 

analysis one can find out what kind of problems exist in the current sys-

tem/process. This can be used as input for redesign decisions which may 

be supported using simulation. For example, ProM is able to automati-

cally generate a simulation model that can be used for evaluating differ-

ent redesigns. 

• Configuration-time decision. Process mining can be used to discover 

different configurations and their effect. It is also possible to verify 

whether a given configuration fits with the characteristics of the real 

process. For example, it can be shown that certain enabled features are 

actually never used. 
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• Control-time decision. Process mining can be used to compare the cur-

rent state with similar states in the past and suggest ways of dealing with 

it. For example, if the monitored flow times exceed a certain threshold 

the process switches to another model.  

• Run-time decisions. Decisions made for individual process instances can 

also benefit from past executions. For example, using techniques such as 

case-based reasoning one can select similar (successful) cases in the past 

and use these as an example for the handling of new cases. ProM supports 

a so-called recommendation service which gives advice to a run-time 

execution environment (e. g., a workflow management system) to select 

particular paths based on a detailed analysis of historic information.  

To make things more concrete, we describe the ProM system which allows for 

many forms of process mining. ProM is able to generate all kinds of models and is 

able to check the conformance of existing models. Hence, it serves as valuable 

starting point for various forms of decision support. 

3 Process Mining Using ProM 

After developing a wide variety of mining prototypes at Eindhoven University of 

Technology (e. g., EMiT, Thumb, MinSon, MiMo, etc.), we merged our mining 

efforts into a single mining framework: the ProM framework. Figure 5 shows 

a glimpse of the architecture of ProM. It supports different systems, file formats, 

 

Figure 5. Architecture of ProM (Dongen et al. 2005) 
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mining algorithms, and analysis techniques. It is possible to add new (mining) 

plug-ins without changing the framework. 

Currently more than 140 plug-ins are available in ProM. These plug-ins have 

been realized to offer a wide variety of process mining capabilities. Instead of 

elaborating on these plug-ins we show some results based on the log shown in 

Table 1. 

Figure 6 shows the result of applying the Alpha algorithm to the event log 

shown in Table 1. Note that indeed the process shown in Figure 2 is discovered. 

Since ProM is multi-format it is also possible to represent processes in terms of an 

EPC or any other format added to the framework. 

Figure 7 shows a social network based on the event log shown in Table 1. Now 

nodes represent actors rather than activities (van der Aalst et al. 2004a). 

 

Figure 6. Applying the Alpha plug-in to Table 1 

 

Figure 7. Applying the social network miner plug-in to Table 1 
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Figure 8. Fragment of MXML log holding information about the reviewing process 

Figures 6 and 7 show two mining plug-ins that can be used for discovery. The 

Alpha plug-in aims at discovering the process in terms of a Petri net and the social 

network miner plug-in aims at discovering the social network. There are many 

more plug-ins able to discover models describing the process (control-flow), or-

ganizational, and data perspectives. To illustrate this we show some more exam-

ples using another log that also contains data and time information. The log con-

tains information about the reviewing of papers for a journal. For each paper three 

reviewers are invited. Reviewers are supposed to return the reviews with a prede-

fined period of time. However, some reviewers do not return the reviews in time. 

In this case a time-out occurs and the process continues anyway. The reviews are 

collected and a decision is made. Based on this decision a paper is accepted or 

rejected. Figure 8 shows a fragment of the corresponding event log. 

Starting from this event log different process discovery algorithms can be used (e. g., 

the Alpha algorithm mentioned before) (van der Aalst et al. 2004c). Figure 9 shows 

the result of applying the multi-phase miner. The resulting model is expressed in 

terms of an Event-driven Process Chain (EPC). ProM also provides other mining 
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plug-ins, e. g., the heuristics miner and the genetic miner which are able to deal with 

noise (i. e., logs containing irregular or exceptional behavior) (Weijterset al. 2003). 

As indicated, process mining is not limited to the process (control-flow) per-

spective. We have already showed a social network miner that is able to discover 

social networks that can be used for organizational analysis. ProM also pro- 

vides a staff assignment miner that discovers allocation rules based on some 

organizational model and an MXML log. Figure 10 shows the decision miner 

when analyzing the choice to accept or reject a paper. This is one of the plug-ins 

aiming at discovering models for the data perspective (Rozinat and van der Aalst 

2006a). 

The decision miner takes a discovered process model as a starting point. The 

Petri net model shown in Figure 10 was discovered using the Alpha algorithm. As 

can be seen in Figure 8, the log also contains data. This data can be used to ana-

lyze in which cases papers follow the path via accept or the path via reject. The 

decision miner builds a decision tree for this. As shown in Figure 11, papers with 

more than one reject (i. e., a reviewer voting to reject the paper) are always re-

jected. If a paper has zero or just one rejections, it will be accepted if at least one 

reviewer votes to accept the paper. Otherwise it is rejected. 

Decision mining (Rozinat and van der Aalst 2006a) is highly relevant for deci-

sion support because is reveals why certain process instances take a particular 

path. Moreover, decision mining can also be related to performance information. 

For example, it may be used to discover that papers that take a long time to review 

are typically rejected. 

 

Figure 9. EPC model discovered by the multi-phase plug-in 
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ProM also provides plug-ins for performance analysis. Figure 12 shows a plug-in 

that can visualize the bottlenecks in a process. Performance indicators such as 

waiting times, service times, flow times, synchronization times, etc. can be de-

rived. It is important to see that no a priori modeling is needed to obtain the re-

sults depicted in Figure 12. Existing tools for performance analysis (e. g., ARIS 

 

Figure 11. The decision tree describing the choice related to place p7 

 

Figure 10. A screenshot of the decision miner while analyzing the choice to accept or reject 

a paper 
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PPM, Business Objects, Cognos, etc.) require the user to define the process be-

fore. This means that the user already needs to now the process and the potential 

bottlenecks. 

Figures 11 and 12 nicely illustrate how process mining can be used as starting 

point for decision support. A variety of models can be discovered on the basis of 

real process executions, i. e., the resulting models are much more objective and 

reliable than the models typically created by process analysts. 

ProM can also be used for conformance checking, i. e., given some a-priori 

model it is possible to check whether reality is consistent with the model. The 

a priori model can be a process model (e. g., an EPC or Petri net) or some business 

rule. ProM offers a conformance checker (Rozinat and van der Aalst 2006b) that 

highlights deviations graphically in some a priori process model. Moreover, any 

business rule expressed in LTL (Linear Temporal Logic) can be analyzed. For 

example, it is possible to check which cases follow some four-eyes principle (two 

activities not to be executed by the same person) or do not meet a given service 

level agreement (e. g., any request is followed by a reply within two weeks). 

Also interesting to note is that any process model discovered by ProM can be 

exported to CPN Tools and YAWL. CPN Tools is a simulation tool that can be 

used to explore alternative scenarios. YAWL is an open source workflow man-

agement system. Moreover, ProM offers a range of process analysis plug-ins (e. g., 

soundness verification). 

For more information on the ProM framework or to download the toolset we re-

fer to www.processmining.org.  

 

Figure 12. Performance analysis using ProM 
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4 Related Work 

The idea of process mining is not new (van der Aalst et al. 2003, van der Aalst 

et al. 2004b, Agrawal et al. 1998) but has been mainly aiming at the control-flow 

perspective. The idea of applying process mining in the context of workflow man-

agement was first introduced in Agrawal et al. (1998). This work is based on 

workflow graphs, which are inspired by workflow products such as IBM MQSer-

ies Workflow (formerly known as Flowmark). Cook and Wolf have investigated 

similar issues in the context of software engineering processes. In Cook and Wolf 

(1998) they describe three methods for process discovery: one using neural net-

works, one using a purely algorithmic approach, and one Markovian approach. 

Schimm (Schimm et al. 1921) has developed a mining tool suitable for discovering 

hierarchically structured workflow processes. Herbst and Karagiannis also address 

the issue of process mining in the context of workflow management using an in-

ductive approach (Herbst 2000, Herbst 2001). They use stochastic task graphs as 

an intermediate representation and generate a workflow model described in the 

ADONIS modeling language. Most of the approaches have problems dealing with 

parallelism and noise. Our work in van der Aalst et al. (2004c) is characterized by 

the focus on workflow processes with concurrent behavior (rather than adding ad 

hoc mechanisms to capture parallelism). In Weijterset al. (2003) a heuristic ap-

proach using rather simple metrics is used to construct so-called dependency-

frequency tables and dependency-frequency graphs. These are then used to tackle 

the problem of noise. Process mining is not limited to the control-flow perspec-

tive. As shown in van der Aalst et al. (2004a), it can also be used to discover the 

underlying social network. In Rozinat and van der Aalst (2006a) the concept of 

decision mining is introduced, while in Rozinat and van der Aalst (2006b) the 

topic of conformance checking is introduced. 

Process mining in a broader sense can be seen as a tool in the context of Busi-

ness (Process) Intelligence (BPI). In Grigori et al. (2004) and Sayal et al. (2002) 

a BPI toolset on top of HP’s Process Manager is described. The BPI toolset in-

cludes a so-called BPI Process Mining Engine. However, this engine does not 

provide any techniques as discussed before. Instead it uses generic mining tools 

such as SAS Enterprise Miner for the generation of decision trees relating attrib-

utes of cases to information about execution paths (e. g., duration). In order to do 

workflow mining it is convenient to have a so-called process data warehouse to 

store audit trails. Such a data warehouse simplifies and speeds up the queries 

needed to derive causal relations. In zur Mühlen and Rosemann (2000), Zur 

Mühlen and Rosemann describes the PISA tool which can be used to extract per-

formance metrics from workflow logs. Similar diagnostics are provided by the 

ARIS Process Performance Manager (PPM) (Scheer 2002). The later tool is com-

mercially available and a customized version of PPM is the Staffware Process 

Monitor (SPM) (www.staffware.com) which is tailored towards mining Staffware 

logs. Note that none of the latter tools is extracting models, i. e., the results do not 

include control-flow, organizational or social network related diagnostics. The 
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focus is exclusively on performance metrics. For more information on process 

mining we refer to a special issue of Computers in Industry on process mining 

(van der Aalst et al. 2004b) and the survey paper (van der Aalst et al. 2003). 

5 Conclusion 

This chapter discussed the application of process mining in the context of decision 

support. We have shown that based on event logs present in wide variety of appli-

cation domains, we can discover models or check the conformance of existing 

models. These models may refer to different perspectives. We have shown tech-

niques able to discover process models in terms of Petri nets, EPCs, etc. Based on 

the same event logs the data perspective and the organizational perspective can 

also be analyzed. In our view, this is crucial for decision support. Only with accu-

rate models one can truly support decision making. As has been shown, process 

mining can be used to discover bottlenecks. All of this can be used as a starting 

point for more traditional decision support approaches, for example using optimi-

zation and simulation tools.  

Although process mining techniques are maturing rapidly and tools such as 

ProM can easily be applied, there are many open problems and challenges. For 

example, most of the existing mining techniques have problems dealing with noise 

and incompleteness. As discussed in this chapter, we need to apply Occam’s razor 

to get meaningful results. (Occam’s razor is a logical principle attributed to the 

mediaeval philosopher William of Occam. The principle states that one should not 

increase, beyond what is necessary, the number of entities required to explain 

anything) One exception should not change the process model completely and 

should be ignored or marked as such. Moreover, information will always be based 

on a limited observation period where not all possible combinations of events will 

occur. Therefore, it does not make sense to assume a complete log. 

Besides the discovery aspect of process mining, complementary approaches 

such as delta analysis and conformance testing can be utilized. In particular, con-

formance testing allows for widespread application. In many settings, it is useful 

to compare some prescriptive or descriptive model with the actual events being 

logged. 

We hope that this chapter will inspire researchers and developers to apply proc-

ess mining in new domains. We also encourage people to use the ProM framework 

as a platform for such efforts. There are interesting links to many forms of deci-

sion support. For example, ProM can be linked to workflow management systems 

to assist in the selection of work-items. Such a recommendation serve has been 

implemented to offer more support without sacrificing flexibility.  
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In this chapter, we describe the potential advantages of developing adaptive decision 

support systems (adaptive DSSs) for the efficient and/or effective solution of problems in 

complex domains. The problem processing components of DSSs that subscribe to existing 

DSS paradigms typically utilize supervised learning strategies to acquire problem 

processing knowledge (PPK). On the other hand, the problem processor of an adaptive DSS 

utilizes unsupervised inductive learning, perhaps in addition to other forms of learning, to 

acquire some of the necessary PPK. Thus, adaptive DSSs are, to some extent, self-teaching 

systems with less reliance on external agents for PPK acquisition. To illustrate these 

notions, we examine an application in the domain concerned with the scheduling of jobs in 

flexible manufacturing systems (FMSs). We provide an architectural description for an 

adaptive DSS for supporting static scheduling decisions in FMSs and illustrate key problem 

processing features of the system using an example.  

Keywords: Adaptive DSSs; Decision support systems; Flexible manufacturing systems; 

Machine learning; Problem processor 

1 Introduction 

Over the years, the decision support system (DSS) realm has come to encompass 

such paradigms as expert systems (ESs), intelligent DSSs, active DSSs, and 

systems that seek to take advantage of the benefits of integrating DSSs with ESs. 

Such paradigms have the potential to be applied in both individual and 

multiparticipant support contexts. The degree and extent to which today’s DSSs 

can learn has yet to be investigated in depth; this chapter is a step in that direction. 

It explores the idea of adaptive DSSs and describes one approach for constructing 

an adaptive DSS, illustrating it in the case of supporting static scheduling 

decisions in flexible manufacturing systems. 

An examination of the foregoing paradigms from the perspective of machine-

learning strategies suggests that each performs its problem-processing activities by 
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utilizing problem-processing knowledge (PPK) acquired through one or more 

supervised learning strategies. Strategies employed include rote learning, instruc-

tional learning, deductive learning, and learning from examples. Consequently, 

specific systems that subscribe to these existing DSS paradigms depend on 

external agents for problem-processing support. The extent of this dependence is 

determined by the specific supervised strategies pursued by the paradigm under 

consideration.  

Outside the DSS realm, research on machine learning has identified several 

unsupervised learning techniques. In contrast to supervised learning methods, 

unsupervised learning techniques generally entail less dependence on external 

agents. This suggests that there is the potential to develop DSSs that generate 

some or all of the needed problem processing knowledge without the benefit of 

external agents. This is desirable to the extent that such DSSs would be more self-

reliant and agent independent than systems that subscribe wholly to supervised 

PPK acquisition methods. 

Based on these considerations, Jacob et al. (1990) characterize the class of 

adaptive DSSs, which is distinguished by a form of unsupervised learning called 

learning through observation and discovery or unsupervised inductive learning. In 

this chapter, we refine and extend that earlier work. The purpose of this 

refinement is to contrast the adaptive paradigm with traditional paradigms clearly, 

in terms of a number of problem processor characteristics. The extension shows 

how the adaptive DSS paradigm can be applied in developing a DSS architecture 

that supports static scheduling decisions in flexible manufacturing contexts. This 

and other applications are important for studying, testing, and improving adaptive 

DSS concepts and techniques. 

The rest of this chapter is organized as follows. In Section 2 we present a brief 

overview of machine learning that is relevant to our work. Section 3 examines 

each of the aforementioned DSS paradigms (and representative implementations) 

and assesses the types of learning strategies employed by their problem 

processors. Section 4 describes adaptive DSSs and contrasts such systems with 

existing paradigms in terms of key problem processor features. In Section 5 we 

briefly examine the FMS scheduling problem, describe the architecture for an 

adaptive DSS, and consider an example that illustrates key features of the system.  

2 An Overview of Machine Learning 

Human learning may be viewed as an amalgam of knowledge acquisition and skill 

development. Research in the field of machine learning endeavors to develop 

computational models of learning and thus, impart to computers the abilities to 

learn. A computer endowed with such abilities is called a machine learning system 

or, more simply, a learning system. Our focus in this paper is primarily on learn-

ing for knowledge acquisition and it is in this sense that we use the terms 
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“learning” and “learning systems” in the remainder of the paper. The sophistica-

tion of a learning system depends to some extent on the type(s) of learning 

strategy it pursues. These strategies, largely borrowed from research on human 

learning, differ from one another in terms of the amounts of inferential respon-

sibility they place on the learner. The greater a system’s inferential abilities, the 

less its dependence on the external environment for successful learning.  

Numerous machine learning strategies have been devised (e. g., Carbonell et al. 

1983, Michalski 1986, Michalski and Kodratoff 1990, Shavlik and Dietterich 

1990). For the purposes of this discussion, it suffices to note the following spec-

trum of strategies: learning by rote, learning from instruction, learning by deduc-

tion, learning by analogy, and learning by induction. Learning by induction may 

itself be viewed as encompassing two broad approaches: learning from examples 

(i. e., supervised induction) and learning through observation and discovery (i. e., 

unsupervised induction). We note that there perhaps exist learning strategies for 

machines that are significantly different from or superior to strategies that humans 

are known to pursue. However, there has been little research aimed at exploring 

this possibility. 

Michalski and Kodratoff (1990) present a classification scheme that categorizes 

learning approaches as analytic and/or synthetic. Analytic learning strategies seek 

to analyze and transform existing knowledge into more-effective patterns, based 

on some measure of effectiveness. In addition to input information, these 

strategies rely on vast amounts of a priori (background) knowledge and use deduc-

tion as the primary inference mechanism. Synthetic learning, on the other hand, is 

primarily concerned with creating fundamentally new knowledge from existing 

information inputs with or without the benefit of background knowledge. These 

approaches use induction as the primary inferring mechanism. From the perspec-

tive of this classification scheme, learning by deduction is an analytical approach, 

whereas learning by induction is a synthetic approach. Learning that involves both 

deduction and induction (e. g., based on analogical reasoning) is both synthetic 

and analytic.  

Although individual humans differ from each other in learning abilities, to be 

viable, a machine learning system must be at least as efficient and/or effective as 

an average human in learning a concept or a task (perhaps within a specific 

domain or set of domains). Regardless of the strategy pursued, it is generally 

accepted that human learning (while effective) can be a very slow and inefficient 

process. Consequently, a key concern in machine learning research is to develop 

systems that are significantly faster than humans in performing some learning 

activity (Simon 1983). To a substantial extent, machine learning efficiency 

depends on: (1) the type(s) of learning strategy pursued, and (2) the implementa-

tion of this strategy within the system. The latter is highly sensitive to the develop-

ment language, developer skill, target hardware, and other contextual variables. 

However, for a given learning task, efficiencies inherent to the various learning 

strategies are essentially independent of such contextual issues.  

To illustrate two extremes, a system that learns by rote performs no inference 

whatsoever. Its emphasis is on learning through memorization and the development 
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of indexing schemes to retrieve memorized knowledge quickly when needed. There 

is no attempt to transform initial information into new knowledge via either analytic 

or synthetic learning. An example of a rote learning system is a conventional word-

processing program that accepts and stores typed input as is, and permits these 

representations to be subsequently retrieved intact. 

At the other extreme, learning through observation and discovery/derivation is 

a form of inductive learning called unsupervised inductive learning (i. e., learning 

without the benefit of a teacher or supervisor). A system employing this strategy 

learns by scrutinizing a relevant environment that contains a concept, or even 

multiple concepts, of interest without explicit external guidance. The learning task 

can be complicated by a noisy and dynamic operating environment. The system 

must be capable of coping with the possibility of resultant confusion, overload, 

and distortion to the learning process. Observation itself may be carried out 

passively (i.e, without disturbing the environment in any way) or actively.  

Contained within the spectrum defined by these extremes are instructional 

learning, deductive learning, analogical learning, and learning from examples. We 

briefly review these learning strategies. A system that learns from instruction 

depends on external sources (i. e., teachers) to present it with knowledge incremen-

tally in an appropriately organized form. From this acquired knowledge, the system 

filters and performs syntactic reformulation to assimilate it with existing know-

ledge. A deductive learning system performs one or more forms of truth-preserving 

transformations on existing knowledge to generate new and potentially useful 

knowledge. Such transformations include the use of macro operators, caching, 

chunking, and so on. Analogical learning involves retrieving, transforming, and 

augmenting relevant existing knowledge into newly acquired knowledge that is 

appropriate for effectively dealing with a new problem that is similar to some 

previously encountered problem(s). In learning from examples, a system develops 

a general description of a new concept based only on examples (and, perhaps, 

counter-examples) of the concept that are provided to it by an external entity. 

Essentially, learn-by-rote systems pursue a primitive form of learning, whereas 

systems that learn through observation and discovery are more-sophisticated 

learning systems. Learning speed is, to a certain extent, a function of the com-

plexity of the task being learned. Thus, a particular learning strategy may be 

notably fast in one context but exceedingly slow in another. In general, however, it 

is fair to state that the learn-by-rote method tends to be fastest from a machine 

learning perspective. On the other hand, it requires supervision, which can be 

slow, expensive, and/or faulty. While learning through observation and discovery 

is likely to require more machine time, it avoids such disadvantages of 

supervision. It is therefore an interesting candidate for incorporation into DSSs. 

In conclusion (Michalski 1986) observes that the intent of a learning activity 

may differ from one learner to another. The intent may be: (1) to merely acquire 

new knowledge (although the learner may never again utilize this knowledge), (2) 

to acquire new knowledge to improve current performance, or (3) to acquire new 

knowledge with the intent of generalizing this knowledge to enhance subsequent 

performance. Performance is measured in terms of a stated purpose(s) or goal(s) of 
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the learner. A learner may have more than one intent in mind: our interest here lies 

in constructing DSSs whose learning intents are as described in (2) and (3) above. 

3 Decision Support Paradigms 

and Machine Learning 

Any DSS may be regarded as subscribing to one or more of the machine learning 

strategies described in Section 2. In this section, we formally present the notion of 

problem processing knowledge (PPK), which is the subject of learning on which 

we focus in this chapter. We then examine various the DSS paradigms mentioned 

earlier with respect to their PPK acquisition and/or generation approaches. For 

each, we assess the associated types of learning strategies.  

The learning strategies discussed earlier may be used by a learner for a variety 

of purposes. From the perspective of DSSs, a system may utilize learning strategies 

to improve its language system (LS), presentation system (PS), knowledge system 

(KS), or problem processing system (PPS); see Bonczek et al. (1981), Dos Santos 

and Holsapple (1989), or Holsapple and Whinston (1996) for definitions of these 

terms. Here, we are concerned with learning abilities that improve the problem 

processing behavior of a DSS. This improvement may be in the guise of greater 

efficiency, effectiveness of problem recognition, and/or solution.  

A common approach to effecting such an improvement is through alteration of 

the KS contents. The KS could contain several types of knowledge. For the 

purposes of this discussion we focus on the following basic types:  

• descriptive knowledge (knowledge describing the state of some world) 

• procedural knowledge (knowledge specifying how to do something) 

• reasoning knowledge (knowledge indicating conclusions to draw when 

certain situations exist)  

Some of the content of the KS constitutes what we call the problem processing 

knowledge (PPK) of the DSS. This PPK is usually made up of two of the three 

basic knowledge types: reasoning knowledge and procedural knowledge. For 

instance, in a rule-based expert system, the PPK is made up of the rules (i. e., 

reasoning knowledge) and optionally the algorithms/heuristics (i. e., procedural 

knowledge) utilized by these rules. In addition, the KS contains procedural 

knowledge about how to utilize available PPK, optionally reasoning knowledge 

about when and why a certain piece of PPK may be used, and descriptive 

knowledge about: (1) objectives of a particular problem processing exercise, and 

(2) general facts and constraints about the problem domain. Collectively, these are 

referred to as background knowledge; see Kodratoff and Michalski (1990) for 

further discussions on background knowledge and its uses in various learning 

contexts. In our rule-based expert system example, such background knowledge 



664 Clyde W. Holsapple et al. 

includes knowledge on how to control the direction of reasoning (i. e., forward, 

backward, or both), knowledge that provides the system’s justification abilities, 

the goals of the consultation, etc.  

Essentially, the PPS utilizes PPK within the framework set by the background 

knowledge, to operate on input information (also part of descriptive knowledge) to 

generate new knowledge called derived knowledge. Derived knowledge itself may 

be one or more of the basic knowledge types (i. e., it may be environmental, 

procedural, or reasoning knowledge).  

During the course of a single problem processing episode, available PPK may 

be repeatedly invoked to generate more and more derived knowledge. Any 

potentially useful piece of this derived knowledge is assimilated into the KS, 

while the remainder is discarded. Subsequent processing iterations can utilize 

assimilated derived knowledge generated in preceding iterations of the same 

problem processing task. Also, derived knowledge generated in one problem 

processing episode may be utilized fruitfully in subsequent episodes. Note that, 

because derived knowledge is itself made up of descriptive, procedural, and/or 

reasoning knowledge, it can contribute to the pool of available PPK. This is the 

case when the system derives new procedural and/or reasoning knowledge that is 

used in subsequent processing steps. Thus, it is possible for a DSS to generate 

some of the necessary PPK through knowledge derivation, without having all PPK 

predefined by an external agent.  

In the case of a typical system, all derived knowledge is descriptive in nature 

and all PPK is predefined. This is true, for instance, in traditional expert systems 

that do not generate new rules but can populate the KS with new facts. Our focus 

here, however, is on DSSs with the ability to generate additional, useful PPK (i. e., 

procedural and reasoning knowledge) without the aid of an external agent to 

facilitate more-effective and/or efficient problem processing. This generation 

could occur during a single problem processing episode. Newly acquired PPK 

may be utilized along with existing PPK or in isolation to complete the task in 

a facile way. Furthermore, PPK acquired during one problem processing effort 

may also be applied in subsequent problem processing situations. Finally, the 

acquisition of new PPK could result in the elimination of some of the existing 

PPK in the interest of problem processing efficiency and effectiveness. 

The remainder of this section takes a machine learning viewpoint in examining 

PPK acquisition approaches utilized by each of the traditional DSS paradigms. 

These examinations provide a platform for our subsequent discussions of adaptive 

DSSs and an application.  

From the perspective of knowledge types and PPK, a typical traditional DSS is 

analogous to our earlier example of word-processing software. Once a debugged 

version of the software constituting the DSS (for a specific application) is resident 

in storage, it may be repeatedly invoked to correctly perform prespecified problem 

processing tasks. All of its problem processor capabilities are ordinarily built-in at 

design time. Over time, the PPS does not become more effective or efficient in its 

abilities to satisfy a user’s knowledge needs. The problem processor is invariant, 

executing stored instructions at a user’s behest, but incapable of accommodating 
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changes in its own behavior. This dependence on user direction has led some 

researchers to view conventional DSSs as being passive or reactive systems. In 

essence, conventional DSSs employ PPK acquired through rote learning (from 

system developers) to conduct all problem processing activities. 

Some researchers (Alter 1980, Bonczek et al. 1980) have argued that an ES can 

play the role of supporting decision making. That is, it functions as a consultant 

from which the decision maker can get expert advice in the course of his or her 

deliberations. Such ES usage is typical, for instance, in complex business 

decision-making contexts where a decision maker may seek an expert opinion on 

some facet of the decision problem, but is free to disregard the same in the 

interests of making a better overall decision. Examples of the many ESs being 

used as a DSS include the YES/MVS system for real-time support in a trouble-

shooting environment (Griesmer et al. 1984), a DSS for the US comptroller of the 

currency (Osborne and Zickefoose 1990), and the suite of online expert systems 

sponsored by the US Department of Labor to support a variety of compliance 

decisions.  

An ES employs deductive reasoning mechanisms to transform existing 

knowledge and inputs into new, more-useful representations. The system relies on 

deductive reasoning laws derived from human experts in performing its functions. 

This reasoning knowledge is part of the PPK for the ES. The reasoning knowledge 

is stored in the system’s KS, often in the form of if-then rules. The system’s PPS 

(often called an inference engine) uses this knowledge to perform truth-preserving 

transformations of user inputs based on available background knowledge. A typ-

ical ES does not possess the ability to generate new rules of inference for its own 

use. From the perspective of this limitation, an ES may also be viewed as a system 

that acquires PPK through rote learning. However, if the ES were equipped with 

a PPK-acquisition tool such as an intelligent editor, then it would have the ability 

to learn from instruction and, depending on the capabilities of the editor, by 

deduction as well. We conclude that, in general, ESs are typically endowed with 

rote learning and, perhaps, instructional learning and/or deductive learning 

capabilities in acquiring PPK.  

Nevertheless, there are some exceptions. Examples include an ES with skill-

refinement capabilities based on an economic credit assignment mechanism that 

uses an inference engine’s experiences to update the relative strength of each rule 

participating in the problem-solving process (Deng, et al. 1990), an ES that com-

bines inductive inference and neural network computing to refine its knowledge 

based on experiences (Deng 1993), and an ES that learns by interacting with 

a stochastic environment via a stochastic learning response (Deng and Chaudhury 

1992). When a DSS furnishes access to multiple expert systems, each emulating 

a distinct expert’s perspective, the question arises as to which ES to use when. 

One way to deal with this issue involves competition among the distinct expert 

systems (and their respective rules) such that adjustments to the relative strengths 

of the ESs (and of their constituent rules) are made based on their performances in 

a variety of decision experiences (Holsapple et al. 1997, 1998). 
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Another paradigm suggests integrating model-based, solver-oriented DSSs and 

ESs to create intelligent support systems that have been called integrated DS-ESs 

(Holsapple and Whinston 1985, 1986, Turban and Watkins 1986). While such 

integration can take on a variety of forms, the greatest potential benefit may be 

offered by allowing a set of ES components to provide expert-level support to the 

DSS model-based component of the integrated system. The exact nature of this 

integration is subject to considerable variation (Holsapple and Whinsto, 1981, 

1986, 1996, Jacob and Pirkul 1990). A representative example of an integrated 

DS-ES is the police patrol scheduling system (Taylor and Huxley 1989), where 

the problem processor is enhanced with ES capabilities.  

The learning strategies pursued by an integrated DS-ES for problem processing 

depend on whether one or more ES components benefit the problem processing 

abilities of the integrated system. Given our conclusions concerning PPK 

acquisition strategies pursued by traditional DSSs and standalone ESs, we observe 

that an integrated DS-ES utilizes rote learning only or, perhaps, instructional 

learning and/or deductive learning as well in acquiring PPK.  

Hwang (1985) views intelligence in a DSS from a purely model-oriented 

perspective with the emphasis on two broad categories of models. First, in the 

absence of any traditional analytical modeling approaches to a decision problem, 

a decision maker may rely on an expert’s reasoning knowledge about the problem 

domain to construct an AI-based judgmental model. However, if a decision 

problem is susceptible to analytical modeling, a decision maker can rely on 

someone versed in management science/operations research (MS/OR) to construct 

a procedural model. In this event, the MS/OR consultant is the domain expert. 

Both types of modeling knowledge may be captured and stored within a support 

system’s KS for subsequent use.  

Based on these considerations, Hwang proposes the development of an 

intelligent DSS (IDSS) as one that: (1) analyzes a problem and identifies a so-

lution approach, (2) constructs or searches for an appropriate decision model (i. e., 

a judgmental model or an analytical model), (3) executes this model, and (4) 

interprets the solution and learns from the experience. In essence, the system is 

largely an expert mathematical modeling consultant, and this is how we view an 

IDSS in all subsequent discussions. The first three of the features listed are 

explicit in earlier IDSS notions (Bonczek et al. 1981). The fourth is the focus of 

this chapter. 

Other researchers have worked on implementing intelligent mathematical 

modeling systems (not using the IDSS label, but rather under the moniker of 

model management), particularly for the automated construction of linear pro-

gramming problem statements. The predominant learning approaches utilized by 

these systems include rote learning (e. g., Binbasioglu and Jarke 1986, Krishnan 

1988a, 1988b, 1990, Murphy and Stohr 1986), instructional learning (e. g., Ma 

et al. 1989), and a form of deductive learning (e. g., Muhanna and Pick 1988). 

Liang and Konsynski (1990) describe a framework for developing problem 

processors equipped with analogical reasoning capabilities for mathematical 
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modeling. Apart from rote learning, current IDSS implementations tend to utilize 

instructional learning and/or deductive learning for acquiring PPK. 

In discussing the generic capabilities and roles of knowledge workers and  

the underlying computerized infrastructure in knowledge-based organizations, 

Holsapple and Whinston (1987) note “... these computer coworkers .... will also 

actively recognize needs, stimulate insights and offer advice.” The idea is that 

DSSs can be designed and deployed to function as intelligent preprocessors and 

postprocessors with respect to a networked knowledge worker’s activities. 

Manheim (1989) describes an active DSS (ADSS) as one that “operates in part 

almost completely independent of explicit direction from the user.” He contends 

that ADSSs offer active support, in contrast to traditional systems that are passive 

(i. e., largely user directed) support systems. Further, Manheim proposes a sym-

biotic DSS (SDSS) as a special case of an ADSS, where independent process- 

ing by the system is enhanced through a model of the user’s image of the problem 

that is generated during a particular problem processing session and stored by  

the system. The model could presumably change during the course of the prob-

lem processing episode as the user’s grasp of the problem changes. More ge-

nerally, the notion of storing diverse kinds of knowledge about users in the KS has 

been advanced as a basis for the PPS being able to tailor its behaviors differently 

for different users (Dos Santos and Holsapple 1989, Holsapple and Whinston 

1996). 

Mili (1989) suggests that ADSSs themselves could differ in: (1) the nature  

of active support provided (i. e., the system may behave as an associate, an ad-

visor, a critic, a stimulator, and so forth) and (2) the manner in which independent 

processes are initiated by the system (i. e., the system may work in parallel with 

the user on a problem, in tandem to check the consistency of the user’s solution, 

etc.). 

Raghavan and Chand (1989) argue that it may be difficult to build effective 

SDSSs due to the inherent complexities in comprehending a user’s decision-

making process. Rather than attempting to capture such knowledge, they suggest 

that the appropriate direction is to use a suitable generic structuring technique that 

can be applied to the problem under consideration. Based on insights gathered via 

structuring, one may construct an ADSS for enhanced decision support. The 

authors describe a prototype ADSS called JANUS that uses the analytical 

hierarchy process (Saaty 1980) for problem structuring.  

However, subsequent to this, (Manheim et al. 1990) discuss the development  

of an SDSS called an intelligent scheduler’s assistant (ISA) for production 

planning and scheduling in steel mills. As the ISA is being used for a particular 

scheduling exercise, the system monitors and analyzes the user’s usage pattern  

in parallel and acts as an advisor by suggesting alternative schedules. Alternate-

ly, the system has the capacity to work independent of (and in parallel with) the 

user to develop a schedule and schedule variations (rather than monitoring the 

user’s schedule building process). A key component of the system is the history 

inference processor (HIP). The primary objective of the HIP is to use histori- 

cal information captured during the session by a history recorder component to 
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construct a conceptual model (a set of schemas) of the user’s image of the 

problem. This conceptual model is used by the system in conducting its own 

independent analysis of the problem and in activating appropriate processes. If 

necessary, the user may also directly access the model to facilitate his/her own 

analysis. Other descriptions of SDSS implementations are described by Dolk and 

Kridel (1989) and Manheim (1989). 

In addition to knowledge learned by rote, implementations suggest that 

SDSSs/ADSSs acquire PPK using deductive learning and special cases of learn-

ing from examples. The ISA, for instance, uses the technique of part-to-whole ge-

neralization in learning from examples. Similarly, Shaw et al. (1988) describe an 

approach for model selection and refinement in model management that uses 

a special case of learning from examples called instance-to-class generalization.  

Figure 1 summarizes relationships among the foregoing DSS paradigms based 

on two problem processor-related factors. On the one hand, we have two broad 

subclasses of DSSs: active DSSs (i. e., whose problem processors are largely self-

driven) and passive or reactive DSSs (i. e., whose problem processors are largely 

user-driven). On the other, DSSs may be categorized as being nonadaptive DSSs 

(i. e., whose problem processors add to and eliminate PPK via supervised learning 

strategies) and adaptive DSSs (i. e., whose problem processors add to, modify, and 

eliminate PPK through unsupervised learning). Thus, the space of possible DSSs 

may be (loosely) subdivided into four quadrants corresponding to: (1) nonadaptive, 

reactive systems, (2) nonadaptive, active systems, (3) adaptive, reactive systems, 

and (4) adaptive, active systems. 

From the perspective of this framework, virtually all traditional DSSs may be 

viewed as nonadaptive, reactive systems. A large proportion of integrated DS-

ESs are also nonadaptive, reactive systems. In the remainder, the integral ES 

components that benefit the problem processor are highly user-independent (i. e., 

 

Figure 1. Relationships among DSS paradigms 
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self-driven). The systems are, hence, nonadaptive, active systems. A standalone 

ES may be regarded as a special case of an integrated DS-ES, where the system 

is wholly an ES and hence contains no other DSS components. As with the 

more-general integrated DS-ES, an appreciable fraction of ESs may be viewed as 

being nonadaptive, reactive systems, while a relatively smaller proportion are 

nonadaptive and active. 

Note that an integrated DS-ES, where the system acts as an expert analyti-

cal/judgmental modeling consultant to users, is tantamount to an IDSS. However, 

IDSSs may also be constructed without explicit integration of separate DSS and ES 

components. Based on Hwang’s (1985) description of IDSSs, it would appear that 

a large proportion of IDSSs would be nonadaptive, active systems. Nonetheless, it 

is conceivable that some IDSSs may be regarded as nonadaptive and reactive. 

Finally, ADSSs/SDSSs are largely nonadaptive and active with a smaller propor-

tion of such systems being adaptive and active. However, such ADSSs/SDSSs are 

adaptive only in a very limited sense, as evidenced by our discussions in Section 4. 

Observe from Figure 1 that the quadrants pertaining to adaptive, reactive 

systems and adaptive, active systems are largely empty. Our focus here lies in 

developing systems that for the adaptive, active quadrant.  

4 Adaptive Decision Support Systems 

We now introduce the adaptive DSS paradigm and contrast it with other DSS 

paradigms in terms of several key problem processor characteristics. Unlike 

implementations of other paradigms, according to our definition, adaptive DSSs 

subscribe to some form of unsupervised inductive learning in enriching PPK, in 

addition to conventional rote learning and, perhaps, other forms of learning.  

There exist several manifestations of the unsupervised inductive learning (i. e., 

learning through observation and discovery) approach. Michalski et al. (1983, 

1986) and Kodratoff and Michalski (1990) discuss various types of unsupervised 

learning methods at length. While all of these are candidates for use in adaptive 

DSSs, we focus on one such method: genetic algorithms (GAs). We expect that, in 

general, the choice of an appropriate method may be task dependent. For the 

application problem we are using to explore adaptive DSS possibilities (i. e., static 

scheduling in FMSs), GAs seem particularly valuable. A brief overview of this 

problem area and our motivation for using GAs as the unsupervised inductive 

learning mechanism for this context are presented in Section 5. A concise discus-

sion on GAs and some of their applications is contained in Appendix A.  

In contrast with usual realizations of other DSS paradigms, adaptive DSSs 

exhibit the following characteristics with regard to the nature of the problem 

processor. These are summarized in Table 1. 
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• Unlike traditional reactive DSSs, adaptive DSSs (such as ADSSs/SDSSs 

and some ESs, integrated DS-ESs, and IDSSs) offer active problem 

processing support. That is, the nature and extent of problem processing 

support offered are not wholly dependent on explicit directions provided 

by users. Adaptive DSSs are usually highly active systems. 

• Unlike traditional DSSs, ESs, integrated DS-ESs, and IDSSs, which are 

externally organized systems, adaptive DSSs are self-organizing in that 

they aline themselves to currently available information and current 

environmental conditions. These self-organizing systems are capable of 

independently acquiring, generating, and eliminating PPK that drives the 

problem processor. In this sense, adaptive DSSs perform algorithm 

management, although users may be unaware of the specifics of this 

management activity. (This is not to imply that the system may not be 

equipped with other, explicit algorithm management techniques.) 

• While it may be argued that ADSSs/SDSSs also possess the ability to 

add to existing knowledge (in particular, PPK), an adaptive DSS can 

identify and purge itself of knowledge that is deemed relatively useless. 

The history recorder component of an ADSS/SDSS, however, attempts 

to maintain all of the knowledge acquired during a problem solving 

episode with no attempt at knowledge elimination. Apart from the 

drawbacks of significant storage overhead, processing suffers due to 

overload problems and may be irrelevant in dynamic environments. 

• Furthermore, unlike typical ESs, and perhaps integrated DS-ESs, 

adaptive DSSs do not depend entirely on domain experts, knowledge 

engineers, or intelligent editors as sources of problem processing know-

ledge.  

Table 1. Comparison of problem processor characteristics for various DSS paradigms 

Characte-

ristic 

Traditio-

nal 

DSS 

ES Integrated 

DS-ES 

IDSS ADSS/ 

SDSS 

Adaptive 

DSS 

Self 

Organizing? 

No No No No Partly Yes 

Symbiotic 

focus? 

Little Little Little Little High for 

SDSS 

Little 

Justification 

ability? 

Usually 

no 

Usually 

yes 

Perhaps Perhaps Perhaps Usually 

no 

Treatment 

of 

reasoning 

knowledge? 

Usually 

equal 

Depends, 

but static 

Depends, 

but static 

Depends, 

but static 

Depends, 

but static 

Unequal, 

dynamic 

Learning 

strategies? 

Rote Rote, 

instruction,

deduction 

Rote, 

instruction, 

deduction 

Rote, 

instruction,

deduction 

Rote, 

Deduction, 

supervised

Rote, 

unsupervised, 

induction 
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• Unlike SDSSs, there is little focus on symbiosis, where the human and 

machine components thrive on mutualism. To borrow SDSS termi-

nology, adaptive DSSs are highly orienteded towards computer-directed 

processes. At the same time, the system is not completely dependent on 

predefined PPK like traditional DSSs, ESs, and integrated DS-ESs. The 

self-organizing capability allows an adaptive DSSs to modify its PPK 

selectively. 

• Unlike ESs, and perhaps integrated DS-ESs, IDSSs, and ADSSs/SDSSs, 

adaptive DSSs may lack the ability to explain or justify reasoning 

processes. Although this may appear as an apparent weakness, note that 

an ES’s explanation capabilities must also be predefined and stored in 

the KS. In many complex contexts, even human experts may be unable 

to explain their thinking. This is true especially in novel problem-solv-

ing situations where experts rely more on general problem-solving 

abilities rather than problem-specific skills. In such contexts, problem 

solving is intermixed with learning and discovery. Adaptive DSSs 

behave much in the same manner.  

• In adaptive DSSs, unlike virtually all other DSS paradigms, all problem 

processing knowledge is not treated equal. The approach utilizes good-

ness measures that attribute fitness values to the processing knowledge 

elements in the system. This is much like prioritizing the rules in an ES. 

However, unlike ESs where rule priorities are generally fixed, in 

adaptive DSSs the fitness values are dynamic and determined through 

controlled experimentation.  

Having presented these contrasting characteristics, we note that the term adaptive 

applies to this class of support systems in the following sense. The paramount 

feature of an adaptive DSS is its ability to start with an initial set of very generic 

PPK and, if necessary, to refine this knowledge progressively (through implicit 

algorithm management techniques acquired at run time via unsupervised learning 

strategies) to generate problem processing capabilities commensurate with exist-

ing conditions. The system, thus adapts itself to a knowledge state where it 

(generates and) possesses the desired problem processing capabilities, rather than 

having all such abilities predefined. While such abilities are certainly useful in 

static contexts, they are especially desirable in dynamic environments where 

predefinition of processing abilities could be impossible or undesirable.  

This characterization of an adaptive DSS is consistent with the framework 

proposed by Chuang and Yadav (1998) which identifies the notion of a metalevel 

of DSS behavior. They describe this metalevel as a controlling mechanism that 

introspects the system’s abilities and constraints as a basis for adjusting the basic 

behaviors of the DSS. It is also consistent with the architecture proposed by 

Fazlollahi et al. (1997), which includes an intelligent adaptation component in 

addition to customary DSS capabilities on which it operates to provide adaptive 

support. 
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It is also worthwhile noting that adaptability does not necessarily imply gener-

alizability. Adaptation occurs during the course of a particular problem processing 

episode. Depending on context, it may be possible to generalize the knowledge 

acquired through such adaptation to help resolve other, similar problem instances 

through further adaptation. Thus, while generalizable systems are indeed adaptive 

systems, all adaptive systems need not be generalizable. 

5 An Illustration: Adaptive DSSs for Scheduling 

in FMS Contexts 

In this section we introduce one of possibly many application areas that could 

benefit from an adaptive DSS. We provide a brief overview of the issues involved 

in making static scheduling decisions in flexible manufacturing systems (FMSs) 

and the design of an adaptive DSS for effective support of such decisions. This 

application serves to illustrate and explore the general adaptive DSS ideas in 

a concrete setting. Having presented an architecture, we provide an example that 

demonstrates the key problem-processor features of the proposed system.  

5.1  The Static Scheduling Problem in FMSs 

and Existing Approaches 

In the most general case, an FMS uses either a central supervisory computer or 

a set of cell-host computers that are interconnected via a local area network to 

monitor and control a set of flexible manufacturing cells and automated material-

handling procedures. Each cell in the system consists of one or more workstations. 

Typically, each station is capable of performing a variety of manufacturing 

operations. Also, a given operation could be performed by more than one station 

in the system and these stations may be located in different cells. Such redundancy 

is built into the system to protect against system failures. A job, consisting of 

a single part or several units of a particular type of part that are demanded as 

a batch, may be entirely processed using the capabilities of a single manufacturing 

cell or may require processing at workstations located in multiple cells. Typically, 

all part units in a job require a number of operations to be performed in 

a particular sequence (called the operational precedence requirement for that 

part/job). Usually, each cell is equipped to perform a set of operations needed by 

a family of parts (i. e., parts belonging to different batches that share common 

operational requirements).  

At the operational control level, FMS scheduling decisions must be made 

frequently to account for several complex issues. Paramount among these are: (1) 

prioritizing jobs for release into the system, (2) examining and picking a good or 
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the best route for each job, from among alternative ways of routing the job within 

the system, and (3) accounting for unexpected shocks (e. g., system failures) and 

turbulence (e. g., sudden job influxes and cancellations).  

One way of handling the FMS scheduling problem is to divide the scheduling 

exercise into two stages: static scheduling and dynamic rescheduling. Essentially, 

static scheduling ignores the dynamic nature of the operating environment 

characterized by the factors mentioned in item (3) above. Static scheduling is 

normally done ahead of run time, based on hard and soft constraints only (e. g., 

system specifications, objectives of the scheduling exercise). If there are no shocks 

and/or turbulence at run time, the static schedule may be implemented as is. 

However, this is not always the case. It is often necessary to adjust the static 

schedule repeatedly at run time to account for prevailing conditions. Such 

adjustments are collectively referred to as dynamic rescheduling. In any case, there 

is always some probability that dynamic rescheduling may be unnecessary dur- 

ing a particular production run. It is therefore customary to attempt to construct  

good-quality static schedules. Furthermore, a good static schedule serves as 

a benchmark against which alternative dynamic schedules may be compared prior 

to implementation. 

For ease of exposition, we limit our discussion of adaptive DSS design in this 

paper to the case of static schedule generation only. To lend some motivation to 

the development of adaptive DSSs in this context, it is worthwhile to examine 

other AI-based approaches to the FMS scheduling problem briefly. Several re-

searchers have approached the problem using traditional ES-oriented concepts/im-

plementations (Bruno et al. 1986, Bullers et al. 1980, Kusiak 1987, Subramanyam 

and Askin 1986). Other researchers (e. g., De 1988, Shaw 1988a, 1988b, Shaw and 

Whinston 1989) view the problem as a special case of the planning paradigm in AI 

and use the state-operator approach to generate schedules. Yet others (e. g., De and 

Lee 1990, Shen and Chang 1988) utilize frame-based approaches in conjunction 

with scheduling algorithms and heuristics like beam search. 

To develop the PPK, virtually all of these studies make use of rote learning, 

with a few making use of deduction (e. g., Shaw and Whinston 1989) and 

supervised induction – learning from examples (e. g., Shaw et al. 1992). Few 

implementations (e. g., Piramuthu et al. 1993) utilize some form of unsupervised 

induction for gathering PPK. Also, the existing methods either: (1) consider each 

job in isolation first when generating an initial static schedule and then attempt to 

improve schedule quality by using some heuristic methods to account for 

conflicts in resource requirements (e. g., De 1988, Shaw 1988, Shaw 1988, Shaw 

and Whinston 1989), (2) consider scheduling jobs in some random sequence, 

such as a first-come first-served basis (e. g., Bruno 1986), or (3) attempt to 

consider all jobs simultaneously, with solution-space pruning if this strategy 

becomes unwieldy (e. g., De and Lee 1990). 

The adaptive DSS advanced for this problem pursues a different strategy that: 

(1) uses unsupervised inductive learning for acquiring some of the necessary PPK, 

(2) seeks to improve schedule quality by avoiding the extremes of considering 

jobs in isolation, simultaneously, or in some random sequence, and (3) seeks to 



674 Clyde W. Holsapple et al. 

improve schedule generation speed by implicitly examining several alternative 

schedules concurrently and pruning out bad ones a priori (see the Booker et al. 

(1989) discussion of implicit parallelism of GAs). 

We also note that the applicability and performance of the proposed learning 

mechanism – genetic algorithms – has been examined in the context of 

scheduling by many researchers, although none of these efforts were directed  

at scheduling in FMSs. Noteworthy among these are the numerous studies on 

GAs in the context of single-machine job shop scheduling (e. g., Aytug et al. 

1998, Hilliard et al. 1987, 1988, 1989a, Hilliard et al. 1990), multistage flow shop 

scheduling (e. g., Cleveland and Smith 1989, Whitley et al. 1989), multiobjective 

workforce scheduling (Hilliard et al. 1989b), limited-resource scheduling in 

a time-constrained environment (Syswerda 1991), and and the tailoring of 

dispatching rules (Piramuthu et al. 2000). GAs have also been applied to many 

other topics such as product design (Balakrishnan and Jacob 1996) and batch 

selection decisions (Deng 1999).  

5.2  The Adaptive DSS Approach to the Problem 

The general strategy being explored in this the adaptive DSS application is as 

follows: 

INITIALIZATION:  

 Start with a set of “seed” job sequences. Determine (using an appro-

priate heuristic or algorithm) a “good” or “best” sequence-dependent 

schedule corresponding to each seed sequence in the set.  

ITERATIVE STEP: 

 (a) Measure the quality of each sequence-dependent schedule currently 

available (in terms of predefined measures). (Re)Assess the fitness value 

for each sequence currently available. 

 IF  Prespecified stopping criteria have been met, 

 then STOP and OUTPUT THE BEST SCHEDULE 

GENERATED THUS FAR. 

 ELSE 

 (b) Utilize knowledge about existing sequence fitnesses to generate 

a “better” set of job sequences using a genetic algorithm. 

 (c) Determine a “good” or “best” sequence-dependent schedule corres-

ponding to each sequence in the revised set. 

 (d) Go to (a). 

By a sequence-dependent schedule we mean a schedule that is somehow de-

pendent on the sequencing of jobs in a job list. Such schedules are also part of the 

total space of legal schedules (i. e., schedules that do not violate the operational 

precedence requirements for each job) for the set of jobs in the list. We are not 
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attempting to obtain the optimal solution for the problem but only good solutions. 

To contain our search efforts, we must prune the space of possible solutions (i. e., 

legal schedules). One way of pruning is to isolate regions in the solution space 

corresponding to different sequence-dependent schedules. Having done this, the 

GA seeks to make the search process more efficient by: (1) implicitly searching 

multiple regions in parallel, and (2) not necessarily searching all such regions. 

Now, consider a few approaches to developing sequence-dependent schedules. 

For instance, the scheduling method may consider the first job in the list first, 

and schedules all of its operations. It then picks the second job in the list, and 

schedules all of its operations next, while accounting for resource usage by the 

first job. The process continues until the last job and all of its operations are 

scheduled.  

We may devise many such methods for generating sequence-dependent sche-

dules. For example, we may group together and schedule all of the operations of 

the first k jobs in a sequence of n jobs (k < n) first, and repeat the procedure for the 

next set of k jobs, and so on. Note that, in this variant, it is not necessary that all 

operations of the (j−1)th job be scheduled prior to scheduling the operations of the 

jth job in the sequence. Rather, the method schedules all operations of the (j−1)th 

batch of jobs (of size k) before considering jobs in the jth batch. A second variant 

operates such that in one pass of the method, the first i operations of all jobs 

(considered in the appropriate sequence) are scheduled. The next i operations are 

scheduled in the second pass, and so on. By appropriately varying the parameters 

k and i in the two methods, a variety of sequence-dependent schedules may be 

generated for a given sequence. 

In the following section, we present an overview of the architecture for an 

adaptive DSS that incorporates such sequence-dependent scheduling methods and 

GA-based search capabilities. 

5.3  An Overview of the Adaptive DSS Architecture 

Figure 2 presents the surface architecture for an adaptive DSS that supports static 

schedule generation in FMS contexts. The system has four major components: 

language system (LS), presentation system (PS), knowledge system (KS), and 

problem processing system (PPS). We briefly discuss the first three of these 

subsystems collectively and then consider the PPS in more depth. 
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Figure 2. Adaptive decision support system architecture 

5.3.1  The Knowledge System, Language System, 

and Presentation System 

In general, the KS could contain a variety of knowledge types. In the FMS 

scheduling context, we focus on two basic types: descriptive knowledge and 
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procedural knowledge. Available procedural knowledge includes optimal and/or 

heuristic sequence-dependent scheduling methods, schedule quality evaluation 

procedures, a GA, and the current set of job sequences with associated sequence-

dependent schedules. We treat the set of job sequences as procedural knowledge – 

explicitly telling us how to sequencing the jobs. Descriptive knowledge includes: 

FMS-specific hard constraints pertaining to the topology and design of the FMS, 

all information input by the user at run-time and stored for subsequent processing, 

and a set of fitness measures corresponding to each member of the current set of 

job sequences.  

User inputs (via the LS) pertain largely to information concerning the 

scheduling exercise under consideration (e. g., number of jobs, operational pre-

cedences, objective(s), etc.). In addition, the user may choose to supply an initial 

set of seed job sequences to the system or have the system generate this set. This 

initial set is stored as the current set of sequences (i. e., as part of the procedural 

knowledge) by the system at the beginning of the session. The set of sequences 

could change with time, based on fitness measures assigned to the members by the 

PPS.  

Some of the contents of the KS are subject to periodic (i. e., scheduled) and 

random updates. Only scheduled updates are of importance for this study. Random 

updates (e. g., due to unexpected station failures, job cancellations, etc.) must be 

considered when dealing with the dynamic rescheduling activity. Scheduled 

updates for the hard constraints typically become known before a scheduling 

exercise. They include information on preventive maintenance shutdowns for 

stations, design changes to the system, etc. Scheduled updates of the job sequence 

knowledge contained in the KS is carried out by the problem processor as 

solutions occur. 

The PS is the component that handles the outputs of the system. The single 

major output is the final static schedule and related information generated by the 

system. The PS is also used for displaying error messages and for prompting the 

user for further information/clarifications. As such, all three components of the 

PPS (discussed next) provide inputs to the PS. 

5.3.2  The Problem Processing System 

An example that illustrates the basic functions and the inductive learning ability of 

the PPS is contained in Section 5.4. Here, we discuss the basic PPS concepts in 

terms of three subcomponents: the sequence discovery system (SDS), the schedule 

generation system (SGS), and the schedule evaluation system (SES). As men-

tioned earlier, the PPS uses unsupervised inductive learning to produce some of 

the needed PPK. The PPS first accesses each sequence in the current set of job 

sequences, and utilizes the schedule generation system (SGS) to build a sequence-

dependent schedule utilizing one of the possibly many heuristic/algorithmic 

methods contained in the KS. In so doing, the SGS also accounts for user inputs 

and the FMS-specific hard constraints. 
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Each of these schedules is passed onto an evaluation component, the schedule 

evaluation system (SES), which associates a measure of goodness called a total 

fitness value with the schedule, and hence with the sequence that forms the basis 

for that schedule. The SES itself utilizes predefined evaluation methods contained 

in the KS. One component of the total fitness for a sequence is the extent to which 

the objective of the scheduling task is being met (i. e., the quality of the generated 

schedule). For instance, if the objective is due-date satisfaction, then this com-

ponent determines the extent of due-date violation by a schedule. Further, the total 

fitness of a sequence is also influenced by its past and anticipated performance in 

generating good offspring sequences, as discussed below. 

The sequence discovery system (SDS) utilizes a GA solver stored in the KS to 

access a set of parent sequences from the existing sequences in the KS and to 

generate new offspring sequences by applying genetic operators to these parents. 

(Appendix A presents a brief review of GAs and their applications.) The selection 

of parent sequences is based on the associated total fitness values of the current 

sequences in the KS. Essentially, a set of sequences with good fit values are 

chosen as parents. Unions among the parent sequences are based on hypotheses 

concerning the quality of the resultant offspring. For each such union, the method 

applies genetic operators to the parent sequences involved and generates (i. e., 

hypothesizes) an offspring sequence(s) that could possibly yield a schedule of the 

hypothesized quality. The generated sequence is passed onto the SGS for schedule 

generation. The schedule is then passed onto the SES for evaluation and fitness 

assignment. The deviation of an offspring’s actual quality from its hypothesized 

quality is then used to influence (positively or negatively) the total fitness values 

of all ancestors of the offspring. Having discovered new sequences, better (i. e., 

more fit) sequences (along with their associated fitness values) replace poorer 

sequences in the sequence set contained in the KS.  

The cyclical process consisting of schedule generation, evaluation, and 

discovery terminates when predefined stopping criteria have been satisfied. At this 

stage, the best schedule generated thus far is output. A variety of terminating 

conditions may be specified. For instance, the system may be asked to terminate 

as soon as it produces a schedule whose make span is within prespecified bounds. 

We now draw attention to those features of the DSS just described that qualify 

it as an adaptive DSS, in terms of the characteristics of an adaptive DSS discussed 

in Section 4. As discussed with an example in Section 5.4, implicitly, the system 

repetitively hypothesizes and validates reasoning rules of the conventional if-then 

form found in traditional ESs: 

 SaĺQa(fa), 

which states: if sequence Sa is involved in a union with some member of the 

current genetic pool, then the resultant offspring would have a quality level of at 

least Qa (with an associated rule fitness value of fa). 

If a union does take place between Sa and some member Sb of the current 

genetic pool, the result is the addition of a new (offspring) sequence Sc and a cor-

responding rule, ScĺQc(fc), to the knowledge system. Depending on predefined 
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limits for allowable population size, it is also possible that the addition of Sc could 

result in an existing sequence, and hence its corresponding rule, being dropped 

from the knowledge system. During this process, the rule set is revised and the 

fitness values of the revised rules are computed. Thus, in contrast with con-

ventional ESs, in the adaptive DSS both the rule set as well as rule fitness values 

are dynamic. 

The process of sequence-discovery is an unsupervised learning strategy because 

there is no external agent providing the system with carefully constructed example 

schedules from which to draw inferences concerning desirable and undesirable 

sequences. Also note that the system, through the process of discovering new 

sequences, is essentially discovering new sequencing heuristics, e. g., the shortest-

average-processing-time (SAPT) first rule, or the earliest-due-date (EDD) first 

rule. However, the discovery of such sequencing rules may be opaque to humans. 

Thus, the system performs implicit algorithm management in deciding which se-

quencing heuristics to maintain and which to eliminate over time. In so doing, the 

SDS does not act in a totally random fashion. Its actions are guided by what it 

observes in the environment: that is, the fitness measures generated by the SES. 

The process of learning is inductive for several reasons:  

• There is a mechanism for generating plausibly useful new reasoning 

rules (i. e., via the sequence discovery process). 

• There is a mechanism for assessing the plausibility of generated rules 

(i. e., the rule fitness values) and revising beliefs based on the 

assessment. 

• There is a mechanism for discovering sequencing heuristics without 

being told what such a heuristic is and without being provided with 

examples of such heuristics. 

Finally, note that learning occurs during a problem processing episode to faci-

litate the current problem processing task. All of the needed PPK is not pre-

defined, as some of it (i. e., various job sequencing rules and hence various 

reasoning rules) is acquired incrementally at run time. At the end of one problem 

processing episode, we the Adaptive DSS has identified a best-so-far sequence for 

the current problem and numerous good sequences as well. To clearly visualize 

the learning that has occurred during the solution of the problem, consider the 

following: 

Suppose the system is asked to solve the same problem instance once again, 

with all other parameters being held the same and the only difference being that 

the current solution process begins with the population remaining at the end of the 

last attempt. The system will now converge to the solution it last discovered much 

faster, as it now begins with the revised (better) initial population as opposed to 

the original starting population. It is indeed possible that it may proceed to 

discover a better solution than it last did. In any event, the solution will never be 

poorer than any previously discovered solutions. Thus, even with repeated 

attempts at solving the same problem instance, the system seeks to progressively 

adapt itself to more-useful knowledge states. This behavior is quite different from 
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traditional optimization and heuristic procedures where the solution process is 

usually repeated in its entirety and the solution path followed is exactly the same 

in each repetition. The underlying random behavior of the genetic operators 

ensures that in subsequent trials, the system is likely to explore solution paths that 

are different from the ones previously examined. Yet, the nature of the genetic 

operators also ensures that the resultant search is not chaotic.  

It is clearly possible to generalize the knowledge acquired during one problem 

solving session to other, similar problem contexts. The sequences left in the 

population at the end of one session, can be used to provide an initial (seed) 

population for subsequent episodes where the problem inputs have similar charac-

teristics. Whether or not two problem instances are similar may be determined, for 

instance, through the use of predefined similarity measures. Alternately, the 

system may possess analogical reasoning capabilities to make such determinations 

on its own. 

We now consider a concrete example that illustrates key features of adaptive 

DSS. The example demonstrates how inductive learning occurs, how new 

procedural and reasoning knowledge are acquired, and how existing knowledge is 

purged, if need be. Although all of the computational mechanisms in the example 

are not fully detailed, the example adequately conveys the general thrust of the 

approach. 

5.4  An Example 

Tables 2, 3, and 4 characterize an FMS and a scheduling problem of interest. 

Table 2 displays the setup and processing times S(Oj) and P(Oj), respectively, for 

five operations labeled O1 to O5 in an FMS consisting of five workstations 

denoted by M1 to M5. For example, the O1 rows of the table indicate that 

operation O1 requires setup and processing times of 2 and 40 time units, 

Table 2. Station setup and processing times 

Operations M1 M2 M3 M4 M5 

S(O1) 02 − 05 − 05 

P(O1) 40 − 45 − 85 

S(O2) − 10 − 03 − 

P(O2) − 99 − 45 − 

S(O3) 03 − 05 − − 

P(O3) 35 − 75 − − 

S(O4) − 10 − − 03 

P(O4) − 90 − − 40 

S(O5) 05 − − 02 − 

P(O5) 90 − − 45 − 
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respectively, at station M1, 5 and 45 time units, respectively, at station M3, and 5 

and 85 time units, respectively, at station M5. Stations M2 and M4 cannot perform 

operation O1.  

Table 3 displays transportation times between pairs of workstations in the 

system. For instance, the M4 row of Table 3 states that the transportation time 

from station M4 to M1 is 15 time units and from M4 to M2 is 10 time units. There 

are no transportation facilities from M4 to stations M3 and M5. Table 4 shows the 

specific operations and operational precedence requirements for four jobs labeled 

1–4. The top row of this table indicates that job 1 requires operations O1, O2, and 

O5 performed in that order. We assume that each job consists of 1 unit of 

a particular part type. We wish to develop a sequence-dependent schedule for the 

four jobs that meets certain desired criteria as discussed subsequently. 

With four jobs, there is a total of 4! = 24 possible job sequences, each of which 

has an associated sequence-dependent schedule. If possible, we would like to pick 

a good sequence-dependent schedule from the 24 possibilities without necessarily 

seeking the best of these schedules or exhaustively searching the space of 24 

schedules. Tables 5–12 depict the search process conducted by the adaptive DSS. 

We explain this process in the following paragraphs. 

The example is based on the following assumptions. The limit on allowable 

population size is set at six (i. e., the population can contain at most six job 

sequences). The search procedure must last for at least three iterations. A best-so-

far solution must have persisted for at least three consecutive iterations before the 

process is terminated and it is selected as the solution to the problem.  

The initial population contains three seed sequences that are randomly picked. 

These are shown in the first column of Table 5. Each sequence is assigned 

Table 3. Interstation transfer times 

Machine M1 M2 M3 M4 M5 

M1 00 10 10 15 10 

M2 15 00 10 10 − 

M3 15 15 00 − − 

M4 15 10 − 00 − 

M5 − − 15 − 00 

Table 4. Operations and precedence requirements for jobs 

Job Operations required 

1 O1, O2, O5 

2 O1, O3 

3 O1, O4 

4 O1, O2, O4 
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a unique label: S01, S10, and S17. S01 refers to the sequence < 1,2,3,4 > , S10 to 

the sequence < 2,3,4,1 >, and S17 to the sequence < 3,4,1,2 >.  

Columns 2 and 4 contain the actual makespan and the relative makespan values 

for the sequence-dependent schedules corresponding to each of the three se-

quences. We use the first of the three methods described in Section 5.2 for devel-

oping sequence-dependent schedules. That is, all operations of the jth job in 

a sequence are fully scheduled before the operations of the (j + 1)th job are con-

sidered. We embed this rule within a version of the A* algorithm for optimal 

schedule generation. Thus, all schedules are the optimal sequence-dependent 

schedules for the kind of sequence dependence described.  

By definition, the makespan is the largest of the completion times for the 

various jobs in a job list. The smaller the makespan, the sooner all of the jobs 

under consideration are completely processed. Minimizing makespan is, therefore, 

a common objective in many scheduling contexts. Thus, from the perspective of 

minimizing makespan, sequence S17 is preferable to S10 which, in turn, is 

preferable to S01. The last row in the table contains the sum of the values in each 

of columns 2–6. The entry of 849 in this row for column 2 is the sum of the 

makespan values in that column. Column 4 translates each of the raw makespan 

values in column 2 into relative proportions with respect to the total makespan of 

all members currently in the population. Sequence S01, for example, has an actual 

makespan of 318 and a relative makespan of 318/849 = 0.3745.  

Columns 3 and 5 in Table 5 contain what we refer to as the actual anticipation 

and the relative anticipation associated with each sequence. The anticipation of 

a sequence refers to an overall numerical assessment of the anticipated minimum 

quality of its next child based on the current members in the population, tempered 

by past performance of that sequence based on the actual qualities of all past 

offspring (i. e., a child or any descendent) of that sequence.  

Initially, no past data are available, as no offspring have yet been created. Thus, 

in Table 5 the actual anticipation values are based only on anticipated quality  

of the next child. Assuming that a member in the population is equally likely  

to mate with any other member, the actual anticipation value is defined as the 

average makespan of an offspring based on all possible such unions. Possible 

unions also include mutation wherein only a single parent is involved. Thus,  

for sequence S01, the actual anticipation value (shown in column 3) is 

[(318 + 318)/2 + (318 + 274)/2 + (318 + 257)/2]/3 = 300.5. The first member of the 

Table 5. Population at the start of the search 

Sequence Actual 

makespan 

Actual 

anticipation 

Relative 

makespan 

Actual 

anticipation 

Total 

S01: 1234 318 300.50 0.3745 0.3539 0.7285 

S10: 2341 274 278.50 0.3227 0.3280 0.6507 

S17: 3412 257 270.00 0.3027 0.3180 0.6207 

Sum 849 849.00 1.0000 1.0000 2.0000 
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summation on the left-hand side of this equality denotes the anticipated mini- 

mum quality of an offspring if reproduction is via mutation, the second member 

denotes the anticipation if S01 and S10 unite, and the third member denotes the 

anticipated result if the union is between S01 and S17.  

Column 5 represents the actual anticipations in column 3 as proportions of the 

sum (also 849 in this case) of all anticipation values for sequences in the 

population. Thus, the relative anticipation for S01 is 300.5/849 = 0.3539. Finally, 

entries in column 6 (total) are the sums of corresponding entries in the two 

preceding columns 4 and 5. These values represent the total fitness for each of the 

sequences in the population. For instance, sequence S01 has a total fitness of 

(0.3745 + 0.3539) = 0.7285. All other entries in the columns in Table 5 are 

similarly obtained. 

Note that the total fitness value of a sequence is based on three measures: the 

actual makespan corresponding to the sequence, a measure of its past performance 

in generating good offspring, and an anticipated measure of its performance in 

generating the next offspring. Because all three measures are related to makespan, 

the smaller the total fitness the better. From Table 5 we see that, based on total 

fitness, S17 is preferable to S10, which is preferable to S01. The best solution thus 

far corresponds to sequence S17 with the smallest makespan of 257. We store this 

result for subsequent reference.  

Next consider Table 6, which depicts the scenario following the first iteration 

of the GA-based scheduler. During each iteration, the following events take place. 

First, we randomly decide whether the (next) genetic operation involves one 

parent (i. e., mutation) or two (i. e., some type of crossover). This decision is 

biased such that mutation is used far less frequently than crossover. Secondly, we 

generate a separate genetic pool via the reproduction operation. The members of 

the genetic pool act as parents in generating offspring sequences. We assume that, 

at each iteration, we wish to generate just a single new offspring sequence. This 

pool will have one member if mutation is chosen as the genetic operator and two 

members, if crossover is chosen. The choice of members is guided by the total 

(relative) strength values of sequences currently in the population. That is, 

sequences with a lower total strength (recall, our example is a minimization 

problem) have a higher likelihood of participating in the genetic pool than 

Table 6. Population after iteration 1 

Sequence Actual 

makespan 

Actual 

anticipation 

Relative 

akespan 

Actual 

anticipation 

Total 

S01: 1234 318 305.63 0.2710 0.2481 0.5192 

S10: 2341 274 312.88 0.2335 0.2540 0.4876 

S17: 3412 257 304.38 0.2190 0.2471 0.4662 

S15: 3214 324 308.63 0.2762 0.2506 0.5268 

Sum 1173 1231.50 1.0000 1.0000 2.0000 
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sequences with higher total strengths. In our example, the crossover operator is 

selected at iteration 1. Further, following the above procedure, sequences S10 and 

S17 are chosen as members of a genetic pool of size 2. 

Observe that we assume that only one union takes place in each iteration. 

Certainly, this need not be the case and an actual implementation would allow 

multiple unions to occur concurrently. Whenever two parents are involved, we use 

a type of crossover operation called subtour chunking. [We are not presenting 

details about this operator here. See Cleveland and Smith (1989) for a descrip-

tion]. The union of S17 and S10 (via subtour chunking) yields the sequence 

S15: < 3,2,1,4 >. Table 6 shows that there are now four members (S01, S10, S17, 

and S15) in the population. This concludes step two of the iteration. 

Thirdly, we assess the goodness of the current population as follows. Using  

our scheduling algorithm we determine that the sequence-dependent schedule 

corresponding to S15 has a makespan of 324 (see column 2 of the table). Going 

back to Table 5, recall that one component of the anticipation value for a sequence 

is the minimum anticipated quality of its next offspring. This anticipation is 

essentially the average makespan based on all possible unions for that sequence. 

Thus, for sequence S10, this anticipation is [(274 + 274)/2 + (274 + 318)/2 + 

(274 + 257)/2]/3 = 278.5. However, the actual union that took place (based on total 

fitness) was between S10 and S17. This particular union has an anticipation of 

(274 + 257)/2 = 265.5. Thus, the offspring, S15, with a makespan of 324 fell short 

of this anticipation by (324–265.5) = 58.5 time units. This poor performance of the 

parents results in the parents as well as all ancestors of these parents being 

penalized. At this stage of the example the only ancestors of S15 are its parents 

S10 and S17. The total penalty of 58.5 is divided equally between both parents. 

The current actual anticipation values (Table 6) reflect this reward/punishment 

mechanism. For instance, the actual anticipation value for S10 in Table 6 is 

computed as: 

 {(274 + 274)/2 + (274 + 318)/2 + (274 + 257)/2 + (274 + 324)/2}/4 + 58.5/2 

  = 283.625 + 29.25 = 312.875. 

Sequence S17’s actual anticipation value also has a penalty of 29.25 attached. S01 

and S15, however, have no such reward or penalty as yet. The remaining columns 

in Table 6 are computed as they were in Table 5. After iteration 1, the best 

solution still remains the same (i. e., a makespan of 257 corresponding to S17). 

The procedure continues iteratively in the manner just described. We highlight 

a few noteworthy aspects of the solution, below: 

1. At iteration 3, the best solution corresponds to sequence S23 with 

a makespan of 215. The same solution persists over the next two iterations. 

Thus, based on the assumed stopping criteria, the process terminates after 

five iterations and returns S23 (with an associated schedule having 

a makespan of 215) as the best solution.  
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2. In all iterations except at iteration 4, offspring are created using subtour-

chunking crossover on the two selected individuals. At iteration 4, 

mutation is performed on the selected sequence to generate an offspring.  

3. As we progress through the various iterations, reward/punishment is 

propagated among several levels of ancestors. For example, at iteration 

3 (Tables 7 and 8), S17 and S24 produce S23. The anticipated quality of 

the union is (257 + 255)/2 = 256. The actual makespan of S23 is 215. 

The penalty is thus 215−256 = –41 (i. e., actually a reward). This penalty 

is propagated among S23’s ancestors in the following fashion. S23  

has two parents and hence, the penalty is first divided in half. Parent S17 

has no ancestors and gets to keep all of its share (i. e., –41/2 = –20.5). 

Parent S24 has S10 and S17 as its parents. S24 keeps only half of its 

penalty (i. e., –41/4 = –10.25). The remainder is to be shared between  

its parents and any other ancestors. S10 and S17 have no ancestors  

and hence the remaining penalty is shared equally between them (i. e., 

each obtains −41/8 = –5.125). At the end of the propagation process, 

S10, accumulates a total penalty of −5.125, S17 accumulates a penalty 

of –(20.5 + 5.125) = –25.625, and S24 a penalty of –10.25. The actual 

anticipation values for S10, S17, and S24 reflect these rewards as well.  

4. Iterations 4 and 5 are both depicted using two tables each. Tables 9 and 

10 pertain to iteration 4, and Tables 11 and 12 pertain to iteration 5. 

Recall that we had set the population limit at six. At the end of iteration 

3 (Table 8), the population has six members. During iteration 4, another 

instance of sequence S17 is created through mutation of S23. As the 

population size is at its limit, we need to determine which of the seven 

individuals (i. e., the six existing sequences, plus the new offspring) 

belong in the population and which individual must be purged. Tem-

porarily, the new offspring S17 is placed in the population (as shown in 

Table 9). The total fitness values for all seven members are computed. 

The weakest member, S15, is eliminated. The population now contains 

S01, S10, S17 (old), S24, S23, and S17 (new). All measures must be 

reassessed for the new population of six members. These reassessments 

are shown in Table 10. Similar observations apply to iteration 5. 

Table 7. Population after iteration 2 

Sequence Actual 

makespan 

Actual 

anticipation 

Relative 

makespan 

Actual 

anticipation 

Total 

S01: 1234  318 301.80 0.2226 0.2044 0.4271 

S10: 2341  274 303.80 0.1918 0.2058 0.3977 

S17: 3412  257 295.30 0.1799 0.2000 0.3800 

S15: 3214  324 304.80 0.2268 0.2065 0.4333 

S24: 4321 255 270.30 0.1785 0.1831 0.3617 

Sum 1428 1476.00 1.0000 1.0000 2.0000 
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Table 8. Population after iteration 3 

Sequence Actual 

makespan 

Actual 

anticipation 

Relative 

makespan 

Actual 

anticipation 

Total 

S01: 1234 318 295.92 0.1935 0.1793 0.3728 

S10: 2341 274 292.79 0.1667 0.1774 0.3442 

S17: 3412 257 263.79 0.1564 0.1598 0.3162 

S15: 3214 324 298.92 0.1972 0.1811 0.3783 

S24: 4321 255 254.17 0.1552 0.1540 0.3092 

S23: 4312 215 244.42 0.1308 0.1481 0.2789 

Sum 1643 1650.00 1.0000 1.0000 2.0000 

Table 9. Population during iteration 4 

Sequence Actual 

makespan 

Actual 

anticipation 

Relative 

makespan 

Actual 

anticipation 

Total 

S01: 1234 318 294.71 0.1673 0.1512 0.3185 

S10: 2341 274 294.21 0.1442 0.1509 0.2951 

S17: 3412 257 275.71 0.1352 0.1414 0.2767 

S15: 3214 324 297.71 0.1705 0.1527 0.3232 

S24: 4321 255 258.21 0.1342 0.1324 0.2666 

S23: 4312 215 264.21 0.1131 0.1355 0.2487 

S17: 3412 257 264.21 0.1352 0.1355 0.2708 

Sum 1900 1949.00 1.0000 1.0000 2.0000 

Table 10. Population after iteration 4 

Sequence Actual 

makespan 

Actual 

nticipation 

Relative 

makespan 

Actual 

anticipation 

Total 

S01: 1234 318 290.33 0.2017 0.1786 0.3804 

S10: 2341 274 289.83 0.1738 0.1783 0.3522 

S17: 3412 257 271.33 0.1630 0.1669 0.3300 

S24: 4321 255 253.83 0.1618 0.1562 0.3180 

S23: 4312 215 259.83 0.1364 0.1598 0.2963 

S17: 3412 257 259.83 0.1630 0.1598 0.3229 

Sum 1576 1625.00 1.0000 1.0000 2.0000 
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5. In this particular example the impact of repeated reward/penalty 

propagations begin to be felt at iteration 5. In Table 12, if we were to 

pick parents based on actual makespan values alone, sequences S23 and 

S24 with makespans of 215 and 255, respectively, would be the most 

probable members of the genetic pool. But based on total fitness values, 

S23 and S17 (new) are more likely to be chosen for procreation at the 

next iteration, if any. 

6. It is worthwhile examining the dynamic nature of the underlying 

(implicit) set of reasoning rules and the fitness values associated with 

these rules. For example, after iteration 2 (Table 7) the population 

contains five sequences, namely, S01, S10, S17, S15, and S24. The 

system implicitly constructs meta-level reasoning rules of the form 

SaĺQa (fa) (as described in the preceding section), one for each member 

of the current population.  

  There are five such metarules after iteration 2: S01ĺ301.8 (0.4271), 

S10ĺ279.8 (0.3977), S17ĺ271.3 (0.3800), S15ĺ304.8 (0.4333), and 

S24ĺ270.3 (0.3617). The consequent of a rule corresponding to 

a sequence is the average makespan of an offspring based on all possible 

unions for the corresponding sequence. For instance, in S24ĺ270.3 

(0.3617), the right-hand value is {(255 + 318)/2 + (255 + 274)/2 + 

(255 + 257)/2 + (255 + 324)/2 + (255 + 255)/2}/5 = 1351.5/5 = 270.3. 

(These quantities may also be obtained from the actual anticipation 

values shown in column 3 of Table 7 by subtracting any rewards/pe-

nalties accrued by the sequences. Based on prior iterations, sequences 

S01, S15, and S24 have accumulated no rewards or penalties. Both S10 

and S17 have accumulated a net penalty of 24 each.) The rule fitness 

values are directly obtained from column 6 (i. e., the relative total) of the 

table.  

Table 11. Population during iteration 5 

Sequence Actual 

makespan 

Actual 

anticipation 

Relative 

makespan 

Actual 

anticipation 

Total 

S01: 1234 318 294.71 0.1673 0.1446 0.3119 

S10: 2341 274 308.12 0.1442 0.1511 0.2953 

S17: 3412 257 300.75 0.1352 0.1475 0.2828 

S24: 4321 255 286.03 0.1342 0.1403 0.2745 

S23: 4312 215 286.46 0.1131 0.1405 0.2537 

S17: 3412 257 264.21 0.1352 0.1296 0.2649 

S13: 3124 324 297.71 0.1705 0.1460 0.3166 

Sum 1900 2038.00 1.0000 1.0000 2.0000 
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Table 12. Population after iteration 5 

Sequence Actual 

makespan 

Actual 

anticipation 

Relative 

makespan 

Actual 

anticipation 

Total 

S01: 1234 318 290.33 0.2017 0.1693 0.3711 

S10: 2341 274 303.74 0.1738 0.1772 0.3510 

S17: 3412 257 296.36 0.1630 0.1729 0.3359 

S24: 4321 255 281.65 0.1618 0.1643 0.3261 

S23: 4312 215 282.08 0.1364 0.1645 0.3009 

S17: 3412 257 259.83 0.1630 0.1515 0.3146 

Sum 1576 1714.00 1.0000 1.0000 2.0000 

Each metarule SaĺQa (fa), is essentially an aggregation of a set of more detailed 

reasoning rules {Sa + SbĺQab(fab)}, corresponding to the different unions that Sa 

could participate in. Thus, the metarule S24ĺ270.3 (0.3617) is an aggregation of 

the following set of five rules:   

 S24 + S01 ĺ 286.5 (0.0767 + 0.0811 = 0.1578), 

 S24 + S10 ĺ 264.5 (0.0708 + 0.0752 = 0.146), 

 S24 + S17 ĺ 256 (0.0685 + 0.0717 = 0.1402), 

 S24 + S15 ĺ 289.5 (0.0775 + 0.0823 = 0.1598), 

 S24 + S24 ĺ 255 (0.0682 + 0.0682 = 0.1364). 

The first four rules in this set correspond to the crossover operator and the last rule 

embodies mutation. The consequent for a detailed rule is the average makespan of 

the two parents involved in the union. Thus, the consequent of 286.5 for 

S24 + S01ĺ286.5 (0.1578) is nothing but (255 + 318)/2. Each detailed rule can be 

associated with two metarules, one corresponding to each parent involved in the 

detailed rule. The fitness value for each detailed rule is obtained from the fitness 

of the associated parents in the following manner. 

Consider the rule S24 + S01ĺ286.5 (0.0767 + 0.0811 = 0.1578). Here, 0.0767 =  

(286.5/1351.5)×0.3617 and 0.0811 = (286.5/1509)×0.4271. Thus, the total fitness 

of S24 + S01ĺ286.5 is 0.1578. Essentially, the fitness value of a metarule is 

divided among its associated detailed rules by taking into account the contribution 

of the consequent of each detailed rule to the consequent of the metarule.  

During iteration 3, because the system chose crossover over mutation, the two 

selected rules, S24ĺ270.3 (0.3617) and S17ĺ271.3 (0.3800), are fired, resulting 

in the addition of S23 (see Table 8). It is easily verified that the rule 

S24 + S17ĺ256 (0.1402) is the fittest of all detailed rules pertaining to crossover 

in the entire detailed rule set. With the addition of S23, our meta rule set now 

contains six rules and the detailed rule set contains 21 rules (i. e., six new rules are 

added to reflect the possible unions between existing members and the newcomer 

to the population). As before the fitnesses for the metarules and detailed rules may 
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be obtained from the data contained in Table 8. The process continues in this 

fashion until termination. 

In closing, we make the following general observations. The best-thus-far 

makespan of 215 also happens to be the best solution that we would have ob- 

tained had we exhaustively evaluated all 24 sequences. The average makespan 

of the seed population consisting of the sequences S01, S10, and S17 is 

(318 + 274 + 257)/3 = 283. Our solution represents a 24% reduction in makespan 

compared with this average and a 16% improvement over the best of the seeds, 

namely S17. The true optimal solution to the problem (i. e., had we not restricted 

our search to sequence-dependent schedules only) could be better than 215. 

However, determining this optimum is no trivial task even for this relatively small 

problem. In general, performance evaluation would not be based on a single 

instance due to the random factors involved (i. e., selection of seeds, limit on 

population size, selection of operators, and the behavior of operators themselves).  

6 Conclusion 

In this chapter, we have examined various DSS paradigms from the perspective of 

learning by problem processors. DSS implementations that subscribe to these 

paradigms have employed supervised learning techniques to acquire all of their 

problem processing knowledge (PPK). Techniques employed to date include rote 

learning, instructional learning, deductive learning, and various supervised in-

duction methods. All of these approaches imply reliance on the external environ-

ment by the system to varying degrees depending on the specific strategies used.  

We advance another paradigm, called adaptive DSSs, whose problem pro-

cessors are endowed with some form of unsupervised inductive learning abilities 

in addition to other forms of learning to assist with developing PPK. Adaptive 

DSSs are, to some extent, self-teaching systems. Therefore, overall, an adaptive 

DSS entails less dependence on external agents than systems based on other 

paradigms. Relative to traditional DSSs, adaptive DSSs may well be more 

efficient and effective in solving problems in complex and/or dynamic domains, 

where predefinition of PPK is impossible and/or undesirable.  

We examine one such domain, the domain of problems involving the (static) 

scheduling of jobs in FMSs, and present an overview of the architecture for an 

adaptive DSS in this context. We demonstrate the learning process of the system 

using an example problem instance.  

Acknowledgements 

This chapter is adapted from Decision Support Systems, 10, C. W. Holsapple, R. 

Pakath, V.S. Jacob, and J. Zaveri, “Learning by Problem Processors: Adaptive 



690 Clyde W. Holsapple et al. 

Decision Support Systems,” pp. 85−108, with permission from Elsevier. Dr. R. 

Pakath’s participation in this research was made possible in part by a summer 

research grant from the College of Business and Economics of the University of 

Kentucky. The grant was made possible by a donation of funds to the College by 

Ashland Oil, Inc. 

Appendix A: An Overview of Genetic Algorithms 

and Their Applications 

Holland (1975) devised the genetic algorithm (GA) as a means to realizing 

learning through observation and discovery. The algorithm rests on the obser-

vation that a combination of sexual reproduction and natural selection allows 

nature to develop living species that are highly adapted to their environment. The 

method operates on a population of fixed size (N) and iteratively performs three 

steps: (1) evaluate the fitness of the individuals in the population, (2) select 

individuals according to their fitness to populate a genetic pool of size N, and (3) 

use various kinds of genetic operators on the genetic pool to construct a new 

population of size N. This process of learning and discovery continues until some 

prespecified stopping criteria is met. At this point, the population consists of a set 

of highly fit individuals. There are three basic kinds of genetic operators for use in 

step 3, namely, reproduction, crossover, and mutation. Reproduction and cross-

over are the most frequently used, with mutation being resorted to only relatively 

rarely. Numerous forms of the crossover operator have been identified including 

partially-mapped, position-based, order-based, and edge-recombination cross-

overs. The choice of operators for a given problem and the frequency with which 

each operator is used is usually problem dependent.  

GAs have been incorporated as part of two kinds of systems: learning system 1 

(LS1) (Smith 1980) and classifier systems (Booker et al. 1989, Goldberg and Kuo 

1987, Holland and Reitman 1978). Both systems are called rule discovery systems. 

They use the GA to facilitate the discovery of new rules to populate a rule set. The 

systems differ in their rule representation schemes and in their approaches to 

fitness evaluation. Liepins and Hilliard (1989) discuss several illustrative GA 

applications in various domains: image registration (Grefenstette and Fitzpatrick 

1985), surveillance (Kuchinski 1985), network configuration (Coombs and Davis 

1987; Davis and Coombs 1987, 1989), and gas and oil pipeline operations 

(Goldberg 1983, 1989). Fairly comprehensive bibliographies on basic GA 

research are provided by Goldberg and Kuo (1987) and Kodratoff and Michalski 

(1990). 
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Knowledge plays an important role in knowledge-based decision support systems (DSS). 

This is especially salient in dynamic environments where knowledge-based adaptive DSS 

operate. The role played by these DSS necessitates maintaining knowledge current since 

stale knowledge could lead to poor decision support. We present a generic adaptive DSS 

framework with learning capabilities that continually monitors itself for possible deficit in 

the knowledge base, expired or stale knowledge already present in the knowledge base, and 

availability of new knowledge from the environment. The knowledge base is updated 

through incremental learning. We illustrate the proposed generic knowledge-based adaptive 

DSS framework using examples from three different application areas. The framework is 

flexible by being able to be modified or extended to accommodate the idiosyncrasies of the 

application of interest. The proposed framework is an example artifact that naturally satis-

fies the design science guidelines. Moreover, by iteratively improving its performance 

through interactions and feedback from users, it also serves to bridge behavioral science 

and design science paradigms.  

Keywords: Adaptive decision support system; Machine learning; Design science 

1 Introduction 

Simon (1960) classifies decisions as structured (programmable, routine) or un-

structured (non-programmable) based on the decision-making process. A process 

could be unstructured because of poorly defined goals, uncertainty, novelty, time 

constraints, lack of necessary domain knowledge, large search space, need for data 

that cannot be quantified, etc. Involving well-defined decision-making procedures, 

a structured decision-making scenario could be approached using algorithms and 

decision rules. A majority of decision-making situations, however, involve semi-

structured problems with both structured and semi-structured components. These 

semi-structured and unstructured decision-making situations require more than 

standard deterministic algorithms/tools. Decision support systems (DSS) fit the 

bill in being able to deal with these decision-making situations. DSS are support 
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tools used by decision-makers primarily for semi-structured and unstructured 

problems (Gorry and Scott-Morton 1971). DSS tools span the entire spectrum 

from aiding in “what-if?” analyses to complex knowledge-based tools that can be 

used to automate systems.  

Most real-world decision-making environments are not static. The traditional 

DSS is static (passive) in the sense that it operates on standardized or well-defined 

input data using a pre-programmed set of routines and responds only to a pre-

specified set of inputs from the user (Carlsson et al. 1998). This essentially reduces 

the DSS to providing decision support in only well-defined, unambiguous, and 

structured decision-making problem situations, while the user expectations dictate 

that these DSS be able to deal with unstructured problems in a dynamic, uncertain, 

and increasingly complex management environment with just as much ease. 

Therefore, using a static tool in an ever-changing dynamic environment leads to 

poor fit as well as poor decision outcomes. This gap between expectations and 

what was delivered remained until knowledge-based systems became popular. 

This is when adaptive (or, active) DSS come into play. Active DSS are proactive 

and are able to deal with complex, unstructured decision-making situations that 

involve ambiguities (Carlsson et al. 1998). 

A typical generic framework for DSS, initially presented in Bonczek et al. 

(1981) and later modified by Dos Santos and Holsapple (1989), is given in  

Figure 1. 

In the framework given in Figure 1, the user interacts with the language system 

(LS) and the presentation system (PS), which in turn interact with the problem 

processing system (PPS). The knowledge system (KS) contains, in essence, the 

knowledge base in the system. The LS and PS constitute the user interface, and 

these ‘subsystems’ translate user’s requests as well as response from the system 

generated by the PPS. The PPS uses knowledge from KS to support decision-

making processes. Although this framework incorporates a knowledge-based com-

ponent, the knowledge base is static in the sense that the means to update stored 

knowledge is not specified. 

 

Figure 1. A generic decision support system framework (adapted from Dos Santos 
and Holsapple, 1989) 



 A Learning-Enhanced Adaptive Decision Support System Framework 699 

Given the need for dynamic decision support tools that can operate in dynamic 

environments where complex decision problems are ill-defined, ambiguous, and 

unstructured or semi-structured, it is rather surprising to observe the absence of 

a clearly-defined knowledge-based framework that captures the essence of dy-

namic DSS. Although systems for dynamic decision support are developed in an 

ad hoc fashion, there is a need to formalize the basic structure of such a DSS. The 

primary purpose of this paper, therefore, is to formally define and analyze the 

structure of a dynamic knowledge-based DSS. To this end, we propose a generic 

structure and then show how some existing knowledge-based dynamic DSS that 

we have developed in the past fit in this framework.  

The presented generic dynamic knowledge-based DSS framework could also be 

viewed as a product of design science (Hevner et al. 2004), where information 

system artifacts that meet identified business needs are built and evaluated. Design 

science in the information systems discipline addresses ‘wicked’ problems that are 

characterized by unstable specifications in ill-defined environments, complex 

interactions among subcomponents, inherent flexibility in designed artifacts, and 

dependence on human creativity teamwork (Hevner et al. 2004). The adaptive 

DSS framework we propose is designed to address such ‘wicked’ problems, and 

we illustrate this using three realistic examples in this chapter. In addressing the 

question of utility that this artifact provides, most existing DSS do not incorporate 

knowledge-based or learning components that help them to be as agile and proac-

tive as the proposed framework. 

The process of designing and developing a dynamic DSS is essentially itera-

tive, where building and evaluation, especially the knowledge base, is repeated 

a number of times before settling on a final design artifact (Markus et al. 2002). In 

most dynamic environments, there is no such thing as a final design artifact due to 

the fact that all or some of environment, users, and application scenarios change 

over time. As opposed to routine design, the presented generic adaptive DSS 

framework follows one of the principles of design science: the basic framework 

can be replicated with appropriate modifications to disparate application domains. 

As per Hevner et al. (2004), design science guidelines dictate that rigorously de-

fined novel artifacts that yield utility be created with purpose for a specific prob-

lem domain. These artifacts usually incorporate some means to search through the 

problem space to identify the most appropriate solution to a problem. The pro-

posed framework satisfies all these guidelines, except for the last guideline, which 

specifies that the created artifact be disseminated to both technical and managerial 

audiences. The learning-enhanced adaptive DSS framework potentially purports to 

address this guideline of design science. 

This chapter is organized as follows: rationale for the need for an adaptive DSS 

framework and some example applications where such a framework might be 

appropriate are presented in the next section. Section 3 begins with a description 

of the proposed generic adaptive DSS framework followed by three example ap-

plications from different domains. Section 4 provides a discussion on the design 

science perspective, specifically its suggested guidelines and how the proposed 
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framework follows these. Section 5 concludes this chapter with some thoughts on 

the presented adaptive DSS framework. 

2 Adaptive DSS 

Ideally speaking, an adaptive DSS must be able to support decision – making 

while being adaptive to changes in both the user preferences and the environment. 

The dynamics of change can have different sources, including the problem envi-

ronment; user preference, including changes in performance criteria; as well as 

whether to be proactive or reactive to decision-making situations later in time.  

Dynamics in the problem environment could manifest in several forms including 

those that are expected and unexpected in the normal course of the system’s life-

time. Examples of expected dynamics include the arrival of jobs in a manufacturing 

shop floor, the arrival of a new order in a supply chain node, the creation or destruc-

tion of nodes in the supply chain (e. g., inclusion or exclusion of suppliers), and the 

arrival of new knowledge in systems used for intelligent tutoring. Examples of 

unexpected dynamics include the arrival of ‘hot jobs’ in a shop floor, ‘expedite 

orders’ in a supply chain, and the use of intelligent tutoring systems designed for 

students without learning disabilities by students with learning disabilities.  

Dynamics in the system could also be influenced by changes in performance cri-

teria. An adaptive DSS should have the capability to deal with these situations with-

out being brittle, and, in the worst case, through graceful degradation. Examples of 

changes in performance criteria include a change from minimizing mean flow time 

to minimizing make-span in a flexible flow shop manufacturing system, change of 

emphasis from unit price to quality in a supply chain, and from concentrating on 

thoroughly learning a few concepts to shallow learning of several concepts.  

The adaptive DSS should also be capable of dealing with issues both proac-

tively and reactively although being proactive is difficult in a great number of 

real-world scenarios. For example, the adaptive DSS must be able to proactively 

increase inventory on time for a sudden unexpected spike in new orders while 

maintaining or following the just-in-time inventory policy. 

In addition to the above, a dynamic environment is characterized by time-

variant parameters that feed into a decision-making process. In addition to previ-

ously used variables/parameters in similar decision-making scenarios, new ones 

may need to be added as new information becomes available or some of the ones 

in use need to be discarded because of their limited usefulness in the current envi-

ronment.  

The knowledge-based adaptive DSS framework presented in this chapter is 

capable of thriving in environments with the dynamics mentioned above. It is 

also a generic framework artifact and, as per the notions of design science, in-

stantiations of it can be developed for specific applications to solve existing real-

world problems (Hevner et al. 2004). Moreover, in compliance with the mandates 

of design science, the proposed generic framework can be used to addresses 
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important unsolved problems in unique or innovative ways, or solved problems 

in more effective or efficient ways. 

Some example application areas where an adaptive DSS might be appropriate 

include manufacturing factory floor scheduling, supply chain management, and 

intelligent tutoring systems. All these application areas have the sort of dynamics 

as explained above. In the next section, we provide example illustrations from 

these three application areas using the proposed adaptive DSS framework. 

3 Adaptive DSS with Learning  

The proposed generic adaptive DSS framework (Figure 2) contains four main 

components that work in concert to effectively render its adaptive capability: 

learning, problem-solving, simulation, and performance-evaluation. These syner-

gistically work together to deliver a framework that benefits from the combined 

strength of each individual component. In addition to the knowledge base compo-

nent given in Figure 1, we include the adaptive DSS framework by incorporating 

learning, simulation, and performance-evaluation mechanisms. We first discuss 

the proposed framework and each of these components in detail, and then provide 

example applications of the framework.  

 

Figure 2. The adaptive decision support system framework 
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3.1  The Proposed Adaptive DSS Framework 

In this subsection we present and discuss each of the components comprising the 

framework.  

3.1.1  Learning Component 

Learning is an important characteristic of any intelligent system. Learning from 

experience has several advantages. It enables a system to incrementally build and 

improve its knowledge base when and where deficits are identified through con-

tinual feedback from the environment. Although it is not possible to begin with 

a ‘perfect’ or ‘complete’ knowledge - base, which contains all possible knowledge 

of the domain of interest in most applications, the capacity to learn over time alle-

viates this burden on the system.  

Without learning, a system is bound to repeat mistakes, which can prove to be 

expensive in monetary terms as well as in terms of other resources, including time. 

The knowledge base of a system that does not have learning capabilities is bound 

to be static and hence become quickly stale in terms of knowledge in most dynamic 

environments that necessitate dynamic updating of the knowledge base to remain 

current. Static knowledge base are appropriate only in scenarios where the know-

ledge base contains the complete domain knowledge that does not change with 

time, and in static environments. Unless we are dealing with toy problems, it is 

hard to envision an application area where a static knowledge base is appropriate.  

Learning can occur in response to external stimulus either from another sys-

tem(s) or through human input. The process can also be automated so learning 

takes place from within the framework through mistakes and feedback received 

from the environment. In general, learning involves known knowledge (rein-

forcement), completely new knowledge, as well as updates or modifications to 

existing knowledge in the system’s knowledge base. Learning is an important 

characteristic of the proposed adaptive DSS, unlike most other existing adaptive 

DSS. The learning component constitutes the core of the proposed adaptive DSS 

framework since it is the primary source of knowledge. 

We focus on machine learning as the mode of learning in the proposed frame-

work. Algorithms that have been developed under the general rubric of machine 

learning can be classified as belonging to either supervised or unsupervised learn-

ing categories. Supervised learning involves learning using the characteristics as 

well as the concepts of interest, while unsupervised learning involves learning 

using just the characteristics of interest. Since we know both the characteristics of 

interest and the concepts that correspond to any given set of characteristics in 

application areas where use of such a DSS is beneficial, we use supervised learn-

ing in the proposed adaptive DSS framework.  

Any of the several existing supervised machine learning algorithms such as  

decision trees, decision rules, feed-forward neural networks, genetic algorithms, 

etc., could be used in this component. Depending on the domain of interest, more 
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specifically on the data characteristics including data types (e. g., numeric, alpha-

numeric, symbolic) and interactions among themselves in the domain of interest, 

an appropriate algorithm can be selected. For example, some algorithms, such as 

those that are used in feed-forward neural networks, work better with real-valued 

data, while some others, such as those used in inducing decision trees, work better 

with symbolic data in general.  

Schaffer’s (1994) work and later the well-known Wolpert and Macready’s 

(1995, 1997) no free lunch (NFL) theorems for search and optimization state that 

the performance of search, optimization, or learning algorithms are equal when 

averaged over all possible problems. A corollary of the NFL theorem is that if an 

algorithm performs better than average on a given set of functions, it must perform 

worse than average on the complementary set of these functions. In other words, 

an algorithm performs well on a subset of functions at the expense of poor per-

formance on the complementary set of these functions. A consequence of this is 

that all algorithms are equally specialized (Schumacher et al. 2001). Since the 

performance of all algorithms is similar, there can be no algorithm that is more 

robust than the rest. NFL applies to cases where each function has the same prob-

ability of being the target function. This was later extended (e. g., Igel and Tous-

saint 2003; Schumacher et al. 2001) to provide necessary and sufficient conditions 

for subsets of functions as well as arbitrary non-uniform distributions of target 

functions. The NFL theorems and related work that followed raise serious ques-

tions on blindly applying an algorithm (e. g., neural networks, genetic algorithms) 

to data (e. g., Culberson 1998). Both data and/or problem characteristics, as well 

as the suitability of a given algorithm, have to be considered to obtain better per-

formance. Performance, in this context, depends on at least two different entities: 

the algorithm and the data set. The NFL theorems deal with the performance of 

algorithms. Data characteristics (noise, missing values, complexity of distribution 

of data, instance selection, etc.) can and do significantly affect the resulting per-

formance of most, if not all, algorithms. 

Given the implications of the NFL theorems, it cannot be overstated how criti-

cal it is to select the most appropriate algorithm as well as to incorporate domain 

knowledge (in the form of hints) in the learning algorithm to avoid some of the 

problems associated with the NFL theorems. Other considerations include the time 

taken to learn a concept of interest, since an application might prove to be time-

critical, i. e., one that necessitates learning concepts quickly in real-time. For ex-

ample, genetic algorithms and the back-propagation algorithm and its variants 

used in feed-forward neural networks are iterative in nature and could possibly 

take longer to learn a concept. Others such as decision trees or decision rules are 

one-pass algorithms that are generally fast learners. The quality of learned con-

cepts is, of course, of paramount importance. The choice of algorithm used in the 

learning component should, therefore, depend on several factors, including data 

characteristics, learning accuracy, quality of learned concepts including represen-

tational conciseness, learning speed, among others.  

The learning component interacts with the simulation and problem-solving 

components. The simulation component provides input data/information, whereas 



704 Michael Shaw and Selwyn Piramuthu 

the problem-solving component receives output from the learning component. 

Essential characteristics of the learning component include the ability to (1) con-

cisely, accurately, and quickly learn the concepts of interest, (2) accept input data 

in the necessary format from the simulation component, and (3) output learned 

concepts in a form that is required of the problem-solving component.  

3.1.2  Problem-solving Component 

Decision support tools range anywhere from naive tools that react to a user’s  

request by calculating and delivering solutions to routine structured problems 

where all necessary inputs are deterministically known, to fairly sophisticated 

‘intelligent’ tools that proactively seek to provide appropriate support for mak- 

ing decisions in semi-structured or even unstructured environments. Dynamic 

environments that are essentially characterized by uncertainties in several dimen-

sions necessitate a reasonably ‘smart’ decision support tool. These decision sup-

port tools are required to provide or assist in generating ‘good’ decisions in real-

time.  

Problem-solving capability is an essential characteristic of an adaptive DSS 

since it is a requirement for supporting decision-making situations. Compared to 

humans, the speeds at which computers are able to solve problems are measured in 

multiple orders of magnitude. This is beneficially utilized in the proposed adaptive 

DSS framework. The problem-solving component in the proposed framework 

receives input from the learning component and the environment, and includes 

two sub-components: the knowledge base and the problem-solver. The learning 

component provides the knowledge that is incorporated in the knowledge base. As 

knowledge in the knowledge base becomes stale or when new knowledge or up-

dates to existing knowledge become available, the learning component provides 

necessary knowledge input to render the knowledge base current. The other input 

to the problem-solving component comes from the environment in terms of input 

data essential to solve the decision problem of interest.  

There are two sets of output from the problem-solving component: solution to 

the decision-making problem (decision) and information about the problem as 

well as its solution to the performance-evaluation component. The problem-

solving component uses the knowledge stored in its knowledge base, input from 

the environment, and necessary problem-solving skills or algorithms it possesses 

to generate its output. These outputs depend critically on the quality of the know-

ledge base, the way in which input from the environment are parsed and mapped 

to existing knowledge, and the steps involved in integrating these to determine the 

appropriate output.  

Essential characteristics of the problem-solving component include the abilities 

to update its knowledge base using input from the learning component, to appro-

priately invoke necessary knowledge from its knowledge-base and use it to solve 

the input decision-making problem from the environment with the problem-solver, 

and to provide the most appropriate solution output for a given combination of 

existing knowledge and problem of interest.  
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3.1.3  Simulation Component 

The simulation component, as the name suggests, is used for simulating necessary 

training examples to be used as input to the learning component. System simula-

tion is the mimicking of a real system operation in a computer. Instead of building 

extensive mathematical or analytical methods where the methods of analyzing the 

system are mostly theoretical, computer-based simulation modeling can be used to 

approximate any real-world system to a reasonable degree of accuracy. As this 

approach is more reliable, the simulation approach provides more flexibility and 

convenience. Simulated experimentation accelerates and effectively replaces the 

‘wait and see’ anxieties in the discovery of new insight and the explanations of 

future behavior of most real systems.  

The primary purpose of the simulation component is to help the learning com-

ponent populate the knowledge base with relevant knowledge as, and when, this is 

deemed appropriate. This component is used when real-world data satisfying re-

quired specification are unavailable or difficult to obtain when and where neces-

sary. The ideal case is, of course, to have instantaneous access to any amount of 

real-world data that satisfy required specifications. However, most real-world 

systems are resource-constrained, and cannot be invoked at random times to pro-

vide necessary data. Even if this is allowed or possible, it is not possible to obtain 

necessary data on time since real systems run in real-time, which could be longer 

than desirable. Moreover, running the real system for all possible or necessary set 

of parameters would not be feasible due to monetary and/or physical constraints.  

Th simulation component can be used to model any real system as close to real-

ity as is desired to study its dynamics. From a dynamic DSS point of view, the 

simulation component only needs to model the parts of the system that essentially 

drive its dynamics. When the adaptive DSS framework is initially instantiated, the 

simulation component is used to generate sufficient input (training examples) for 

the learning component, which in turn extracts patterns from these examples to 

generate knowledge. During the course of operation, the simulation model is 

called in periodically to provide necessary input data for the learning component. 

This occurs when the performance-evaluation model identifies deficits in the 

knowledge base stored in the problem-solving component, as evidenced by its 

poor performance on recent inputs from the environment. These deficits can be 

addressed through appropriate sampling of data with specific characteristics from 

the system of interest and generating input (training examples) for the learning 

component.  

The simulation component thus interacts with the performance-evaluation and 

learning components. It receives specifications for generating training examples 

from the performance-evaluation component and generates necessary training 

examples, which are then transferred to the learning component. Given its roles, 

this component must be capable of modeling the real system of interest as accu-

rately as possible for data generation purposes, be able to generate necessary data 

as required, and be able to output training examples that satisfy required quantity 

and characteristics.  
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3.1.4  Performance-evaluation Component 

The purpose of the performance-evaluation component is to indirectly keep the 

knowledge base in the problem-solving component current. Although most DSS 

do not have a component that evaluates its own performance, an adaptive DSS 

benefits from this component through internal feedback. Using input from the 

problem-solving component which is comprised of data from recent system per-

formance, the performance-evaluation component either assigns appropriate inter-

nal credit when the performance of the system was as expected or identifies defi-

cits when the system performance was worse than expected. In the former case, 

the system identifies the parts of the knowledge base that were used in the deci-

sion-making process and assigns (reinforcement) credit, which can then be used to 

efficiently design the knowledge base for effective performance. In the latter case, 

it identifies the source of the deficits. Specifically, the best course of action for 

a given decision-making scenario. This is then translated to appropriate sets of 

required training examples, and a request for the training examples is sent to the 

simulation component.  

This component is responsible for proactively keeping the knowledge base 

from becoming stale. This is primarily done through monitoring the quality of the 

knowledge base indirectly through the performance of the system. A poor system 

performance indicates incomplete or stale knowledge in the knowledge base. If the 

knowledge base is incomplete, there is a need to identify and generate the ‘missing 

pieces’ of knowledge. If the knowledge base is found to have necessary know-

ledge, albeit stale, either a complete overhaul of that part of the knowledge base 

can be done, or additional knowledge can be added to refresh the knowledge base. 

Given these requirements, the necessary characteristics of this component include 

the ability to identify staleness and incompleteness in the knowledge base using 

input from the problem-solving component, and the ability to translate deficit 

identification to specifications for additional training examples that are sent to the 

simulation component.  

3.2  Examples Using the Proposed Framework 

In this section, we provide three instantiations of the proposed framework from 

disparate application areas. The first is from the manufacturing scheduling area. 

This is followed by an example from supply chain configuration area. The third, 

and last, example is from the intelligent tutoring system area. 

3.2.1  Pattern Directed Scheduling 

The pattern directed scheduling (PDS) framework (Figure 3) is an example of the 

proposed generic framework (Shaw 1988; Shaw et al. 1992; Piramuthu et al. 1998). 

Although the PDS framework has evolved over the years with the incorporation of 

feature selection, feature construction, etc., the basic adaptive DSS framework 
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remains unchanged. Comparing the generic dynamic DSS framework presented  

in this paper to the PDS framework, the simulation component is represented by 

the training examples generator; the learning component is represented by the 

learning module; the problem-solving component is represented by the PDS mod-

ule; and the performance-evaluation module is represented by the critic module. 

The PDS framework has been successfully used to schedule machines in job shops 

as well as flow shops under several different performance criteria, and has been 

shown to result in improved performance under dynamic environments.  

The PDS framework is used to schedule jobs at both the factory floor and indi-

vidual machine levels. Manufacturing scheduling is known to be a difficult prob-

lem, even without uncertainties. With the addition of uncertainties such as ma-

chine breakdowns, variations in arrival times of jobs, etc., the scheduling problem 

becomes intractable, even for a small number of machines. These problems are, 

therefore, approached using scheduling heuristics (e. g., first-come, first served; 

earliest-due-date-first; shortest processing time first; longest-processing time first) 

to obtain satisfactory performance results (e. g., minimizing make-span or mean 

flow time). However, no one heuristic performs the best overall, i. e., there is no 

dominant heuristic that can be applied across all the different scenarios a man-

ufacturing shop floor goes through in its lifetime. There is a need to be able to 

dynamically choose the most appropriate heuristic at any given point in time. 

Before PDS was introduced (Shaw 1988), there was a clear lack of a feasible 

mechanism to approach this problem. 

 

Figure 3. The pattern directed scheduling framework 
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PDS dynamically chooses among the different heuristics based on current patterns 

exhibited by the system at any given instant in time of interest. The training ex-

amples generator generates appropriate training example data through simulation. 

This is done by basically considering each heuristic in turn for various system 

parameters and picking the heuristic that is the best for a given set of system pa-

rameters. These examples are then used in the learning module, which learns to 

map ranges of parameter values to the best scheduling heuristic for that range. So 

far, most implementations of the PDS framework use decision rules for knowledge 

representation in the stored knowledge base. An example of such a rule for a given 

machine on the manufacturing shop floor is: 

 (Buffer content ≤ 10) & (Machine utilization ≥ 0.63) & 

 (Coefficient of variation of processing time ≤ 0.16) ĺ SPT 

i. e., the shortest processing time (SPT) heuristic is selected to be used for schedul-

ing when buffer content in front of that machine is less than or equal to 10, the 

utilization of that machine is greater than or equal to 0.63, and the coefficient of 

variation of processing time for that machine is less than or equal to 0.16. 

The knowledge base in the PDS module contains a collection of such decision 

rules. When there is only one job waiting to be processed by a machine, there is no 

need to use the knowledge base for scheduling since none of the scheduling heu-

ristics apply to this scenario. However, in most real-world scenarios, a machine 

usually has several jobs that are waiting to be processed at any given point in time. 

When it’s time to process the next job, the machine has to decide which among the 

jobs waiting to be processed should be processed next. The PDS module takes 

a snapshot of the system, which provides it information about the current status of 

the system, as measured by various parameters and their values. With the current 

snapshot of the system, the knowledge base, and other control knowledge, the 

PDS module is able to select the appropriate heuristic. This process is repeated for 

every job until there are no more jobs remaining to be processed on that machine. 

When the shop floor has several machines, a similar process is independently 

replicated in each of the machines as well as for the system as a whole, consisting 

of the entire set of machines.  

In the PDS framework example given in Figure 3, each of the modules contains 

context-specific sub-modules. In Figure 3, for example, we are interested in two 

separate decision-making scenarios in a flexible flow line manufacturing system: 

job-release into the shop floor, and dispatching at each individual machine, hence 

the reason for two separate knowledge bases in the PDS module. These two deci-

sions (job-release and dispatching) are clearly not independent of each other, and 

ultimately the performance of the system depends on the combined performance 

of decisions at these two levels.  

One of the problems faced in scheduling manufacturing systems from a ma-

chine learning perspective is the paucity of control variables (e. g., buffer content, 

machine utilization, contention factor). Although there is no lower limit for the 

number of control variables, in principle it is better to use several control variables 
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simply because it provides a richer space for learning and the effects due to ran-

dom variances are spread out among the different control variables. Feature con-

struction was used (Figure 3) to improve the information content of input variables 

used for learning. The chattering controls used as input are also specific to this 

application. It is used to avoid machines from switching among different heuristics 

for every job. Frequent switching among heuristics could lead to unnecessary 

nervousness in the system. The output from this system is the most appropriate 

job-release and dispatching heuristic for any given snapshot of the system, while 

satisfying constraints including those due to chattering controls. 

3.2.2  Automated Supply Chain Configurer 

The automated supply chain configurer (ASCC) is another example of the proposed 

framework. Here, again, the generic framework is modified appropriately to fit  

the application (Piramuthu 2005a). Comparing the generic dynamic DSS frame-

work to ASCC, the simulation component is represented by the sampler module; the 

learning component, by the learning module; the problem-solving component, by 

the knowledge base and dispatcher modules, and the performance-evaluation com-

ponent is represented by the performance element module (Figure 4).  

 

Figure 4. Automated supply chain configurer (ASCC) framework 
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The ASCC framework, as the name suggests, is used in the supply chain context 

to configure supply chains. A majority of the published literature on supply chain 

management generally assume a given supply chain network and then study means 

to optimize (e. g., inventory levels, profit margin) within that network. The fixed 

supply chain network assumption probably worked a few decades ago when there 

were no direct links among manufacturers, suppliers, distributors, warehouses, etc. 

With the advent of the Internet, specifically the Web and related technologies, it is 

no longer reasonable to assume away a fixed supply chain network configuration. 

For example, even in a simple drop-shipment context, a buyer has a choice from 

among several suppliers. Although this was the case even before the Internet, or-

ders placed through the Internet can be automatically directed to the most appro-

priate vendors in real-time, thus speeding up order placement, improving customer 

service, and improving the bottom-line, since the cheapest and quickest vendor can 

be effectively chosen for each individual order. In doing this, the supply chain can 

essentially be reconfigured for each order that comes through. The ASCC frame-

work is an attempt at automating this process. 

Similar to PDS, the ASCC framework uses decision rules to automatically se-

lect among a set of vendors one stage up-stream. Each of the nodes in the supply 

chain is assumed to be an autonomous agent in which ASCC framework is im-

plemented. A supply chain has several stages with several players at each stage. 

The ASCC framework assumes that a supplier at a given stage places orders from 

supplier(s) from one stage up-stream and not from another agent in the same stage, 

although this is feasible in reality. However, given that every agent at a given 

stage has access to the same set of agents one stage up-stream, this assumption is 

not unreasonable. Each of these agents makes myopic decisions when they place 

orders from agent(s) one stage up-stream. An agent at any given stage is assumed 

to have the necessary knowledge about every agent one stage up-stream. For ex-

ample, an agent may know that one of the agents one stage up-stream can deliver 

100 units of part P in 4 days for a unit cost of $4.25. This same agent knows simi-

lar information from all the vendors in that stage up-stream. The same set of in-

formation is available to every agent in the supply chain. 

With knowledge of such information as input, the learning module in the ASCC 

framework can learn and generate decision rules of the form: 

 (Lead_time < 8) & (14 < quantity < 21) ĺ Vendor53 

In other words, for an order satisfying the premise of this rule, if the amount of 

time the customer is willing to wait is less than 8 time units and the quantity re-

quired is between 14 and 21, Vendor53 is the most appropriate vendor for this 

order. It is quite possible for the next order to be sent to another vendor and the 

following order to be sent to yet another vendor, etc. Unlike the PDS case with 

scheduling heuristics whose effectiveness diminishes when different heuristics are 

used for each successive job, the supply chain benefits from switching among 

suppliers for different orders. This, of course, ignores batching effects where cost 

might be lower if larger quantities are ordered from the same vendor at any given 

time. This, however, may not be feasible under all circumstances. For example, in 



 A Learning-Enhanced Adaptive Decision Support System Framework 711 

the drop-shipment case, since the ultimate customer for each order may be at dif-

ferent locations with different needs, batching is probably not the most effective 

way to place orders.  

Since the number of vendors changes over time, the ASCC framework should 

be capable of updating its knowledge base when necessary. However, this is not of 

concern here due to the incremental learning capability of some machine learning 

algorithms that necessitate only a part of the knowledge base to be updated as 

appropriate. This can be accomplished in real-time without appreciable degrada-

tion in system performance. 

In the ASCC framework, the knowledge base and dispatcher are modeled as 

separate modules that interact with each other. Essentially, these take on the same 

responsibility as the problem-solving component in the generic dynamic DSS. The 

ASCC framework is capable of dynamically routing orders throughout the supply 

chain in real-time. 

3.2.3  Intelligent Multi-agent Pedagogical System (IMAPS) 
Framework 

The intelligent multi-agent pedagogical system (IMAPS) is yet another example of 

the dynamic DSS framework (Piramuthu 2005b). Comparing the adaptive DSS 

framework and the intelligent tutoring system framework, the performance-

evaluation component is represented jointly by the lesson planner and explainer 

agents, the problem-solving and simulation components are represented jointly by 

the knowledge-base manager and external knowledge source manager agents, and 

the learning component is represented jointly by learning quality monitor and 

tester agents (Figure 5).  

Intelligent tutoring systems have been in existence for decades, and their charac-

teristics can be beneficially applied in information communication technology 

(ICT) environments. The “intelligence” in these systems is seen through the way 

these systems adapt themselves to the characteristics of the students such as speed 

of learning, specific areas in which the student excels as well as falls behind, and 

rate of learning as more knowledge is learned. In such intelligent learning envi-

ronments, the agent or set of agents can be modeled to perform pedagogical tasks. 

The interactions among these agents and students include instructing, evaluating 

feedback from students, learning the characteristics of students, tailoring instruc-

tions as per the characteristics and feedback received, keeping abreast of new do-

main knowledge as and when they occur, and being able to adjust to variable stu-

dent learning rates. Thus, these agents have to be able to both instruct and learn at 

the same time and also have the ability to adapt to disparate learning environments. 

Here, the modeled system consists of a network of agents that work coopera-

tively to deliver lessons effectively to students. Seven primary agents operate 

together in this system: Web interface agent, learning quality monitor agent, les-

son planner agent, knowledge-base manager agent, explainer agent, tester agent, 

and external knowledge source manager agent. These agents work together coop-

eratively to provide an environment that is conducive for learning. Through the 
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Web interface agent the student has direct access to the lesson planner, explainer, 

and tester. The Web interface agent provides a user-friendly interface between the 

student and the system. Each message that passes through this interface is logged, 

and the student can easily get back to where he or she left during a previous ses-

sion. The Web interface agent also packages delivery of lesson materials with 

appropriate graphical user interface, incorporating necessary pictures, video, 

sound, and animation that enhance the content that are delivered. In addition to 

delivering materials from the lesson planner, explainer, and tester agents, the Web 

interface agent also actively collects data about the student and delivers them to 

the learning quality monitor (LQM) agent. 

The knowledge-base Manager agent coordinates gathering knowledge from ap-

propriate knowledge bases (KB1..KBn in Figure 5) and delivers them to the lesson 

planner, explainer, and tester agents as necessary. The knowledge-base manager 

agent updates the knowledge bases with relevant knowledge when deficiency is 

detected either by the lesson planner agent or by the explainer agent. Deficiencies 

are detected when necessary knowledge is found to be missing by the lesson plan-

ner or when a query from a student cannot be answered satisfactorily by the sys-

tem. Whenever deficiency in stored knowledge is detected, the external know-

ledge source manager agent identifies and locates appropriate external sources 

(e. g., person, book, agent, etc., represented by KS1 .. KSm in Figure 5) for neces-

sary knowledge. The lesson planner agent coordinates with the student in deciding 

the frequency, intensity, and the means of delivering the lessons. 

 

Figure 5. Intelligent multi-agent pedagogical system (IMAPS) framework 
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The learning quality monitor (LQM) agent is used in addition to the tester agent 

to monitor active learning by the student. As opposed to the tester agent, which 

tests knowledge on the lessons the student has obtained at any given point in time, 

the LQM agent silently keeps track of the student’s progress in a non-invasive 

manner. Performing diagnosis in a non-invasive manner avoids interrupting the 

student during learning (e. g., F-SMILE (Virvou and Kabassi 2002)).  

In a sense, inputs to the LQM agent can be considered as if from multiple sen-

sors that monitor several related events that occur via the Web interface agent. 

Specifically, for a start, the LQM agent gathers information on the following: (1) 

Did the student request for lessons to be delivered sequentially, as per lesson plan, 

or was lesson delivery ad hoc, as per the interests and/or prior knowledge of the 

student? (2) Amount of time spent per lesson. (3) Amount of (uninterrupted) time 

spent per session. (4) The number of times the student went back (back-tracking) 

to what was already seen in that session/lesson. (5) Frequency of help requests. (6) 

Average time spent on a given “page” during a lesson plan. These attributes are 

not exhaustive, and other necessary attributes can be added over time. An impor-

tant characteristic of any chosen attribute is that it must be quantifiable and easy to 

capture in the system. 

4 The Design Science Perspective 

We presented a means to designing a generic framework for adaptive decision 

support systems and showed three instantiations with appropriate modifications as 

per the idiosyncrasies of the application domain. The addition of a learning com-

ponent enables the DSS to take empirical observations about performance into 

account and accordingly revise its knowledge base. Therefore, this adaptive DSS 

framework is an example of an approach that integrates design science with be-

havioral science, wherein the behavior dynamics of the system can be evaluated. 

In their recent paper, Hevner et al. (2004) presented seven design science guide-

lines that help acquire knowledge and understanding of a design problem and its 

solution through building and applying an artifact. We present each of these in 

turn and briefly discuss how the proposed dynamic knowledge-based DSS frame-

work measures in term of these guidelines. The guidelines proposed by Hevner 

et al. (2004) are as follows: 

1. Design science requires the creation of an innovative and purposeful ar-

tifact. 
The adaptive DSS framework is an innovative artifact since existing ge-
neric adaptive DSS frameworks do not incorporate the capacity to learn. 
And, without learning, the capability to be adaptive becomes ineffective 
and it erodes rapidly with time, as changes in dynamics of system and 
environment dictate continual learning. The proposed dynamic DSS is 
purposeful since it is designed for use in dynamic environments where 
learning is of paramount importance. 
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2. The artifact thus created must be relevant.  
The proposed framework is relevant, and can be instantiated in dynamic 
application areas to show its applicability in several real-world adaptive 
decision-making scenarios. We used three examples of published adaptive 
DSS work from disparate domains to show the applicability of the pro-
posed adaptive DSS framework. 

3. Thorough evaluation of the artifact must reveal its utility. 
We view the utility in the proposed framework in terms of performance 
measures, which vary across application domains. For example, in the 
dynamic manufacturing shop floor scenario, the performance measure 
could be minimizing make-span, whereas in the supply chain manage-
ment context, it could be minimizing inventory. A successful artifact 
proves itself through better performance based on appropriate perform-
ance criteria. Published results based on specific applications provide 
strong evidence for the utility of this artifact. The artifact must be novel 
and innovative in being able to solve a heretofore unsolved problem or 
a known problem effectively and efficiently. 

4. Research contributions. 
The presented artifact enables the solution of heretofore unsolved prob-
lems with learning functionalities. It also improves on current adaptive 
DSS frameworks through the incorporation of learning mechanism that 
maintains current knowledge of the environment and the system. The 
strategic and tactical flow of information among the four components 
when appropriate is another evidence of research contribution to existing 
DSS literature.  

5. The artifact must be rigorously defined, represented, coherent, and con-

sistent. 
The adaptive DSS framework presented has four formally defined com-
ponents that interact with one another. The general functionalities of 
each of these components are also defined, although the specificities are 
context-specific and therefore depend on the application area.  

6. The artifact or its creation process is the best in a given problem space. 
As mentioned in Hevner et al. (2004), the iterative nature of the design 
process allows for continual feedback between evaluation and construc-
tion phases to improve the quality of the system of interest. This process 
can be clearly observed in the proposed adaptive DSS.  

7. The results from the creation and use of an artifact must be communi-

cated to both researchers and practitioners. 
The learning-based framework helps to summarize and communicate the 
qualities and utility of the proposed knowledge-based adaptive DSS, both 
in terms of its essential components and in the way they synergistically 
interact with one another, to both researchers and practitioners alike. 

The proposed generic adaptive knowledge-based DSS framework does therefore 

adhere to the guidelines of a design science artifact with instantiations in several 

application areas. The framework is generic and flexible enough that it can be 

used for decision support in disparate domains. It is also powerful enough to be 
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used for decision support for approaching problems that are otherwise hard to 

solve. It is an innovative, relevant, purposeful, and rigorously defined artifact that 

is generic and powerful enough to be instantiated with required specificities in 

disparate domains. It addresses problems that are unsolvable by deterministic 

means, specifically those that involve dynamic environments, and its utility has 

been clearly demonstrated using three application examples. 

Design science complements behavioral science in that the former focuses on 

the design and creation of artifacts; and the latter, on the observation and evalua-

tion of the characteristics of these artifacts and how they relate and interact with 

users and organizations, in general. The learning-enhanced DSS framework can 

help integrate these two approaches and complete the ‘life-cycle’ of DSS, in par-

ticular, and information systems, in general.  

5 Discussion and Conclusion 

The proposed generic framework for dynamic DSS with learning, simulation, and 

performance evaluation components improves on previous dynamic DSS frame-

works in several dimensions. It is hard to envision a real-world application in 

a dynamic environment where knowledge remains static. Given the ever-changing 

nature of knowledge, a static knowledge base is prone to turning stale resulting in 

degradation of system performance. Stale knowledge is thus a major problem in 

any static knowledge-based system. The proposed framework alleviates problems 

associated with stale knowledge through continuous monitoring of system per-

formance as well as availability of updated and/or new knowledge. The source of 

knowledge can be both external and internal. Oftentimes, it is desirable to have 

almost instantaneous access to necessary set of examples for learning purposes to 

facilitate faster learning and thus minimizing the effects of stale knowledge on 

system performance. The simulation component aids in quickly generating exam-

ples to any desired system parameter specification. Without the simulation com-

ponent, this would not be possible given the resource constraints under which 

most real-world systems operate in a dynamic environment. The performance 

evaluation component plays a vital role in vigilantly monitoring the state of the 

knowledge base and quickly reacting to any observed deficits in knowledge. The 

proposed framework also satisfies the criteria proposed in the design science 

guidelines. Being a generic framework, it can be harnessed for any desired appli-

cation where a dynamic knowledge-based DSS is desired.  
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The benefits of a decision support system (DSS) can be subtler than those of other systems. 

This chapter identifies benefits from various DSSs as described in the literature and 

categorizes them according to their effects on various phases of the problem-solving 

process. The chapter also outlines techniques for assessing the benefits of a DSS before and 

after implementation. 
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1 Introduction 

It is important to identify the benefits of a decision support system (DSS). Systems 

that are implemented without understanding the prospective benefits for a parti-

cular context will not achieve their full potential in contributing to organizational 

performance. After implementation, it is important that the benefits be apparent, or 

the system will fall into disuse because DSS use is typically optional. Further-

more, a record of producing DSSs with benefits that can be identified, elaborated, 

and quantified creates more opportunities for those who created and implemented 

the systems. It also contributes to an organization’s learning about how to plan for 

and realize future DSS success. 

In some cases, the DSS provides demonstrably better decisions. However, DSS 

benefits are often subtler and less tangible than, for example, the easily quantified 

cost savings of a transaction processing system. Insofar as a transaction processing 

system reduces the labor involved in a business process, the avoided costs implied 

by that reduced labor are, in principle at least, easily quantified. If the decision is 

better, then we can assess benefits by comparing this outcome to the outcome of 

an inferior decision. However, in other cases the benefit is subtler or even un-

certain. On the other hand, the DSS’s automation of tedious tasks allows a de-

cision maker to explore a problem more thoroughly than would be possible 

without the DSS. The additional exploration improves understanding of the 

problem by the decision maker or others in the organization. Through this greater 

understanding, the decision process may be improved in some way, but quanti-

fying the degree of improvement may be difficult.  
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The quality of a system can be measured and documented in various ways. 

Common approaches, besides benefits, involve such related concepts as verifi-

cation and validation. A system may, for example, provide results that are verified 

as being correct. That same system may have been validated in an organizational 

context. However, the system will not provide any benefits if it is ignored or not 

used. Because of the potential for nonuse and abuse, correctness is necessary but 

not sufficient for a system to be beneficial. 

Decision support systems provide benefits when the combination of the system 

plus a decision maker (or makers) is superior to the performance of software or 

humans alone. Often, combining the best attributes of fast computation, large disk 

storage, graphic displays, and intelligent software with the insights of human 

decision makers will achieve excellent decision quality or an excellent decision-

making process. Generally, the benefit of a DSS is better decisions, a better de-

cision-making process, or both. Figure 1 illustrates this idea. In some cases, neither 

the outcome nor the process is affected, but the system serves to document the 

quality of the process in a way that may convince stakeholders of the correctness of 

a decision. A fairly comprehensive list of decision support system benefits appears 

in Holsapple and Whinston (1996). This has been further developed into a set of 

questionnaire items for assessing a DSS’s benefits (Holsapple and Sena 2005). The 

 

Figure 1. Decision support system benefits via improvements to decision-making processes 

or outcomes 
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recognized benefits include better knowledge processing, better coping with large 

or complex problems, reduced decision times, reduced decision costs, greater 

exploration or discovery, fresh perspectives, substantiation of decisions, greater 

reliability, better communication, better coordination, greater satisfaction, decisio-

nal empowerment, and competitive advantage. All of these, except possibly com-

petitive advantage, describe a way in which the decision process is improved. 

The sections that follow begin with descriptions of the types of benefits that 

DSSs may provide. Next, this chapter outlines how to identify prospective benefits 

before building a system. Finally, this chapter examines how to assess benefits 

once a DSS has been built and used by decision makers. 

2 Typical DSS Benefits 

Decision support software deals with diverse application domains, methods, and 

types of assistance. These systems range from simple spreadsheets, scenario 

analysis, goal seeking, and group support systems to data warehousing appli-

cations, knowledge management systems, geographic information systems, and 

sophisticated modeling systems. It is not surprising, therefore, that the benefits of 

DSSs are also diverse. Udo and Guimaraes (1994) found that the benefits vary 

according to such factors as the attributes of the industry, the organization, the 

DSS itself, and the user. In addition to these, we must also realize that the task 

being addressed is an additional factor because the attributes of the problem being 

solved can also affect the benefits realized. 

Some of the main types of DSS benefits are described below. From a naïve 

view, the point of decision support is to provide better decisions. However, this 

does not encompass all the possible benefits of a DSS. Often, the goal is to 

provide a better decision process. There are many ways in which a better process 

can manifest itself. A better process might result in the same decision but reach it 

faster or with less expense. A better process might increase understanding and 

insight. A better process may result in the same decision but provide benefits 

when the decision is implemented. Here, we look at specific examples of decision 

support systems that have provided better decisions or a better decision-making 

process. The examples were selected to encompass a mix of recently published 

cases and some classic examples that are widely considered to be exemplary cases 

of what can be accomplished with a DSS. 

2.1  Better Decisions 

Conceptually, the simplest and most tangible benefit of a DSS is the ability to 

help or drive its user(s) toward making better decisions. These decisions are 

better in the sense that, once they are implemented, they have such effects as 
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reducing costs, using assets more efficiently, increasing revenue, reducing risks, 

improving customer service, and so on. The examples considered here are 

a sampling of some systems documented in the literature as having resulted in 

improved decisions.  

Keen and Scott Morton (1978, pp. 16−320) document one of the earliest 

decision support systems. This system supports production planning decisions for 

the laundry equipment division of a large American corporation, and it was 

initiated in 1966. Prior to the implementation of this system, the production 

scheduling process required six days of effort over 20 days of elapsed time, 

largely because of the heavy clerical workloads entailed by the problem. The 

system allowed exploration of alternatives, provided graphical output, and reduced 

the process to a half day, spread over two elapsed days. This time reduction shows 

an improvement in the efficiency of the decision process, but there were also 

striking improvements in effectiveness because the system enabled a better de-

cision-making procedure. There was better communication and coordination bet-

ween marketing and production, better coping with a complex problem, reduced 

decision time and cost, more exploration of alternatives, and greater satisfaction 

with the process. This system alone achieved nearly every benefit of a decision 

support system enumerated by Holsapple and Sena (2005) listed above.  

Chien and Deng (2004) describe a DSS for packing boxes into containers. Their 

paper describes solutions and presents a visual representation to the decision 

maker. The system was evaluated using real data provided by a local shipping 

company. Although the system did not provide optimal solutions, the results were 

superior to both the solution from an algorithm executed without human interven-

tion and to actual decisions made by human decision makers without compu-

terized support. 

A decision support system for scheduling and routing a fleet of vessels 

(Fagerholt 2004) provided a superior solution to the manual solution the first time 

it was run. The system’s solution provided better ship utilization and gave the 

company capacity to take on extra business. An important component of this 

system was the user interface, which allowed the decision maker to visualize 

planning information. The system provided near-real-time vessel position data and 

an ability to drill down for details. The user interface was more important in 

system success than the underlying algorithms. 

In other cases, there is evidence of a pattern of better decisions, although each 

specific decision is not shown to be better. In a health care context, a system 

models a proposed insurance contract for a hospital to determine likely reim-

bursements resulting from that contract. This evaluation might then serve as an 

input to the contract negotiation strategy. Analysis of the system’s pattern of use 

found “actual usage of DSS … significantly and positively related to the 

reimbursement rate for services” (Kohli and Devaraj 2004). They also noted that 

there was a delay before the positive result occurred.  
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2.2  Better Decision Process 

Even if a DSS does not lead to better decisions, the decision-making process may 

be improved. For example, the same decision might be reached with less effort for 

the decision maker, or in a more timely fashion, or with better documentation. 

Generally, decision process improvements may provide improved decisions. 

However, Todd and Benbasat (1992) found that this is not necessarily the case. In 

their experimental study, subjects used a computer-based decision aid to reduce 

their effort rather than improve decision quality.  

Following Simon (1977), we can view a decision process as having four 

phases: intelligence, design, choice, and implementation. A decision support 

system can improve the process in any or all of these four phases. It is also 

possible that the system will provide an infrastructure for improvements in 

decision processes. Many knowledge management systems (Courtney 2001, Hall 

et al. 2005) would fall into this category. 

In the intelligence phase, search and scanning procedures and the collection of 

data that will be used in the decision-making process are especially amenable to 

computer-based assistance. For example, using a database within a DSS or linked 

to a DSS can provide more and better information to the decision maker (Donovan 

1976). More recently, data warehouse applications providing a systematic kind of 

data collection for the organization and exceptional payoffs have been reported 

(Watson et al. 2002). In addition, executive systems may provide hard and soft 

information to assist with environmental scanning (Watson et al. 1996). Using 

soft, or qualitative, information such as that found in text sources such as emails, 

news reports, or annotations in connection with hard, or quantitative, information 

such as that found in accounting statements or the output of managerial reporting 

systems can assist in understanding and interpreting the numbers by providing 

context and explanation. Generally, the system must not only provide data but also 

assist with summarizing, displaying, and analyzing that data in order to provide 

assistance. 

In the design phase, a DSS can assist with model selection (Gnanendran and 

Sundarraj 2006), model formulation (Sklar et al. 1990), gathering diverse view-

points (Hall et al. 2005, Hall and Davis forthcoming), setting criteria, handling 

multiple criteria (Jimenez et al. 2006), searching for alternatives, and predicting 

outcomes from a tentative solution. A DSS can empower users who would not 

otherwise be able to use sophisticated models. This is the case in Alexouda 

(2005), in which a marketing DSS provides optimization models that allow the 

decision maker to examine different scenarios in a short time and get near-optimal 

results. 

In the choice phase, similar empowerment is documented. For example, an 

expert model can be embedded in software. This embedding makes the model and 

the expert’s knowledge about it available to people who are not able to create such 

a model on their own (Rice 1981). Muhanna and Pick (1994) describe a model 

management system that automates the data management issues in connection 
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with model building and execution. This system enables a relatively unsophis-

ticated user to choose, combine, and run sophisticated models through the use of 

a simple declarative computer language. 

During the choice phase, models can be solved, sensitivity analysis conducted, 

and alternatives selected. Decision support systems may allow the decision maker 

to consider more scenarios than would otherwise be possible (Jiang et al. 1998, 

Singh et al. 2004, Feng et al. 2007). It is common for a DSS to enable analyses that 

would not be done at all if assistance were not available. Systems to incorporate 

risk analysis have been documented in Ngai and Wat (2005) and Karbowski 

(2005). In some cases, the decision itself is so complex that making it without 

computer-based assistance is inconceivable. Murty et al. (2005) describe such 

a system for allocating resources at a port. Decision support systems may aid the 

choice phase of a decisional process by making it easier to include multiple 

criteria (Jimenez et al. 2006) or multiple decision makers (Nunamaker et al. 1989, 

Hilmer and Dennis 2001). Decision support systems can also assist in a real-time 

setting in which there is a definite deadline for a decision, and where a human 

would not have enough information-processing ability to make a good decision 

before the deadline. For example, Gregg and Walczak (2006) describe a DSS used 

to support decisions made in real time during an auction. 

In the implementation phase, a DSS can be used to explain the decision to those 

who act on it, to gather support among stakeholders, and to track progress. T’kindt 

et al. (2005) describe a scheduling system to help in computing a solution and then 

provide graphical tools to monitor its implementation.  

A DSS that is used in an earlier phase of the problem-solving process may 

provide benefits during the implementation phase and beyond. By providing better 

information, the use of a DSS may allow decision makers to behave less 

arbitrarily. The use of the DSS may standardize and document a decision process, 

allowing the decision maker to use that documentation to defend the decision from 

criticism or in a court action. The use of the DSS may serve to increase 

stakeholders’ confidence in the decision. In the case of a group DSS, all members 

of the group may have greater confidence and buy-in for their shared decision than 

would be possible without the system. Should there later be litigation based upon 

a decision, the use of a DSS can be used to document the process that was used to 

reach the decision. 

3 Assessing Benefits Before Building a Decision 

Support System 

To justify the effort and cost of the improvement, development, or acquisition of 

a DSS, the system sponsors need to identify a set of expected benefits. These 

expected benefits also provide a basis for designing, configuring and eventually 

evaluating the DSS. The previous section provides a general set of potential 
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benefit categories. Specific steps for evaluating benefits appear in such book-

length sources as Devaraj and Kohli (2002) or Adelman (1992) as well as in 

another chapter of this book (Part 8). Here, we outline some techniques for 

identifying benefits before a DSS has been built. 

Simulations based on historical data are one method of estimating future 

benefits from a prospective DSS. If the primary goal of a proposed DSS is better 

decisions, we can gain an upper bound by examining historical decisions of the 

type that it will support. Retrospectively, we can ask what would have been the 

best possible decision in each situation. We can then compare the relevant 

measure (for example, profits) and ask hypothetically what the firm’s profitability 

would have been if every decision were perfect versus the actual profitability that 

occurred. Because decisions are not perfect even with the best DSS, the actual 

benefit will be less; the difference between the hypothetical and the actual number 

gives an upper bound on the system’s benefits with respect to a chosen measure. 

In a similar way, if the system is being used to reduce uncertainty, we could use 

the framework of the expected value of perfect information to calculate an upper 

bound on the system’s benefit. The bounds obtained using simulations in this way 

or using the expected value of perfect information are generally not very tight. In 

practice, both of these methods will estimate much better results from decision 

improvements than are actually likely to occur. If the value estimated by the 

expected value of perfect information is less than the estimated cost, then building 

the system is not justified. 

When the goal of a DSS is a better decision process, we need to specify how to 

improve the process. From this point of view, we can judge the possible benefit. 

The following are some questions that could be asked in doing this:  

• If there is better knowledge processing, how is this beneficial? If the 

system provides better understanding of a problem, can anyone judge 

the costs of incomplete understanding? 

• If we will be better able to cope with large or complex problems, how 

much may that ability be worth? 

• If we can reach a decision faster, how much time will be saved? How 

much is that time worth either in salary savings or in opportunities for 

higher-value activities? Will that time savings allow the decision to be 

made in a more timely fashion, perhaps meeting rather than missing 

a deadline, and how much is that worth? 

• If the cost of the decision is reduced, what would be the savings for each 

decision and what will be the frequency of such savings? 

• If the system will allow greater exploration and discovery, how much 

might the resulting insights be worth?  

• If the system provides better communication or better coordination, 

what is the value of that (e. g., in terms of inventiveness, agility, 

productivity)? 

• If the system provides greater satisfaction, will that satisfaction result in 

lower employee turnover or in lower customer churn? Do we have an 

estimate of those costs? 
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• If the system provides decisional empowerment, what is the gain from 

giving that power to employees (e. g., in terms of motivation, agility, 

innovation, satisfaction)?  

• If the system provides competitive advantage, what is the value of that 

to our stakeholders (e. g., impact on market share or market value)? 

Generally, the assessment of benefits before a system is built requires many 

assumptions to be made. However, it is often necessary to make these assumptions 

to justify building the system. Sometimes the builders will make irresponsible and 

unrealistic assumptions about time savings and other benefits in order to justify 

a system that they intuitively feel will be beneficial. We must also remember that 

some benefits are subtle and difficult to quantify. 

4 Assessing Benefits After Implementing 

a Decision Support System 

Because the actual behavior and performance of a working system or a prototype 

can be observed, it is easier to evaluate than a hypothetical system. For this 

reason, identifying and measuring benefits after the fact is usually easier than 

before system development. An ideal way to document the benefits of a system is 

to conduct an experiment. As the need for decisions arises, each problem is 

randomly assigned to be decided with or without the DSS. We can then compare 

the quality of the resulting decisions or decision processes. Although this can 

sometimes be done using subjects in an artificial setting [examples include Todd 

and Benbasat (1992), Jiang (1992), Fang and Holsapple (2007)], it is rare that it is 

affordable to do so and that the intrusion is tolerated.  

Decision makers are often free to make their decisions with or without the 

assistance of a DSS, so one of the easiest ways of noting a perceived benefit to 

a system is to see whether the DSS is being used. On the other hand, usage alone 

does not document that the system benefits the organization. If usage were the 

only measure, then the popular online role-playing game World of Warcraft 

(Economist 2005) would be highly beneficial. The benefits from playing a game 

typically accrue to the individual rather than to the organization. Usage can be an 

indicative metric, but there needs to be further analysis to be certain that there is 

a benefit to the organization from the usage. 

Similarly, satisfaction surveys can help document the benefit of a system. We 

can survey users about their satisfaction with a system and the decisions it has 

supported (Bharati and Chaudhury 2004). Like use, however, satisfaction cannot 

be the only indicator of success. Interacting with a system can be highly satisfying 

(again, think of World of Warcraft) to the individual, but that interaction may not 

provide a benefit to the organization. 

Hung et al. (2007) propose that, instead of measuring user satisfaction and user 

performance, we should measure avoided decision errors or reduced decision cost. 
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In some situations, regret reduction can be the objective (and benefit) of a DSS. 

These authors suggest the construction of a regret measurement instrument to 

supplement existing methods for measuring satisfaction. 

When dealing with a specific type of DSS, there are often specific methods 

available for evaluating success and benefits. For example, Liu et al. (2005) give 

a model for evaluating the success of a knowledge management system. Similarly, 

we can compare the results of using the system with the decisions made by an 

expert, as Xu and Chen (2004) do for a system to help fight organized crime. 

Just as simulations can be used to judge the benefit of a prospective system, we 

can study benefits through simulations with an existing system. We can run the 

system on a base of historical problems and compare the decision or the decision 

process against what was actually done. If we do not have a record of historical 

problems, we can compare the decisions actually made using the system against 

rules of thumb that have been used in the past. 

Kim and Street (2004) show how we can use sensitivity analysis to compare 

DSS solutions with baseline solutions. Their DSS uses artificial neural networks 

and genetic algorithms to identify households likely to respond to a marketing 

message. They evaluate the system by comparing the expected net profit of its 

solutions against those from a baseline algorithm. 

5 Conclusion 

Decision support systems are used in a diverse range of organizations and 

industries, to support a wide range of decisions, for many different decision 

makers’ cognitive styles, and for different parts of the decision-making process. It 

should therefore not be surprising that the benefits from these systems are also 

diverse.  

Although decision support systems sometimes produce demonstrable improve-

ments in decision quality, often the improvement is a subtler improvement in the 

quality of a decision process. The process may become more efficient, or it might 

just be that the process of developing the system and using it creates a better 

understanding of the problem. This understanding may even be at an intuitive 

level.  

Assessing the benefits of a decision support system before the fact is often an 

important part of the justification for allocating resources for the development, 

operation, and maintenance of the system. Assessing benefits after the fact can 

serve as feedback into system development processes and can also provide justi-

fication for further enhancements and improvements to the system. Furthermore, 

assessing benefits after the fact provides a record of accomplishments that can 

serve to justify future systems. 
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Multimedia, Gender, and Playfulness* 
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This research explores how multimedia vividness and the use of computer-based social 

cues influence involvement with technology and decision-making outcomes. An experi-

ment is conducted that examines the effect of increased levels of vividness (text, voice, and 

animation) and decision aid personality on decision-making involvement. In addition, the 

influence of two individual differences, gender and computer playfulness, on decision aid 

involvement are investigated. The cost-benefit framework of decision making and related 

research provide the theoretical foundation for the study, and suggest how increased in-

volvement may influence decision making. Several decision-making outcomes are meas-

ured, including effort, decision quality, satisfaction, and understanding. Findings indicate 

that personality similarity (between the user and the decision aid) and computer playfulness 

result in increased involvement with the decision aid. In addition, women report higher 

levels of involvement with the decision aid. Increased levels of multimedia vividness are 

found to have a contradictory effect on involvement with the decision aid. Findings are 

discussed in terms of theoretical and practical contributions. 

Keywords: Computer-based social cues; Computer-based personality; Computer playful-

ness; Decision aid; Decision-making; Decision performance; Gender; Involvement; Multi-

media; Personality similarity 

1 Introduction 

Advancements in interface design have provided users with media-rich computing 

environments. Multimedia technology, the simultaneous presentation of informa-

tion in various formats (text, audio, animation, etc.), has been applied to many types 

of information systems (IS) (Lim et al. 2005), including computer-based training 

(Langley and Porter 1994; Oz and White 1993), Web sites (Fortin and Dholakia 

2005; Griffith et al. 2001; Hoffman and Novak 1996; Kumar and Benbasat 2001), 
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and communication environments (Burgoon et al. 1999–2000; Dennis and Kinney 

1998; Lim and Benbasat 2000; Lim et al. 2000; Webster and Ho 1997). IS are also 

being endowed with social cues that convey human-like attributes (Burgoon et al. 

1999–2000; Nass and Moon 2000). Designers assume that this richer social tech-

nology will attract and engage users, yet research on how this technology affects 

decision making has not kept pace with these advancements. The effect of these 

more engaging interfaces on decision-making performance warrants more focused 

exploration (Huang 2003; Lim et al. 2005). 

Prior to these multimedia enhancements, researchers investigated the use of 

technology to support decision-making activities. Applications referred to as deci-

sion aids, or decision support systems (DSS), were developed and tested in ex-

perimental settings and provided functionality to support individuals in decision 

making (Payne et al. 1993; Todd and Benbasat 1999). Spreadsheet-like features 

and built-in functions were incorporated into decision aids to encourage users to 

employ better decision-making strategies (Haubl and Trifts 2000; Payne et al. 

1993; Todd and Benbasat 1999). Today, this decision-making support is readily 

visible in the comparison matrices of shopping Web sites, search engines, and 

office automation systems. Designers now have the guidelines and tools for devel-

oping general decision aids. Guidelines do not exist, however, for the use of mul-

timedia and social cues in decision aids.  

Existing research on the use of multimedia has focused on the use of rich media 

in computer-mediated person-to-person communication and in person-to-computer 

interaction. The first category of research used media richness theory to explain 

media choice in person-to-person organizational communication (Daft and Lengel 

1986; Daft et al. 1987; Ngwenyama and Lee 1997; Rice 1992; Trevino et al. 

1987). Contradictory findings and a focus on organizational media choice limited 

the applicability of this research stream. The second category of research, multi-

media in person-to-computer interaction, has begun to identify the specific attrib-

utes of multimedia that may affect user perceptions of technology. From this re-

search and from earlier work on media in consumer decision making, vividness 

has emerged as a key concept. Vividness, defined as “the representational richness 

of a mediated environment as defined by its formal features” (Steuer 1992, p. 81), 

has been shown to affect the human experience with technology (Fortin and 

Dholakia 2005; Griffith et al. 2001; Hoffman and Novak 1996; Jiang and Benbasat 

2003; Webster and Ho 1997). More vivid media may use more information cues 

(e. g., more sensory channels, such as visual and auditory, to convey the same 

information) and may use greater resolution within a single channel (e. g., using 

pictures and animation instead of just text in the visual channel) to increase the 

user’s sensory experience. It is believed that the increased sensory experience will 

increase the user’s involvement with media (Fortin and Dholakia 2005; Griffith 

et al. 2001), but there has been only limited testing of the relationship between 

multimedia vividness and involvement.  

A related stream of research on human-computer interaction (HCI), the com-

puters as social actors (CSA) paradigm, has focused on how users respond to 

computing applications that exhibit social cues through multimedia. Nass and 



 Involvement and Decision-Making Satisfaction with a Decision Aid 733 

colleagues conducted a series of experiments in which users exhibited social re-

sponses to computing applications despite knowing that the applications were not 

in any way human (Nass and Moon 2000). Users demonstrated a preference for 

a computer-based personality that matched their own (e. g., extroverted/introver-

ted) and made more positive attributions toward the computer when it exhibited 

a similar personality (Burgoon et al. 1999–2000; Moon and Nass 1996; Moon and 

Nass 1998; Nass and Lee 2001; Nass et al. 1995). Gender stereotyping (Lee 2003; 

Nass et al. 1996; Nass et al., 1997) and social categorization (Nass et al. 1996) 

were also exhibited by users in response to social cues from computing applica-

tions. Exploration of the decision-making effects of these computer-based social 

cues, however, has been limited. 

The purpose of this study is to investigate how multimedia and computer-based 

social cues affect decision aid involvement and decision-making performance. Our 

research model was developed from the cost-benefit framework of decision mak-

ing (Payne et al. 1993) and incorporates two technology characteristics and two 

individual characteristics, along with several decision-making outcomes. The 

technology characteristics are (1) multimedia vividness (text, voice, and anima-

tion) and (2) personality similarity between the user and the decision aid. The 

individual characteristics, gender and computer playfulness, were essential in our 

study, as empirical research has demonstrated that these characteristics are 

strongly related to involvement and technology perceptions. Research on multi-

media has stressed the importance of individual differences in understanding the 

affect of using this technology, as interpretation of a mediated environment varies 

across individuals (Steuer 1992). In addition, gender has become an increasingly 

relevant issue in computer use as evidenced by the growing number of female 

technology users (Cole et al. 2003) and the empirical findings of recent gender-

based management information systems (MIS) studies (Dennis et al. 1999; Geffen 

and Straub 1997; Venkatesh and Morris 2000). 

This study differs from previous research by providing a theoretical framework 

for understanding how multimedia vividness, social cues in the form of computer 

personality, and related individual differences influence involvement with a deci-

sion aid. In addition, this research extends previous decision-making research by 

exploring how user involvement with the decision aid affects decision-making 

outcomes. An analyzable, unequivocal task used in prior in decision-making ex-

periments (Payne et al. 1993; Todd and Benbasat 1999) was purposely selected for 

this study to provide insight as to how multimedia affects user involvement and 

decision-making outcomes in less complex (baseline) scenarios. 

2 Theoretical Framework 

Given our focus on decision-making performance, we applied a decision-making 

lens to our study of multimedia, and used the cost-benefit (effort-accuracy) 

framework from the decision-making and information processing literature as our 
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core theoretical foundation (see Payne et al. (1993) for a review). The major prem-

ises of this framework are that different decision strategies are available to deci-

sion-makers, and different levels of effort and accuracy characterize these strate-

gies. Decision-makers decide which strategy to use based upon their desire to 

maximize accuracy and minimize effort. In this framework and in the information 

processing literature, a strategy in which the decision maker utilizes all the infor-

mation and expends the most effort and time is believed to result in the best accu-

racy. Thus, decision-makers are faced with a trade-off in that they wish to maxi-

mize accuracy, but doing so will also maximize their effort. This framework has 

been applied in many empirical studies of consumer decision making (Bettman 

et al. 1998; Celsi and Olson 1988; Klein and Yadav 1989; Mishra et al. 1993; 

Payne et al. 1993; Petty et al. 1983) and in many studies on decision aids (Haubl 

and Trifts 2000; Todd and Benbasat 1992; Todd and Benbasat 1994; Todd and 

Benbasat 1999). 

The concept of involvement plays an important role in decision making, as 

higher levels of involvement are believed to positively affect effort and accuracy, 

central components of the cost-benefit framework. In the context of consumer 

decision making, involvement with the task and with marketing media (e. g., ad-

vertisements) has been studied (Celsi and Olson 1988; McGill and Anand 1989; 

Mishra et al. 1993; Petty et al. 1983). As technology has been developed to support 

decision-making tasks, researchers have begun to focus on user involvement with 

these tools and how it affects perceptions of the tool and performance (Griffith 

et al. 2001; Shneiderman 1998). Just as task and print media characteristics have 

been shown to influence task involvement and decision performance, the technol-

ogy characteristics visible to the user (e. g., the interface) are believed to influence 

involvement with decision aids, and thus decision-making performance.  

In the following sections, we describe our research model (shown in Figure 1) 

and present our hypotheses. First, ‘involvement with the decision aid’ is described 

in more detail. The potential antecedents of involvement with a multimedia deci-

sion aid are then discussed (gender, computer playfulness, and personality similar-

ity between the decision aid and the decision-maker, and multimedia vividness). 

Hypotheses for each are presented as the relevant literature is reviewed. The effect 

of involvement on decision- making outcomes is then described and related hy-

potheses are presented. 

 

Figure 1. Research model 
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2.1  Involvement 

Researchers in consumer information processing have long recognized the impor-

tance of involvement, or focused attention, on decision-making outcomes (Celsi 

and Olson 1988; Mishra et al. 1993; Payne et al. 1993; Petty et al. 1983). Involve-

ment affects information processing at a fundamental level, as increased involve-

ment can lead to greater information acquisition, improved understanding, and 

increased effort. In this context, involvement has been defined as the degree to 

which the person is engaged with a task or object (Mishra et al. 1993). Involve-

ment is believed to come from two broad sources: (1) intrinsic or stable sources 

due to individual differences and (2) situational sources, those that may be ma-

nipulated within the environment (Celsi and Olson 1988). The interface elements 

of IS, such as multimedia and social cues, are expected to affect the situational 

form of involvement. In our study, involvement with a decision aid is investigated 

and is defined as the degree to which a person is engaged with a decision aid. 

Recent MIS research has investigated involvement-related constructs in the 

context of technology acceptance. Agarwal and Karahanna (2000) note that cur-

rent IS often employ rich media that provide an “increasingly riveting and engag-

ing experience” (p. 667). They advanced the cognitive absorption construct to 

explain the affect of an engaging IS experience on technology acceptance. Simi-

larly, Koufaris (2002) has applied the ‘state of flow’ concept from the psychology 

literature to e-commerce in the context of technology acceptance. A state of flow 

occurs when an individual is absorbed in a task and acts with complete involve-

ment (Csikszentmihalyi 1990). In another e-commerce study, higher levels of 

interface involvement were found to influence user attitudes toward the interface 

and the information conveyed via the interface (Griffith et al. 2001). Involvement 

and related constructs are of interest to MIS researchers because interface design 

may affect user involvement and performance with an IS.  

Although research has shown that involvement with technology may affect user 

attitudes and acceptance of IS, the effect of decision aid involvement on decision-

making outcomes has received little attention. One communication study investi-

gated involvement, decision quality, and communication measures in an experi-

mental communication task (Burgoon et al. 1999–2000), but the sample size was 

limited. IS researchers have noted that the effect of multimedia on decision-

making outcomes and user involvement is still largely unknown (Huang 2003; 

Lim and Benbasat 2000; Lim et al. 2000; Lim et al. 2005; Webster and Ho 1997). 

Research is needed to establish the antecedents of involvement, their relative im-

portance in predicting involvement, as well as the downstream effect of involve-

ment on decision-making outcomes. 

2.2  Computer Playfulness 

In studying involvement-related constructs, IS researchers have noted the impor-

tance of an individual trait, computer playfulness, in understanding an individual’s 
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involvement with a system (Webster and Ho 1997; Webster and Martocchio 

1992). Computer playfulness has been defined as “the degree of cognitive sponta-

neity in microcomputer interactions” (Webster and Martocchio 1992, p. 204). 

Several studies have found that higher levels of general computer playfulness lead 

to higher levels of flow or absorption with an IS (Agarwal and Karahanna 2000; 

Webster and Ho 1997; Webster and Martocchio 1992; Webster and Martocchio 

1995). Given that computer playfulness has been found to be a significant antece-

dent to involvement-related constructs in MIS, it follows that this individual trait 

would be a significant antecedent to decision aid involvement. We would expect 

an increase in computer playfulness to positively affect user involvement; thus, as 

computer playfulness increases, user involvement will increase. Therefore, 

Hypothesis 1(H1): Computer playfulness will have a positive effect on user in-

volvement with a computer-based decision aid. 

2.3  Gender and Technology 

In consumer information processing, gender differences have been investigated for 

decades due to the common practice of gender-based market segmentation. Dif-

ferences in how males and females process information in the form of advertise-

ments and product labels have been found across a variety of tasks (Meyers-Levy 

and Sternthal 1991). The selectivity model was advanced in this domain to explain 

the different information processing strategies exhibited by men and women 

(Meyers-Levy and Maheswaran 1991; Meyers-Levy and Sternthal 1991). Accord-

ing to the selectivity model, females are more comprehensive processors, respond 

to more subtle cues in messages, and have a lower threshold for elaborative proc-

essing. Empirical studies of this model have supported these findings (Darley and 

Smith 1995; Meyers-Levy and Maheswaran 1991; Meyers-Levy and Sternthal 

1991). 

Gender researchers in social behavior (Skitka and Maslach 1990), communica-

tion (Dennis et al. 1999; Spangler 1995), and IS acceptance (Geffen and Straub 

1997; Venkatesh and Morris 2000) have noted differences in how men and women 

interact with each other and technology. Compared to men, women are perceived 

to be more socially focused, more aware of other’s feelings, and more concerned 

with group harmony, consensus building, and interrelationships. Men, on the other 

hand, are viewed as being more independent, assertive, and unemotional. 

In the context of technology acceptance, this more socially focused view of 

women has been empirically supported. Gefen and Straub found that women per-

ceived a higher level of social presence in e-mail than did men (Geffen and Straub 

1997). Dennis et al. (1999) found support for the premise that women were more 

sensitive to, or aware of, nonverbal social cues in computer-mediated conditions. 

Greater awareness of nonverbal social cues and perceptions of greater social pres-

ence suggest that women may be more involved or attentive in social interactions. 

Although gender research has found differences between men and women in their 
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communication patterns and initial beliefs with regard to technology, there has 

been less support for gender-based differences in actual performance with tech-

nology.  

These findings suggest that women are more detailed information processors 

than men. Women also appear to be more socially focused and more observant of 

social cues in general. In addition, women have perceived a greater social pres-

ence in electronic communication (Geffen and Straub 1997). Therefore, 

Hypothesis 2(H2): Women will be more involved than men with a computer-based 

decision aid. 

2.4  Personality Similarity 

with a Computer-Based Decision Aid 

As mentioned previously, HCI and communications researchers from the CSA 

paradigm have demonstrated that users respond in a human-like manner to social 

cues exhibited by computing applications (Burgoon et al. 1999–2000; Moon and 

Nass 1998; Nass and Lee 2001; Nass and Moon 2000). This paradigm asserts that 

users respond to social cues from computers with social behaviors, but that this 

conditioned response occurs despite the user knowing that the computer is not 

human. One important finding of this research is that users can accurately assess 

personality traits in computing applications and respond differently to the com-

puter-based personality depending upon their own personality. The multimedia 

used in many of these studies was not advanced and sometimes included just text. 

As an example, in one such experiment, the subjects completed a problem-solving 

task and were provided with feedback on their initial solution from a computer 

program. The program provided this feedback using only text, and the personality 

of the program was manipulated primarily by changing the phrasing of the text 

(dominant/submissive) (Nass et al. 1995). No animation, graphics, or voice were 

used in the study; text was sufficient to convey the desired social cues and com-

puter-based personality. 

Similarity-attraction theory offers an explanation for these responses (Byrne 

and Griffitt 1969). This theory posits that individuals will be more attracted to 

other individuals that exhibit similar characteristics. This theory has been ex-

tended to interactions with friends and colleagues in business settings (Antonioni 

and Park 2001; Schaubroeck and Lam 2002; Strauss et al. 2001). In the early 

stages of an interaction or relationship, personality traits are easy markers for 

assessing similarity and reducing the uncertainty of a new interaction. Simply 

stated, we are more comfortable with people that exhibit traits that are familiar 

(e. g., like our own). In HCI, we would expect users to be more comfortable with 

computer-based interactions that are similar to their everyday interactions with 

other humans (Moon and Nass 1996; Moon and Nass 1998; Nass and Moon 2000; 

Nass et al. 1995). In addition, when these computer-based interactions exhibit 

personality traits similar to the user’s traits, this attraction should increase. Several 
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studies have examined how computing applications may exhibit personality traits 

(extrovert/introvert, dominant/submissive) and have found support for similarity-

attraction theory (Burgoon et al. 1999–2000; Moon and Nass 1996; Moon and 

Nass 1998; Nass and Lee 2001; Nass et al. 1995). These studies, however, did not 

address involvement and decision-making performance with a multimedia deci-

sion aid. 

The psychology literature and CSA studies provide support for the relationship 

between personality similarity and user attraction to the decision aid. Greater at-

traction to a computer-based decision aid should affect a user’s involvement or 

attention to the decision aid. Therefore, 

Hypothesis 3(H3): The personality similarity between the decision-maker and the 

computer-based decision aid will have a positive effect on user involvement with 

the decision aid. 

2.5  Multimedia Vividness 

Research on vividness from the decision-making literature provides a foundation 

for understanding how multimedia vividness may affect involvement with a deci-

sion aid. Prior to the use of multimedia technology, the vividness of message in-

formation was studied in consumer information processing for its effect on atten-

tion in decision making (Kisielius and Sternthal 1984; Kisielius and Sternthal 

1986; McGill and Anand 1989; Nisbett and Ross 1980; Taylor and Thompson 

1982; Taylor and Wood 1983). Vivid information (e. g., easily imagined, image 

provoking) was described as being “likely to attract and hold our attention and to 

excite the imagination” (Nisbett and Ross 1980, p. 45). The basic premise of these 

studies was that vivid information would be more persuasive and salient, and thus 

would have a greater influence on attitudes and alternative evaluation. Results 

from these studies were largely mixed with some studies finding an effect for 

vividness while others did not. Possible explanations for these results were that 

vividness only produces an effect when there is competition for attention among 

vivid and nonvivid information (Taylor and Thompson 1982; Taylor and Wood 

1983), and vividness only has an effect when observers are encouraged to elabo-

rate and not just passively observe (Kisielius and Sternthal 1984; Kisielius and 

Sternthal 1986; McGill and Anand 1989). 

Multimedia vividness “refers to the ability of a technology to produce a senso-

rially rich mediated environment” (Steuer 1992, p. 80), and is believed to affect 

involvement with the mediated environment (Fortin and Dholakia 2005; Griffith 

et al. 2001; Hoffman and Novak 1996). Vividness can be achieved through depth 

and through breadth, where breadth represents the number of different sensory 

channels utilized (visual, auditory, smell, etc.) and depth represents the resolution 

or detail of a particular sensory channel (Steuer 1992). Vividness is distinct from 

the concept of multimedia interactivity, which refers to the “extent to which users 

can participate in modifying the form and content of a mediated environment in 
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real time” (Steuer 1992, p. 84). In studies of multimedia presentations, results 

have indicated that users were more engaged in presentations that were more 

vivid. In one such study, two different presentation software packages were used 

to develop presentations with the same information content, but one package pro-

vided animation and sound (Webster and Ho 1997). This study found that indi-

viduals were more engaged in the presentation that had more stimulus variety, or 

greater breadth of multimedia. In a similar presentation study, individuals were 

more attentive to presentations that included color and to animated slides than to 

non-animated slides or transparencies (Morrison and Vogel 1998). 

In studies that utilize video as a form of multimedia, results showed that first 

impression bias can be reduced with multimedia, but not with text-based presenta-

tions (Lim et al. 2000). Similarly, multimedia presentations, but not text-based 

presentations, were found to reduce perceived equivocality in less-analyzable 

tasks (Lim and Benbasat 2000). An analyzable task is one in which there is gen-

eral understanding of the steps needed to complete the task. No differences were 

found in the dependent variable, perceived equivocality, between multimedia and 

text-based presentations for analyzable tasks (Lim and Benbasat 2000), whereas 

differences were found with less-analyzable tasks. In recent studies of multimedia 

used in Web sites and DSS, vividness was found to increase interface involvement 

(Griffith et al. 2001) and browsing behavior (Huang 2003). 

Norman’s principle of visibility in technology design supports the findings of 

these multimedia studies and the general vividness concept (Norman 1988). The 

visibility principle is simply to make technology features visible. And when visi-

bility is not possible, the designer should add sound and make features audible 

(Norman 1988). The addition of sound and viewable properties makes it easier for 

the user to see and understand technology features. While most of the studies dis-

cussed above focused on multimedia represented through video and presentation 

software, the findings are applicable to the implementation of multimedia in the 

current study (text, voice, and animation). Given that the task used in our study is 

analyzable and relatively unambiguous, we would not expect any direct impact 

from increased vividness on decision-making outcomes such as decision quality, 

time, or effort. Based upon the concept of vividness advanced in the literature, 

which aligns with Norman’s principle of visibility, the additional channels of in-

formation provided in vivid media should increase user involvement with a decis-

ion aid. Therefore, 

Hypothesis 4(H4): Multimedia vividness will have a positive effect on involve-

ment with the computer-based decision aid. 

2.6  Involvement and Decision Performance 

The cost-benefit framework and the consumer information processing literature 

(Celsi and Olson 1988; Mishra et al. 1993; Payne et al. 1993) provide theoretical 

support for the influence of involvement on decision-making outcomes. Recent 
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MIS and HCI research has extended this support to involvement with technology. 

Multiple decision-making outcomes were investigated in this study to provide 

a more comprehensive understanding of how involvement can influence decision 

making. In keeping with more recent studies on decision making (Dennis and 

Kinney 1998), several measures of decision-making outcomes were included to 

increase the relevance of the results. 

Many studies in consumer information processing have found a positive rela-

tionship between involvement with a task or object and attitudes toward this task 

or object (Mishra et al. 1993; Petty et al. 1983). These results have been found in 

involvement with advertisements, decision-making tasks, and more recently, with 

interfaces (Griffith et al. 2001). An individual that finds something, such as a deci-

sion aid, to be engaging and stimulating, is also likely to have positive perceptions 

of that decision aid. Therefore, 

Hypothesis 5a(H5a): User involvement with the computer-based decision aid will 

have a positive effect on satisfaction with the decision aid. 

The cost-benefit framework suggests that decision-makers that are more involved 

with a task will gain a better understanding of the task and task information 

(Payne et al. 1993). Empirical results have supported this premise and have shown 

that decision-makers have greater comprehension of decision-making information 

when they are more involved with the task (Celsi and Olson 1988). Similarly, an 

individual that is more involved with a decision aid should gain a better under-

standing of the decision aid. Therefore, 

Hypothesis 5b(H5b): User involvement with the computer-based decision aid will 

have a positive effect on understanding of the decision aid. 

The cost-benefit framework predicts that an individual who is more involved with 

a decision-making task is more likely to devote increased information processing 

effort to decision-making activities. Recent research on involvement suggests that 

an engaging system interface will increase user involvement with the system and 

with the information and task supported by the system (Burgoon et al. 1999–2000; 

Griffith et al. 2001; Shneiderman 1998). In addition, involved users tend to spend 

more time using the system (Agarwal and Karahanna 2000; Koufaris 2002). Given 

the difficulties in directly evaluating decision-maker effort, previous decision-

making studies have evaluated effort through decision-making time and decision-

maker use of the decision aid (Payne et al. 1993). The features of a decision aid 

provide support for the cognitive processes of decision making by allowing the user 

to sort alternatives and reorganize attribute information. Thus, a decision-maker 

that is involved in making a decision should use more decision aid features. There-

fore, 

Hypothesis 5c(H5c): User involvement with the computer-based decision aid will 

have a positive effect on decision time. 

Hypothesis 5d(H5d): User involvement with the computer-based decision aid will 

have a positive effect on the use of decision aid features. 
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Involvement with a decision aid may also translate into improved decision quality. 

In the cost-benefit framework and information processing literature, decision qual-

ity is viewed as the accuracy of the decision compared to a normative solution for 

that individual (Payne et al. 1993). The decision alternative with the highest 

weighted additive value, as calculated from a user’s weighted preferences, would 

be considered the best solution for a decision maker (Haubl and Trifts 2000; 

Payne et al. 1993). If a decision maker is more involved with a decision aid that 

supports the user in selecting a high-quality alternative, then the decision-maker is 

more likely to make a more accurate, high-quality decision. Therefore, 

Hypothesis 5e(H5e): User involvement with the computer-based decision aid will 

have a positive effect on decision quality. 

3 Research Methodology 

A 2×3, between-subjects research design was used, varying the level of multimedia 

vividness (text only-T; text and voice-TV; text, voice, and animation-TVA) and the 

personality of the decision aid (extroverted, introverted). Subjects were randomly 

assigned to one of the six treatment conditions. The decision task and the interac-

tivity of the decision aid in each treatment were identical. This study was con-

ducted after multiple pretests and two extensive pilot studies were performed to 

refine the experimental manipulations. Participants were 259 undergraduate stu-

dents recruited from a sophomore-level business course with a research study par-

ticipation requirement. The experiment was conducted in a controlled, heavily 

monitored laboratory environment, and the subjects received credit for this sched-

uled assignment only if they completed the study in a diligent and responsible 

manner. No additional incentives were provided for performance. The average age 

of the subjects was 20.6, with 164 males and 95 females participating. The subjects 

participated in the experiment after completing three months of training on several 

office automation applications and thus had a moderate level of competency in 

using computing applications. 

The subjects performed an apartment selection task similar to that employed in 

prior decision-making studies (Payne et al. 1993; Todd and Benbasat 1999). This 

task was chosen as it is believed to be a personally relevant choice problem for 

most college students, and it has been successfully employed in other decision-

making experiments using college-age subjects. The subjects were presented with 

ten apartment alternatives that varied by the eight attributes shown in Table 1. 

Apartment alternatives were specified so that all of the alternatives were non-

dominated. If an alternative is dominated, then at least one other alternative has 

better attribute values across all attributes (Haubl and Trifts 2000; Klein and 

Yadav 1989; Payne et al. 1993), and can be easily eliminated from consideration. 

A decision-making task with non-dominated alternatives is thus more cognitively 

demanding than one with dominated alternatives. 
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3.1  Treatment Conditions 

The different levels of vividness, or information cues (T, TV, TVA), were devel-

oped using the Microsoft Agent Technology. In the T treatment, the decision aid 

provided subjects with instructions through text displayed in text balloons. In the 

TV treatment, instructions were provided through the text balloons along with 

a computer-generated voice that read the text in the balloons as it was displayed. In 

the TVA treatment, an animation provided instructions through text balloons and 

voice. An animated bird was selected over a male or female animation to avoid the 

gender biases found in other studies (Lee 2003; Nass et al. 1996; Nass et al. 1997). 

The animation was able to gesture and change facial expressions as it provided 

instructions. Figure 2 provides a screenshot of the TVA treatment interface. 

The extroverted dimension from the circumplex model of interpersonal behavior 

(Trapnell and Wiggins 1990; Wiggins 1979) was used to assess the effect of per-

sonality similarity. This dimension represents the degree to which an individual is 

outgoing in social situations and was selected because it can be easily represented 

and accurately assessed in a short interaction period. Extraversion was manifested 

in the treatments by varying communication style and voice characteristics in keep-

ing with the personality literature and experiments (Burgoon et al. 1999−2000; 

Ekman and Friesen 1980; Gallaher 1992; Nass and Lee 2001; Nass and Moon 

2000). The same information content was used in all treatments, but consistent 

with past research on personality, the manner in which the information was con-

veyed was altered. For example, the script used in the extroverted treatment in-

cluded more outgoing, assertive statements (e. g., “After you have reviewed the 

various alternatives, you should select the apartment that best meets your needs!”), 

whereas the introverted script used more timid, unassuming statements (e. g., “Af-

ter you have reviewed the various alternatives, you will be asked to select the most 

suitable apartment”).  

In the TV treatment, the extroverted script included the same assertive state-

ments, and the frequency, range, and speed of the computer-generated voice was 

Table 1. Apartment attributes and values 

Attributes Attribute Values Attributes Values 

Rent $460–$900 Age of facility 1–5 years, 5–15 years, > 15 

years 

High speed 

Internet access 

Yes, No Distance from 

campus 

< .5 miles, .5 to 1 mile, 1−5 

miles, ≥ 5miles  

Size Compact, moderate, 

spacious 

Laundry Washer/dryer in unit, on-

site, off-site 

Noise Very quiet, quiet, some-

what quiet  

Parking Reserved spot on-site, open 

on-site, off-site 
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increased to be in keeping with the vocal traits of an extroverted personality (Ek-

man and Friesen 1980; Nass and Lee 2001). In the TVA treatments, the extro-

verted script included the same assertive statements and vocal cues, and was al-

lowed to make more extroverted gestures. For example, in the extroverted 

treatment, the animation was programmed to gesture toward features of the deci-

sion aid with arm movements, whereas in the introverted treatment, the animation 

simply nodded toward the decision aid features. The same number of gestures was 

programmed for both the extroverted and introverted treatments, only the type of 

gesture differed.  

3.2  Procedure 

Subjects were randomly assigned to one of the six treatments (extroverted T, TV, 

TVA; introverted T, TV, TVA). The computer-based decision aid first provided 

a description of the decision task and then guided the user through the use of the 

tool for decision-making purposes (selecting an apartment). The delivery of in-

formation was in keeping with the subjects’ assigned treatment condition. During 

the tutorial portion of the experiment, the users were unable to use the decision aid 

and were unable to bypass the tutorial. Upon completion of the tutorial, the users 

were presented with the feature weighting form and asked to specify their prefer-

ence for each apartment feature by allocating 100 points among the features as 

 

Figure 2. Screenshot of the TVA, extroverted treatment of the decision aid 
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shown in Figure 3. The users were required to allocate all 100 points before they 

could proceed. The decision aid then provided a spreadsheet-based interface with 

several functions to facilitate the subject’s selection of an apartment, as shown in 

Figure 2. These functions included hiding and showing apartment alternatives 

(rows) and features (columns), changing the order of the apartments (rows) and 

features (columns), and sorting by one or two of the apartment features. The sub-

jects were asked to rank order the apartments according to their preference and 

select their preferred apartment. Subject perceptions of the decision aid and deci-

sion-making performance were assessed through a survey. 

3.3  Measures 

The scales used in the survey are included in Appendix A. The measurement of 

the subject’s personality and the personality of the decision aid on the extroversion 

dimension was obtained using five items from the interpersonal adjectives scale 

(Trapnell and Wiggins 1990; Wiggins 1979). Personality difference scores were 

 

Figure 3. Screenshot of feature rating form for the TVA extroverted treatment 
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calculated by taking the absolute value of the difference between the subject’s 

assessment of their own personality and their assessment of the personality of the 

decision aid on these five items measuring extroversion. Smaller difference scores 

represent personality similarity, whereas larger difference scores indicate that the 

perceptions of the personality of the subject and the decision aid differed on the 

extroversion trait. Because of known methodological problems with the use of 

difference scores (Edwards 1994), alternative procedures were conducted using 

polynomial regression components in place of difference scores (see Hess et al. 

(2005) for details), and similar results were obtained.  

The involvement scale was developed from an existing five-item scale that 

measures a user’s focused attention (immersion) with an IS (Agarwal and Kara-

hanna 2000). This scale was comparable to marketing scales used to measure in-

volvement or attention in non-IS settings, and was more reliable than similar scales 

in the communication literature (Burgoon et al. 1999−2000). The measures for 

computer playfulness were taken from the scale developed by Webster and Mar-

tocchio (1992). Decision-making performance was measured by several common 

decision-making outcomes. The subjects’ satisfaction with the decision aid was 

measured with a three-item scale adapted from other IS satisfaction scales (Doll 

and Torkzadeh 1988). The subjects’ understanding of the decision aid was meas-

ured with a four-item scale adapted from the decision-making literature. Decision 

quality, or accuracy, was measured by comparing the subjects’ final selections to 

their normative choice using a weighted-additive calculation. If a subject selected 

the normative apartment based upon the weights that he or she specified for each 

apartment attribute, then quality was recorded as a zero, otherwise decision quality 

was coded as a one. 

In past decision-making studies, decision-making effort has been measured by 

both the amount of time spent making a decision and the number of decision aid 

features used (Payne et al. 1993). Similarly, in our study, the amount of time spent 

using the decision aid and the number of decision aid features used by the deci-

sion-maker were measured by the experimental application. The number of fea-

tures used provides a good surrogate for effort, in addition to time spent using the 

decision aid, as time may vary based on user characteristics other than effort, such 

as technology experience, task or context experience, problem-solving ability, and 

so on. Other decision support studies have similarly measured decision aid feature 

use to represent user effort (Payne et al. 1993; Todd and Benbasat 1992; Todd and 

Benbasat 1999). 

4 Results 

In this section, a manipulation check of the experimental treatments is conducted, 

confirmatory factor analysis and structural regression model results are presented, 

and supplementary statistical procedures are described. The subjects’ perception 

of the decision aid personality was used to verify that the treatment personality 
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was adequately manipulated. The more extroverted computer personality treat-

ment was perceived to be more extroverted overall (F (1, 257) = 27.17, p < 0.000); 

this was the casefor all three forms of information cues. Means for all treatment 

conditions (extroverted T, TV, TVA; introverted T, TV, TVA) are shown in 

Table 2. Thus, the manipulation appeared to be successful. 

4.1  Measurement Model 

Measurement model results are shown in Table 3. The standardized loadings ob-

tained through confirmatory factor analysis were sufficient (> 0.7, as recom-

mended by Fornell and Larcker (1981)) for most of the scales. Exceptions include 

the fourth item in the involvement scale (from Agarwal and Karahanna 2000), 

which had a loading of 0.42. This item was negatively worded and research has 

shown that negatively worded items can reduce scale unidimensionality (Herche 

Table 2. Manipulation check − mean decision aid extroversion score 

Treatment T TV TVA All levels 

Extroverted 4.920 4.671 5.201 4.931 

Introverted 4.380 3.802 4.557 4.246 

p-value  .044 .001 .011 .000 

Table 3. Items, standardized loadings (all loadings, p < 0.0001), and fit statistics 

 

Items 

Standardized 

Loadings 

  

Items 

Standardized 

Loadings 

involvement1 .790  satisfaction3 .811 

involvement2 .930  understanding1 .862 

involvement3 .887  understanding2 .913 

involvement4 −.416  understanding3 .893 

involvement5 .737  understanding4 .902 

computer playfulness1 .693  personality similarity1 .510 

computer playfulness2 .720  personality similarity2 .456 

computer playfulness3 .874  personality similarity3 .755 

computer playfulness4 .874  personality similarity4 .829 

satisfaction1 .946  personality similarity5 .678 

satisfaction2 .967    

Fit Statistics 

CFI .986  AGFI .893 

NFI .926  RMSEA .028 (.014−.039) 

GFI .921  ɏ2 / df 1.205 



 Involvement and Decision-Making Satisfaction with a Decision Aid 747 

and Engelland 1996). Two of the difference score items measuring personality 

similarity also had lower loadings. The items used to create these differences (sub-

ject and decision aid extroversion), however, had overall reliabilities > 0.8 and 

factor loadings > 0.62. Given the fit of the model and lack of high modification 

indices, these items were retained. 

4.2  Structural Regression Model 

Analysis of the research model was performed using AMOS 4.0 for structural 

equation modeling (SEM) with maximum likelihood estimation. Figure 4 provides 

the results for each hypothesis and the fit statistics for the model. Standardized 

regression weights are displayed along each path, and the squared multiple corre-

lations shown within the endogenous variables represent the variance accounted 

for in the model. 

With regard to the hypotheses related to the determinants of involvement, H1, 

H2, and H3 were supported, whereas H4 was not supported. Computer playfulness 

(H1) increased user involvement, and women were more involved with the deci-

sion aid than men (H2). When the personalities of the user and the decision aid 

were more similar (lower difference scores), users were more involved with the 

decision aid (H3). The vividness of the multimedia did significantly affect in-

volvement but not in the hypothesized direction (H4). The addition of animation 

appeared to reduce user involvement with the decision aid. 

 

Figure 4. Structural regression model results 
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For the hypotheses relating to the effect of involvement on decision performance, 

H5a, H5b, and H5c, were fully supported, whereas H5d and H5e were not sup-

ported. Involvement positively affected user satisfaction (H5a) and understanding 

(H5b) with the decision aid. Users that were more involved with the decision aid 

also spent more time using the decision aid (H5c), but involvement did not sig-

nificantly affect the number of decision aid features used (H5d). User involvement 

also did not significantly affect decision quality/accuracy (H5e). A summary of 

the hypotheses’ results is provided in Table 4. 

Additional paths between some of the dependent variables were included in the 

final model, but were not hypothesized, as these relationships were incidental to the 

purpose of the study. Past experimental studies involving similar dependent vari-

ables have typically included less complex research models and were tested with 

multivariate analysis of variance (MANOVA) or simple correlations, with the as-

sumption that the dependent variables were correlated (Burgoon et al. 1999−2000; 

Dennis and Kinney 1998; Dennis et al. 1999). In our study, SEM was needed to 

fully analyze the more explanatory and complex research model. With SEM, it is 

necessary to formally specify the relationships between the dependent variables, 

whereas with other statistical techniques, such relationships are assumed.  

Prior research has shown dependent variables such as understanding and satis-

faction to be strongly related (Burgoon et al. 1999−2000; Dennis and Kinney 1998; 

Dennis et al. 1999). This relationship was confirmed in our study, with a standard-

ized weight of 0.665. The number of decision aid features used would logically  

be related to decision time, as it would take more time to use more decision aid 

features. The relationship between these two dependent variables was significant in 

our study, with a standardized weight of 0.779. Similarly, the number of decision 

aid features used should improve the users’ understanding of the decision aid fea-

tures, as confirmed with the standardized weight of 0.159. No variance was ex-

plained in the measure of decision aid features used, as the hypothesized relation-

ship between involvement and the number of decision aid features used was 

insignificant. 

Table 4. Summary of hypotheses’ results 

Hypotheses Findings 

H1. Computer playfulness ⇑ Involvement Supported 

H2. Gender ⇒Involvement, Women > Men Supported 

H3. Personality similarity ⇑ Involvement Supported  

H4. Multimedia vividness ⇑ Involvement Not Supported  

H5a. Involvement ⇑ Satisfaction  Supported 

H5b. Involvement ⇑ Understanding  Supported 

H5c. Involvement ⇑ Decision time Supported 

H5c. Involvement ⇑ Use of decision aid features Not Supported 

H5d. Involvement ⇑ Decision quality/accuracy  Not Supported 
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4.3  Additional Analysis Procedures 

Several additional procedures were performed to ensure that alternative models or 

additional paths would not provide a better explanation for the relationships in the 

data set. While the literature supports the use of involvement in a mediation capac-

ity between the technology characteristics of multimedia and social cues and deci-

sion-making outcomes, alternative procedures were conducted to evaluate partial 

mediation and poor model fit. No modification indices greater than 8.5 were ob-

served with the exception of two indices related to computer playfulness and un-

derstanding. These two indices, 22.25 and 19.95, were observed for the regression 

path between these two constructs (playfulness => understanding) and the covari-

ance between the computer playfulness construct and the residual for understand-

ing. Additional analysis was performed on the apparent relationship between play-

fulness and understanding as described below.  

In order to eliminate subject extroversion and treatment extroversion as alterna-

tive antecedents to involvement (in addition to personality similarity), these two 

additional constructs were temporarily added to the model shown in Figure 4. The 

purpose of this additional procedure was to determine if the components of per-

sonality similarity (subject and treatment extroversion) significantly affected in-

volvement. The regression weights for these two constructs were not significant.  

Multiple linear regression was conducted, as suggested by Baron and Kenny 

(1986), to determine whether any of the antecedents of involvement directly af-

fected any of the decision-making outcomes (with the involvement construct ex-

cluded from the analysis), and whether any such relationships were fully or par-

tially mediated by involvement. Prior to performing regression analysis, all 

measures were standardized to address the different levels of some scales (seven-

point and eight-point scales). Results from this analysis are shown in Table 5. Only 

two of the antecedents, computer playfulness and gender, directly affected any of 

the decision-making outcomes when involvement was excluded from the analysis. 

Computer playfulness was significantly related to both satisfaction and understand-

ing, whereas gender was only significantly related to satisfaction. These regres-

sions were then rerun with involvement included, and the standardized regression 

coefficients were still found to be significant. When these three additional relation-

Table 5. Tests for mediating effect of involvement 

  

Satisfaction 

 

Understanding 

Satisfaction 

w/Involvement 

Understanding 

w/Involvement 

 ȕ p value ȕ p 

value 

ȕ p value ȕ p value 

Play-

fulness 

0.314 0.000 0.336 0.000 0.250 0.000 0.321 0.000 

Gender 0.173 0.003   0.121 0.029   
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ships were added to the structural regression model shown in Figure 4, however, 

only one of these paths was found to be significant (playfulness => understanding). 

Thus, involvement was found to only partially mediate the relationship between 

computer playfulness and understanding. Adding this relationship increased the 

variance accounted for in the understanding construct from 6.5 to 14.0. The re-

gression weight for the path from involvement to understanding was lowered 

slightly but was still significant. No other significant changes would result from 

the addition of this path. Based upon the results of the mediation tests, review of 

the modification indices, and analysis of the personality similarity components, 

the model shown in Figure 4 appears to be appropriate for this data set. 

5 Discussion 

In this section, additional discussion of the study results is provided and practical 

implications of the empirical findings are discussed. The unsupported hypotheses 

are also reviewed and possible explanations for the lack of results are offered. 

5.1  Practical Implications of Findings 

The findings of this study have important implications for interface designers. 

Previous findings on the relationship between computer playfulness and involve-

ment-related constructs in a presentation context were confirmed in a new context, 

decision aid/support, and remained significant when gender, vividness, and per-

sonality constructs were also measured (H1). Women expressed higher levels of 

involvement across all treatments. The lower level of involvement from males was 

expected given that they are typically less comprehensive processors than females 

(H2). Marketing segmentation could be utilized to provide more involving inter-

faces to users based on characteristics such as computer playfulness and gender. 

Empirical studies from marketing suggest that situational factors in advertisements 

and product information can be altered to increase comprehensive and detailed 

message elaboration among males (Darley and Smith 1995). For example, by cre-

ating cue incongruity or by providing more objective claims (preferred by males), 

gender information processing differences can be eliminated. These same practices 

could be applied in interface design to ensure that both males and females are 

equally involved or engaged. Similarly, user involvement could be enhanced for 

users that exhibit low computer playfulness by manipulating the personality traits 

exhibited through the interface as described below. 

The findings on personality similarity (H3) also have practical implications for 

interface designers, as interfaces could be more extensively tailored to suit the 

user. Interface designers with some general understanding of user demographics 

and characteristics could develop interfaces that exhibit social cues, creating per-

ceptions of similarity between users and the interface. Traits as simple as extro-

version and introversion can be easily exhibited in an interface and matched to 

user groups to increase user involvement and downstream decision performance. 
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5.2  Multimedia Vividness and Involvement 

Multimedia vividness did not positively affect user involvement with the decision 

aid (H4), as hypothesized. Instead, there was a significant negative relationship 

between vividness and involvement. Analysis of variance (ANOVA) results (F (2, 

256) = 5.895, p < 0.003) indicate that there were significant differences in in-

volvement among the vividness treatments. Post hoc tests (Tukey’s) indicated that 

involvement was significantly different between the animation treatment (TVA) 

and the two unanimated treatments (T, TV). The means by treatment are shown in 

Table 6. There were no significant differences between the T and TV treatments, 

thus the negative relationship found in the overall model is attributed to the effect 

of animation.  

The lack of vividness effects between the T and TV treatments may be ex-

plained by earlier research on message information vividness that took place be-

fore multimedia technology became available. Mixed results were obtained in 

studies that investigated the effect of vividness on involvement and attitudes. One 

of the explanations offered for these results was that vividness only produces an 

effect when there is competition for attention among vivid and non-vivid informa-

tion (Taylor and Thompson 1982; Taylor and Wood 1983). This explanation is 

applicable to the current study, as different levels of vividness were not compared 

within subjects. As suggested in these prior studies, “the non-vivid version of the 

message is given as much attention as the vivid version when each is presented 

separately,” and no other task effects are varied (McGill and Anand 1989, p. 188). 

In other multimedia studies in which vividness effects were found, there were 

substantial changes in the information display, such as the use of overheads as 

compared to presentation software or video. In our study, the addition of com-

puter-generated voice, one sensory channel, to a computer-based decision aid that 

was otherwise unchanged, did not increase involvement. 

In further evaluating the effect of animation (TVA) on involvement, we consid-

ered whether the animation selected could have annoyed the subjects by analyzing 

two affective measures of the decision aid (enjoyment and satisfaction). A four-

item scale from a study of cognitive absorption (Agarwal and Karahanna 2000) 

was used to measure enjoyment of the decision aid. ANOVA results for both satis-

faction and enjoyment were not significant, meaning that there were not significant 

differences among the T, TV, and TVA treatments. Treatment means for these two 

constructs are also shown in Table 6. Thus, it does not appear that a negative affect 

toward the animation resulted in lower involvement with this treatment. 

The earlier findings on vividness in decision making also provide an explanation 

for the detrimental effect of animation on involvement. Researchers noted that vivid 

stimuli that are unrelated to the product, or alternative information, may not in-

crease involvement and may distract the decision-maker from the task (McGill and 

Anand 1989; Taylor and Thompson 1982). Similarly, research on animation has 

shown that when animation is used as a non-primary stimulus (non-primary mean-

ing that it is not directly related to the primary task objective), it can be distracting 
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and reduce task performance (Zhang 2000). In our study, the animation was used in 

the information acquisition and evaluation phases of the decision, but was not re-

lated to the actual apartment alternatives. The use of animation to display the floor 

plan of each apartment alternative would be an example of a primary stimulus.  

Based upon the definition of vividness advanced by Steuer (1992), there also 

appears to be a difference in the characteristics of vividness manifested in the three 

treatments. The visual and auditory channels provided in the T and TV treatments 

increase vividness breadth, whereas the addition of animation in the TVA treat-

ment represents an increase in vividness depth by increasing the resolution of the 

visual channel. The use of animation in the decision aid thus represents an increase 

in the visual resolution of a non-primary task effect and appears to have reduced 

the user’s involvement with the decision aid. 

5.3  Involvement and Decision-Making Outcomes 

Our hypotheses, H5a, H5b and H5c, regarding the relationships between involve-

ment and decision aid satisfaction, understanding, and decision time, respectively, 

were supported and have important implications for interface designers. Existing 

studies of user involvement with the interface (computer-mediated technology) have 

focused on technology acceptance constructs and have not investigated involvement 

in a decision-making context with multiple measures of decision-making outcomes. 

The current study provides designers with evidence that increased user involvement 

with a decision aid will improve both perceived (satisfaction, understanding) and 

objective (decision time) decision-making outcomes. 

H5d stated that involvement would positively affect the number of decision aid 

features used (a surrogate measure for effort) but was not supported as there was 

no significant relationship between involvement and the number of decision aid 

features used by the subjects. This lack of support may be attributed to the experi-

mental procedures, as the subjects were instructed to put the apartments in order 

based upon their apartment preferences before selecting their preferred apartment. 

Table 6. Involvement, enjoyment, and satisfaction by treatment 

 T TV TVA 

 In-

volve-

ment 

Enjoy-

ment 

Satis-

faction 

In-

volve-

ment 

Enjoy-

ment 

Satis-

faction 

In-

volve-

ment 

Enjoy-

ment 

Satis-

faction 

Extro-

verted 

4.325 4.864 5.462 4.343 4.607 5.207 3.918 4.585 5.171 

Intro-

verted 

4.223 4.492 4.712 4.369 4.282 5.188 3.575 4.322 4.942 

Overall 4.274 4.678 5.087 4.355 4.445 5.198 3.747 4.454 5.056 
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These instructions may have created an elevated level of feature use and mini-

mized the variation among subjects. Decision time, another approach for measur-

ing decision effort, was positively affected by involvement. 

The lack of positive results for H5e is not unlike the results of prior decision-

making studies. H5e stated that involvement would have a positive effect on deci-

sion quality (accuracy). Many studies have found that the use of incentives, a way 

to increase involvement, will increase decision-maker effort but will not increase 

decision accuracy (Payne et al. 1993; Todd and Benbasat 1999). One explanation 

offered in the literature is that individuals will guard their effort and settle for less 

accuracy. Increased involvement may lead to increased effort but may not entice 

the decision maker to use a more accurate decision-making strategy (such as using 

all information and performing weighted-additive calculations). Another explana-

tion is that feedback on decision accuracy is not readily available to the decision-

maker (Payne et al. 1993). In our study, and in most decision-making experiments, 

the decision-makers are not provided with feedback on the accuracy of their po-

tential selections, but they are easily able to assess their own effort. Given the 

number of non-dominated alternatives (ten), the number of apartment attributes 

(eight), and the average number of features weighted by each subject (seven), the 

mental calculations required to determine the weighted value for each alternative 

are not trivial. The level of decision accuracy obtained in the study (40.2%) is 

relatively high and, thus, does not appear to have influenced the results for H5e. 

6 Limitations and Conclusion 

The first limitation of this study is the choice of animation used for the TVA treat-

ment. A nonhuman animation was purposely selected to avoid any confounds from 

gender bias. Subject responses might differ, however, based upon animation char-

acteristics – human and nonhuman. In addition, the same animation was used for 

both the extroverted and introverted treatments to avoid confounding the study 

with more or less appealing animations. By using the same animation, we limited 

our opportunities to accentuate the extroverted/introverted nature of the decision 

aid with the physical characteristics of the animation. A second limitation relates to 

the use of only one dimension of personality traits. Other personality dimensions in 

the circumplex interpersonal model (Wiggins 1979) or other models may have 

different affects on involvement in a decision-making context. Additional research 

with other personality dimensions is needed to make the findings of this study 

more generalizable. Finally, the use of student subjects is a limitation as student 

responses are not necessarily representative of the population of decision-makers. 

We attempted to counter this limitation by using an apartment selection decision 

task that is realistic and relevant for both students and the general population of 

consumers. 

The theoretical contributions of this research include the development of a model 

that explains the effect of involvement with a social, multimedia decision aid on 
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decision-making outcomes. Antecedents of involvement were identified, and the 

relationship between involvement and multiple decision-making outcomes was 

tested. Computer playfulness, gender, personality similarity, and multimedia vivid-

ness were the antecedents identified and investigated. Existing research on in-

volvement with computer-mediated technology has not utilized a decision-making 

context and investigated multiple antecedents and multiple decision-making out-

comes in a controlled experimental setting. Three antecedents, computer playful-

ness, gender, and personality similarity conveyed through social cues, were shown 

to significantly influence involvement with a decision aid. Women were more in-

volved than men, and users with higher levels of computer playfulness were more 

involved. When the personality of the user was similar to the personality conveyed 

by the decision aid, the user was more involved with the decision aid. The personal-

ity of the decision aid was easily conveyed at all treatment levels of multimedia 

vividness (T, TV, TVA) and positively influenced involvement with the decision 

aid. In other words, it was possible to manifest decision aid personality in the lean-

est multimedia vividness environment (text only). 

Multimedia vividness did not have the expected effect on involvement. Increas-

ing the breadth of vividness, through the addition of voice, had no affect on in-

volvement over a baseline text condition. And, the addition of animation, an in-

crease in depth of vividness, reduced involvement with the decision aid. While 

additional research is needed to further understand the effect of multimedia vivid-

ness on involvement, the current study provides a foundation for this future work. 

Given that the current study used an analyzable task with unequivocal information, 

future studies should investigate whether multimedia vividness influences involve-

ment in more complex decision-making tasks. In addition, both vividness depth and 

breadth should be further investigated when task complexity is varied. The tested 

relationships between involvement and multiple decision-making outcomes con-

tribute to the literature, as the involvement construct has received limited testing in 

a decision aid context with multimedia characteristics. Involvement was found to 

increase user satisfaction, understanding, and decision time with the decision aid. 

The relationships between involvement and both decision quality and use of deci-

sion aid features were not supported and may be due to the propensity of decision-

makers to modify their effort but not their accuracy, and to the experimental design 

(i. e., experimental instructions on using the decision aid). Future research should 

investigate whether these relationships are supported with different tasks. 

Practical implications of the study include interface design considerations. The 

significant relationships found in the research model suggest that interface design-

ers can manipulate user involvement with a decision aid by matching the personal-

ity of the user with the personality traits exhibited by a computing application, and 

by providing more involving interfaces to users that report lower levels of com-

puter playfulness. Gender differences also affect interface design considerations, 

as male users generally exhibit a lower level of involvement than do females. 

Technology characteristics can be manipulated to increase male involvement. 

Interface designers targeting their applications to specific groups of users (market 

segmentation by gender or general personality traits) can use the findings of this 
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study to develop interfaces that are more attractive and engaging to their targeted 

groups. Interface designers are cautioned, however, as to their use of animation. 

The use of animation as a non-primary stimulus, commonly found in many types 

of IS (e. g., the Microsoft Office paper clip animation), may distract the user, de-

creasing their involvement with the technology and negatively affecting decision-

making outcomes. Additional research on the affects of changing multimedia 

vividness depth and breadth in primary and non-primary stimulus environments 

may also prove insightful. 
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Appendix A. Survey Scales 

Subject and Decision Aid Extroversion (8-pt Scale, Extremely Inaccurate/ Ex-

tremely Accurate) 

1. Outgoing 

2. Vivacious 

3. Enthusiastic 

4. Cheerful 

5. Perky 

Computer Playfulness (7-pt Scale, Strongly Disagree/Strongly Agree) 

1. Spontaneous 

2. Flexible 

3. Creative 

4. Playful 

Involvement (7-pt Scale, Strongly Disagree/Strongly Agree) 

1. While using the Decision Aid, I am able to block out most other distrac-

tions. 

2. While using the Decision Aid, I am absorbed in what I am doing. 

3. With the Decision Aid, I am immersed in the task that I am performing. 

4. With the Decision Aid, I get distracted by other attentions very easily. 

5. With the Decision Aid, my attention does not get diverted very easily. 
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Satisfaction (7-pt Scale, Strongly Disagree and Strongly Agree) 

1. I am satisfied with the Decision Aid. 

2. I am pleased with the Decision Aid. 

3. I am content with the Decision Aid. 

Understanding (7-pt Scale, Strongly Disagree and Strongly Agree) 

1. I understand how to use the features in the Decision Aid. 

2. I have a good grasp of the functionality provided by the Decision Aid. 

3. I can easily recall the functionality provided by the Decision Aid. 

4. It is easy for me to remember how to use the Decision Aid. 
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The development of any decision support system (DSS) is a risky affair. The volatile task 

environment and dynamic nature of managerial work means that DSS projects are prone to 

failure. This chapter explores a number of aspects of DSS failure, first by considering the 

definition of success and failure and then by developing a set of critical success factors 

(CSFs) for DSS. This CSF set is used to understand two DSS project failures: one a small 

scale personal DSS, and the other a large enterprise-scale data warehouse with business 

intelligence applications. In addition to understanding DSS failure ex post, the CSF set 

could be used during a project to provide early warning of potentially fatal problems. 

Keywords: Decision support systems; Failure; Success; Critical success factors; Data ware-

housing; Business intelligence 

1 Introduction 

Decision support systems (DSS) is the area of the information systems (IS) dis-
cipline that is focused on supporting and improving managerial decision mak-
ing. Essentially, DSS is about developing and deploying IT-based systems to 
support decision processes. It is perhaps the most buoyant area of contemporary 
IS practice (Graham 2005) and the decisions made using these systems can fun-
damentally change the nature of an organization. To help define the field, Arnott 
and Pervan (2005) presented a history of DSS that focused on the evolution of 
a number of subgroupings of research and practice. These DSS types are: 

• Personal DSS: usually small-scale systems that are normally developed 
for one manager, or a small number of independent managers, for one 
decision task; 

• Group Support Systems: the use of a combination of communication and 
DSS technologies to facilitate the effective working of groups; 

• Negotiation Support Systems: DSS where the primary focus of the group 
work is negotiation between opposing parties; 

• Intelligent DSS: the application of artificial intelligence techniques to 
DSS; 
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• Knowledge Management-based DSS: systems that support decision mak-
ing by aiding knowledge storage, retrieval, transfer and application by 
supporting individual and organizational memory and inter-group 
knowledge access; 

• Executive Information Systems (EIS)/Business Intelligence (BI): data-
oriented and model-oriented DSS that provide reporting about the nature 
of an organization to management; 

• Data Warehousing (DW): systems that provide the large-scale data in-
frastructure for decision support. 

It is well known in the DSS literature that all types of DSS projects are high-risk 

and prone to failure (Rainer and Watson 1995, Poon and Wagner 2001, Fitzgerald 

and Russo 2005). Some studies have even reported failure rates as high as 80% 

(Hurst et al. 1983). In addition to the general issues that all IT projects face, such 

as cost and time overruns, DSS are also susceptible to some specific problems due 

to their unique nature. For example, developers must embrace changing system 

requirements that occur as a result of executives’ changing information needs and 

the ill-structured nature of the problems that DSS typically support (Keen 1980). 

Also, with the increase in decision support scale brought about by data warehous-

ing and business intelligence, developers must adapt their methods and techniques 

while remaining responsive to managerial needs (Arnott 2006). In addition to 

these development challenges, the fact that DSS use is not usually mandatory also 

exposes them to failure through non-use. 

This chapter is structured as follows: first the nature of success and failure in 

DSS projects is discussed. The critical success factor (CSF) approach to DSS 

success and failure is then addressed in detail and a set of ten CSFs that should be 

relevant to all types of DSS is developed. Two case studies of DSS failure are then 

presented. One case examines a small personal DSS project and the other a large 

corporate DW project. The ten-CSF set is used to analyse the two DSS failure 

cases. Finally, some concluding comments about DSS failure are made. 

2 Success and Failure in DSS Projects 

Before addressing the reasons why DSS failures occur, it is first necessary to ex-

amine what is meant by failure. That is, in an area that rarely makes use of formal 

evaluation processes (Watson et. al 1991), how are projects deemed a success or 

a failure? Previous attempts to define failure have included Sauer’s (1993) defini-

tion that failure occurs when the level of dissatisfaction with a system is such that 

there is no longer enough support to sustain it. In the escalation literature, “failure 

is defined as occurring when it becomes obvious that expectations cannot be met” 

(Drummond 2005, p. 174). However, Markus and Keil’s (1994) definition takes 

failure to mean an unused system, not simply a system that does not meet expecta-

tions. Likewise, at the other end of the spectrum, success is also a multidimen-

sional construct, and one that is difficult to define (DeLone and McLean 1992).  
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But despite the difficulty in defining success, which is the dependent variable in 

most IS research, it remains an important goal, as “without a well-defined depend-

ent variable, much of IS research is purely speculative” (DeLone and McLean 

1992, p. 61). In their well-cited model of IS success, DeLone and McLean (1992) 

draw on Shannon and Weaver’s (1949) work on communication, and Mason’s 

(1978) theory of information ‘influence’, to develop six categories or aspects of 

information systems success. They are system quality, information quality, use, 

user satisfaction, individual impact and organizational impact. They then present 

a taxonomy of empirical measures for each of the categories, based on previous 

research.  

According to DeLone and McLean, system quality involves measuring the 

processing system itself, such as response time, system reliability and system 

accessibility (Srinivasan 1985). Information quality involves evaluating the sys-

tem output by measuring such things as accuracy, currency, completeness and 

reliability (Bailey and Pearson 1983).  

DeLone and McLean’s third success category, system use, has generated much 

discussion in the IS literature. Many studies have measured various aspects of use, 

such as motivation to use (DeSanctis 1982), frequency of use (Hsieh et al. 1992) 

and number of DSS features used (Green and Hughes 1986) as surrogate measures 

of success. In fact, along with user satisfaction, system use (or repeat use), is one 

of the most common measures of success (e. g., Hsieh et al. 1992, Bergeron and 

Raymond 1992). Finlay and Forghani (1998), in a field study of 39 DSS imple-

mentations, selected repeat use and user satisfaction from many suggestions, in-

cluding profitability (Garrity 1963), widespread use (Swanson 1974), better com-

munication, better control, cost savings, time savings, better teamwork, response 

to the new (Keen 1981), and time taken in decision making (Nunamaker et al. 

1989). 

System use is particularly relevant to the field of DSS, as “executives are typi-

cally in a position where they can reject an EIS either by explicitly saying that 

they do not want it, or implicitly by choosing to not use it” (Singh 2002, p. 75). 

There are several reasons why a decision maker might reject a DSS, including the 

system’s failure to provide useful and relevant information. This is related to in-

formation quality, but because information usefulness and relevance is specific to 

each user in each problem situation, it goes beyond general information quality. 

Again, meeting the information needs and requirements of executive users is 

a particular challenge for DSS developers, as it is well known that executives find 

it difficult to identify the information they need (Walstrom and Wilson 1997), 

a problem that can present the biggest challenge to the development team (Paller 

and Laska 1990, Bird 1991). Also, as the user interacts with the system and learns 

about the problem, their information needs may change. Therefore DSS develop-

ers must not only keep up with these changing requirements, but also embrace 

them in order to increase the likelihood of the system being used. 

Another reason why a DSS might be rejected is incompatibility between the 

system and the user’s decision style (Elam and Leidner 1995). For example, 

through presentation and design that incorporates an understanding of the user’s 
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decision-making style, a DSS can inspire a decision maker to think of a problem 

in new ways. This cognitive fit is unique to DSS and has a bearing on the level of 

use of the system, as well as the level of user satisfaction with the system. 

User satisfaction is DeLone and McLean’s fourth aspect of system success, and 

they believe it is the most widely used single measure of IS success (DeLone and 

McLean 1992). Bergeron and Raymond (1992), in their survey of 28 Canadian 

organizations, studied EIS users’ level of satisfaction with certain characteristics 

of the EIS on a five-point Likert scale. They found that the sampled executives 

were significantly more satisfied with the quality of information and user-interface 

attributes than with the benefits and technical capabilities of their systems. Simi-

larly, Hsieh et al. (1992) used a five-point Likert scale to measure overall DSS 

user satisfaction in Taiwan.  

Finally, DeLone and McLean recognize that system success also depends on 

the impact of the system – on both the individual and the organization. The impact 

of the system is important to consider, as a high-quality system that is well used 

and generates high quality information can hardly be called a success if it has little 

or no impact. Various measures of impact have included the speed and quality of 

decision-making (Leidner and Elam 1994), forecast accuracy (Tsaih et al. 1998), 

and improvements in the planning process (Venkatraman and Ramanujam 1987). 

While these are all positive impacts, there are also negative impacts of which to be 

wary. It is important to consider the impact of the system from a behavioral or 

descriptive view, as well as a normative economic approach. Citing Baskerville 

and Land’s (2004) argument, Drummond states “the IT literature has been more 

concerned with technically efficient systems than with considering their impact 

upon the organization, yet an IT system can be technically and economically suc-

cessful, and yet fail because it threatens to undermine the social fabric of organiza-

tion” (Drummond 2005, p. 174).  

In addition to DeLone and McLean, Poon and Wagner (2001), also acknow-

ledge the multifaceted nature of success in their influential study of critical suc-

cess factors for EIS. They choose five criteria to evaluate success. The first crite-

rion is access, that is, the EIS is made available and users are given access to the 

system. The second is use: the EIS is used by the intended users. The third is satis-

faction: users are satisfied with the EIS. The fourth is positive impact: the EIS has 

positive impact on the executives and the organization. The final criterion they use 

for evaluating success is diffusion; the EIS tends to spread. 

A criticism of applying this approach to DSS projects, where success is defined 

based on a small number of measures, is that it does not take into account the dy-

namic nature of DSS projects, which can result in a project being viewed as suc-

cessful, and then subsequently as a failure (McBride 1997), or possible discrepan-

cies among different stakeholder perspectives, such as users, developers, decision 

makers, decision consumers and management (Maynard et al. 1994). Markus and 

Mao (2004) contend that previous definitions of system success are outdated and 

that there is a need to separate system development success and system implemen-

tation success. According to their definition, system development success is 

a “high quality process of system development (methodologies used, interactions 
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and conflicts, progress against schedules and budgets) and/or a high quality out-

come of system development, namely a project, a system or an IT artifact” (Markus 

and Mao 2004, p. 525). System implementation success occurs when “the intended 

users adopt the system, use it as expected, and/or use it with the desired effects” 

(p. 525). Similarly, Lucas et al. (1990) view implementation success as reflected by 

the acceptance of the system by users, the usage of the system, the impact of the 

system on user performance, and users’ satisfaction with the system. 

Therefore, some common themes emerge in relation to success – use, intended 

users, impact, and user satisfaction. While these all seem relevant, it remains un-

clear as to the importance of each element and how they interact. For example, 

what if a system is used in a way that wasn’t intended, or is well used, but not by 

its intended users? What if the users are not satisfied with the system, but they use 

it anyway? Clearly, there are different levels of success and failure, and it is 

unlikely that a single, overarching measure of IS success will emerge (DeLone 

and McLean 1992).  

Further, DeLone and McLean, citing Weill and Olson (1989, p.88), state “the 

selection of success measures should also consider the contingency variables, such 

as the independent variables being researched; the organizational strategy, struc-

ture, size, and environment of the organization being studied; the technology be-

ing employed; and the task and individual characteristics of the system under 

investigation.” In practice, DSS projects are frequently evaluated by gut feel 

(Watson et al. 1991).  

3 Critical Success Factors for DSS Projects 

One way of understanding DSS failure is to consider the relatively small number 

of factors that should be effectively addressed if a project is to succeed. These 

factors are called critical success factors or CSFs (Rockart and DeLong 1988). 

Although as discussed in the introduction, the field of DSS in research and prac-

tice covers a number of distinct sub-fields, the CSFs for each DSS type are likely 

to be similar. This section identifies ten CSFs from studies that address different 

DSS types. These CSF are used later in the chapter to analyze cases of DSS fail-

ure. In the spirit of Poon and Wagner (2001, Figure 1), Figure 1 shows a model 

that builds on the analysis in Section 2 and hypothesizes that general attainment of 

the DSS CSF set will lead to positive impact of the system on the individual and 

organization, effective use of the DSS, and increased user satisfaction, which in 

turn leads to DSS project success. Further, user satisfaction with DSS leads to 

further use. The idea that the attainment of CSF leads to DSS success has been 

well supported in DSS research (Poon and Wagner 2001, McBride 1997, Sal-

meron and Herrero 2005). 

Poon and Wagner (2001), using a multiple case study method, identified ten 

CSFs that successful executive support projects mostly achieve. The CSF they 

identified are: a committed and informed executive sponsor, an operating sponsor, 
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appropriate IS staff, appropriate technology, management of data, a clear link with 

business objectives, an evolutionary development methodology, clearly defined 

requirements, management of organizational resistance, and management of sys-

tem evolution and spread. Poon and Wagner’s set is based on a number of previ-

ous studies, in particular Rockart and DeLong (1988), Rainer and Watson (1995) 

and McBride (1997). Poon and Wagner also hypothesized that there are a smaller 

number of meta-success factors that “if managed correctly, result in all others to 

go right as well, or vice versa” (p. 406). The meta-success factors they identified 

are championship (a combination of executive and operating sponsorship), avail-

ability of resources, and a link with organizational objectives. Rainer and Watson 

(1995) identified 23 factors for successful EIS development based on interviews 

with 48 executives, EIS providers, and vendor/consultants. While Rainer and 

Watson’s set is large, it can be mapped onto a smaller, or critical, set. Salmeron 

and Herrero (2005) used an analytic hierarchy process (AHP) approach to under-

stand and rank EIS CSF from 18 EIS users. In their hierarchy they clustered CSF 

as human resources (user involvement, competent and balanced staff, executive 

sponsor’s support), information and technology (right information needs, suitable 

hardware/software), and system interaction (flexible and sensitive system, speedy 

prototype development, tailored system).  

Wixom and Watson (2001) conducted a survey-based investigation of the fac-

tors affecting DW success. They categorized these factors into three areas: organ-

izational, project and technical implementation success. In particular, they identi-

fied the micro-factors of management support, championship, resources, user 

participation, team skills, source systems, and development technology. These 

micro-factors contributed to one or more implementation success factors. Of im-

portance is their concept of widespread management support as a replacement 

factor for the single operational sponsor of Poon and Wagner’s EIS CSF set. Wide-

spread management support is required to drive the organizational change that 

accompanies a major DSS project, especially in overcoming resistance to change.  

The flip side of CSFs is critical failure factors. In a meta-analysis of 14 DW 

cases, Lindsey and Frolick (2003) identified a set of factors that if present are 

 

Figure 1. A CSF-based model of DSS success 
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likely to lead to project failure. They are: weak sponsorship and/or management 

support, poor choice of technology, wrong or poorly analyzed project scope, data 

problems, problems with end-user access tools, insufficient funding, inadequate 

user involvement, scope creep, organizational politics, and turnover of personnel. 

The failure set can be mapped onto a critical success factor set.  

Sammon and Finnegan (2000) investigated the organizational prerequisites for 

the implementation of a DW project. Based on four case studies they found these 

prerequisites to be: a business-driven data warehousing initiative, executive spon-

sorship and commitment, funding commitment, project team skills, source data 

quality, a flexible enterprise data model, data stewardship, a long term plan for 

automated extract, transform and load (ETL), knowledge of DW compatibility 

with existing systems, and hardware/software proof of concept.  

While the studies described above have developed, or supported, the concept of 

CSFs for DSS implementation, other researchers have raised concerns about the 

approach. Nandhakumar (1995) examined the deep structure of an EIS implemen-

tation in terms of CSFs. In addition to confirming the importance of the CSF set, 

he found that there are important interrelationships between the factors. Further, 

he argued, “understanding these interactions is crucial to explaining the reasons 

for EIS success and failure” (p. 70). Nandhakumar also found that CSF were not 

constant in their influence and importance during the life of the project. He high-

lighted the need for further research to understand the social context of EIS devel-

opment and how this is manifested in CSF dynamics. The interrelated and dy-

namic nature of CSF could account for the failure of cross-sectional survey-based 

quantitative studies to verify the case study findings (for example, Bajwa et al. 

1998). Bussen and Myers (1997) also criticized the factor approach to understand-

ing EIS success and failure, arguing that satisfying a static CSF set is not a suffi-

cient explanation for system outcomes. In a case study of EIS failure in a manu-

facturing and distribution company they found that an analysis of the historical, 

political, social and economic contexts of the case had equal, if not greater, impact 

on the system failure than the CSF set. This is supported by Wixom and Watson 

(2001), who in a survey-based study found that factors other than their variant of 

DW CSF affect data quality and success in DW projects. McBride (1997) sup-

ported the view that success factors are dynamic and influenced by the organiza-

tional context. Using the contingency framework of Poulymenakou and Holmes 

(1996), McBride found that a number of macro- and micro-contingent variables 

affected success in an EIS in a communications company. These included culture, 

planning, technical awareness, accountability, irrationality, evaluation, organiza-

tional structure, business environment, methods and methodologies, resistance to 

change, power and politics, strength of organizational need, and technology need. 

Despite all these concerns, CSF remains a useful construct for understanding 

what goes right or wrong in a DSS project. Importantly, they are readily under-

stood by executives, managers, and IT professionals and can be an effective con-

struct for moving theory into practice. Combining the results of previous studies 

provides the DSS CSF set in Table 1. The implication of the table is that if a rea-

sonable number of CSFs are not attained or achieved, a project is likely to fail. 



770 David Arnott and Gemma Dodson 

Table 1. Critical success factors for decision support systems 

Factor Description References 

1. Committed  

and informed  

executive  

sponsor 

A senior executive should be re-

sponsible for overall guidance of 

the project, allocating resources and 

representing the project to the ex-

ecutive team and board. 

Curley and Gremillion 

(1983), 

McBride (1997), 

Poon and Wagner (2001),  

Sammon and Finnegan 

(2000),  

Sipior (2000), 

Watson et al. (2004),  

Wixom and Watson (2001). 

2. Widespread  

management  

support 

DSS development should be busi-

ness driven with widespread man-

agement support. This helps man-

age the change process and 

overcome resistance. 

Hwang et al. (2004),  

Keil et al. (1998), 

Rainer and Watson (1995), 

Sammon and Finnegan 

(2000), 

Wixom and Watson (2001). 

3. Appropriate  

team skills 

Staff in the client organization and 

external suppliers should have 

appropriate knowledge, skills and 

experience. 

Hwang et al. (2004), 

Poon and Wagner (2001),  

Salmeron and Herrero (2005), 

Sammon and Finnegan 

(2000), 

Wixom and Watson (2001). 

4. Appropriate  

technology  

There should be a high degree of 

organizational fit with the DSS 

hardware and software. 

Cottrell and Rapley (1991) 

Poon and Wagner (2001),  

Salmeron and Herrero (2005), 

Sammon and Finnegan 

(2000), 

Wixom and Watson (2001) 

5. Adequate  

resources 

There should be adequate funding 

of hardware, software and human 

resources. 

Lindsey and Frolick (2003),  

Sammon and Finnegan 

(2000), 

Wixom and Watson (2001) 

6. Effective data  

management 

Operational data sources should be 

available. ETL applications should 

ensure currency, consistency, and 

accuracy. The data model should be 

flexible and extensible. 

Poon and Wagner (2001), 

Rainer and Watson (1995),  

Sammon and Finnegan 

(2000), 

Watson et al. (2004),  

Wixom and Watson (2001) 

7. Clear link with 

business  

objectives 

The project should have a clear link 

with the business’s strategies and be 

economically justified in terms of 

its business value. 

Guiden and Ewers (1989),  

Poon and Wagner (2001),  

Rainer and Watson (1995), 

Rockart and DeLong (1988), 

Volonino and Watson (1990), 

Watson et al. (2004) 
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Factor Description References 

8. Well-defined  

information  

and systems  

requirements 

Despite the difficulty of defining 

executives’ requirements, the pro-

ject should have an accepted defini-

tion of what is required from the 

system. 

Salmeron and Herrero (2005), 

Rainer and Watson (1995), 

Poon and Wagner (2001),  

Watson et al. (2004) 

9. Evolutionary  

development  

A successful DSS should be devel-

oped iteratively with strong user 

involvement, evolving towards an 

effective application set. 

March and Hevner (2007), 

McBride (1997), 

Poon and Wagner (2001),  

Salmeron and Herrero (2005), 

Sammon and Finnegan 

(2000), 

Wixom and Watson (2001) 

10. Management  

of project  

scope 

The scope of a project can increase 

significantly. This can stretch pro-

ject resources. 

Keil et al. (1998), 

Lindsey and Frolick (2003), 

Rainer and Watson (1995) 

4 Two Case Studies of DSS Failure 

In order to understand the nature of DSS failure this section presents two case stud-

ies of failed projects. The cases illustrate failure in both small and large DSS pro-

jects. In both cases failure is manifest by the canceling or abandonment of the DSS. 

This means they meet Sauer’s (1993) definition of IS failure. The first case, relat-

ing to a small personal DSS in a manufacturing company, is taken from Briggs and 

Arnott (2004). The second case concerns a large data warehousing and business 

intelligence project in an insurance company; it is taken from Arnott (2006). 

4.1  Case 1: A Personal DSS for Manufacturing 

and Logistics Modeling 

The case involves a manufacturing company with headquarters in Sydney, Austra-

lia. The company has an annual turnover of $210 million and manufacturing sites in 

a number of states. The general industry has narrow profit margins. The company 

has been able to maintain a virtual monopoly over its part of the industry by acquir-

ing competitors that achieved a significant market share. Two executives at board 

level instigated the DSS project with a reform agenda based on the perception that 

greater profits could be achieved by rationalizing the company operations. The 

specific motivation for the project was their belief that interstate distribution ac-

counted for 80% of the total distribution cost. They believed that if the company 

Table 1. Continued 
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could manufacture products in more appropriate quantities at locations nearer to the 

point of sale then costs could be reduced substantially. Ultimately they hoped that 

a DSS could help integrate existing and future sales with manufacturing and logis-

tics capabilities. 

4.1.1  Research Method 

The case study used a single case design (Yin 1994, chapter 2). The unit of analy-

sis was the system development process. The selection of the case was opportunis-

tic. The research subjects were the two consultants who were involved in the DSS 

development (Table 2). The client organization was not available to provide their 

perspective on the DSS development process, so the interview data collected 

represents the perspective of the DSS developers only. Formal interviews with 

each of the consultants were conducted and video recorded, involving both open-

ended and focused questions. Open-ended questions enabled concepts to emerge, 

whilst focused questions enabled richer insight into particular issues. Subjects 

were interviewed independently providing two separate interpretations of the 

events, which were then checked for consistency. Subjects were guaranteed full 

confidentiality, which is believed to have enhanced the data quality. A further two 

meetings were held with the consultant who acted as the DSS analyst. The first 

meeting concerned examination of a version of the DSS and the second meeting 

enabled the DSS analyst to review the case description and provide feedback. Data 

from the two subjects was gathered over a period of six months at the facilities of 

the consultancy company. A number of additional data sources were used includ-

ing: memoranda from the client and consulting company, formal reports, contract 

documentation, correspondence, presentation reports associated with milestones, 

and physical DSS artifacts covering different system versions.  

Table 2. The case study participants 

People Levels from 

CEO 

Gender Background 

The manufacturing company    

Sponsoring executive 1 Male Management 

Depot manager 3 Female Logistics 

Director of planning 2 Male Information tech-

nology (IT) 

Planning analyst 3 Female IT 

The consulting company    

Director 0 Male Management 

Logistics consultant 1 Female Logistics 

DSS analyst 1 Male IT 
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4.1.2  Project Initiation 

A Melbourne, Australia-based consultancy firm was approached about the project. 

Melbourne and Sydney are 800 kilometers apart. An informal preliminary meeting 

was arranged between the two executives and a director, logistics consultant, and 

a DSS analyst from the consultancy firm. For this meeting, the two executives 

compiled a two-page document entitled “Strategic Capability and Capacity Plan-

ning Review” which briefly described the project. At the meeting the executives 

expressed a concern about the number and combination of variables that the model 

would use; they feared that the problem was too complex. In response, the DSS 

Analyst explained that in technical terms the problem was actually not complex; 

there were about 70 variables involved and the model development could be ac-

complished on a standard personal computer (PC) with available software. The 

critical factor identified was the availability of quality data required to populate 

model variables. The executives were unfamiliar with the detail of company in-

formation systems and data availability. They were generally pleased with the 

meeting and a formal proposal was requested from the consultancy firm. This was 

included in the submission to the board for approval of the project. 

The consultancy firm considered that the project was mainly a logistics consul-

tancy with only a minor portion of modeling. The project involved development of 

a distribution model that would emulate current activity and be accompanied by 

a supporting report of recommendations for change and indicative savings. The 

report would also include a suggested procedure to measure and monitor im-

provements in costs and efficiency. There was underlying understanding that the 

logistics consultant was to take on the leading role in the project and the DSS 

analyst was to provide support. These roles were not explicitly articulated. The 

project fee for the consultants was set at $50,000 and after board approval the 

project formally commenced. 

Following board approval one executive ceased his involvement. A meeting was 

arranged to sign the project documents and introduce the people involved in the 

development. Apart from the remaining sponsoring executive there were three 

other people from the company involved with the project: the director of planning, 

the planning analyst, and a depot manager. The director of planning was responsi-

ble for operational planning across the company and had played a major role in the 

specification and management of the company’s current systems. The director of 

planning was also to be the user of the DSS. The planning analyst was to be the 

primary contact for data collection and analysis. Her role in the project was collect-

ing data from legacy and application systems, which she would then process in 

spreadsheets to provide performance reports to the board. She was to provide tech-

nical support for the DSS and potentially take on the system chauffeur role. Both 

the director of planning and the planning analyst were based in Sydney. The depot 

manager’s depot in Melbourne was chosen as an exemplar that could be used  

to understand the nature of the business. None of the company people involved 

with the project had any knowledge of, or experience with DSS development. At 

this meeting a casual conversation between the planning analyst and the logistics 
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consultant revealed a fundamental misunderstanding of the company cost structure. 

Whilst the sponsoring executives believed that 80% of distribution costs were 

interstate and 20% local, the situation was actually the reverse with 80% of distri-

bution cost being at the local level. The main stimulus for the DSS was to reduce 

their long distance distribution cost but it was now realized that this cost was not $6 

million, but $1.5 million. The executive in charge of the project still believed that 

the model and the information it would provide was necessary for running a tight 

operation and could save up to $500,000 per year. The project continued. 

4.1.3  System Development 

An evolutionary approach to DSS development was proposed to involve company 

personnel in the model design decisions and to develop the necessary level of com-

pany ownership of the system. An undertaking was made that the model would be 

well documented and understandable to enable use by the company and to test or 

build other scenarios. The onus for the provision of model input data on costs, 

product flows, product and customer groupings, was on the company staff. Al-

though the consultants were not to be directly involved in data collection, they 

were to provide a clear definition of the data required. Once all data was collected 

a broad scale what-if analysis was to be carried out.  

The first stage of the project involved the mapping of the business processes 

and verification of the availability of accurate and reliable data for the model. Four 

visits to a Sydney depot were arranged to analyze the company operations. The 

consultants held discussions with the depot manager and operations people on 

how planning was done and decisions made. There was a company information 

system for transport scheduling that provided schedules in response to orders for 

product and worked out the truck routes. The requirements, logic, inputs and out-

puts for the new system were obtained by observing and questioning company 

staff about aspects of their work, and integrating that information to form an over-

all understanding. Influence diagrams were prepared to display the findings. Con-

currently, the planning analyst was e-mailing the consultants spreadsheets about 

performance indicators and the logistics consultant checked the data, which was 

predominantly of a geographical nature. The contact with users occurred in the 

first monthly presentation six weeks after the project began.  

At this formal meeting the mapping of the business processes was presented 

and a report on feasibility assessment was delivered by developers. The main 

problem raised at the meeting was that data provided by the planning analyst was 

at too high a level and more elementary level data was requested. There was no 

user feedback other than to express doubt that the model would work. The execu-

tive sponsor of the project was pleased with the progress and approved the first 

payment and the continuation of the project. Soon after the presentation the com-

pany acquired a competitor and the general management structure of the company 

changed. 
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The DSS prototype was built in Microsoft Excel with the SOLVA add-in. The 

model was to solve a problem by trial and error, calculating three different scena-

rios and displaying its operations as it was processing the information until it ar-

rived at a solution. The data on which the project was to be based was to be pro-

vided to the DSS analyst by the planning analyst via e-mail. It transpired that 

although she understood the data in terms of its use, she did not understand the 

implications or the effect of the structuring of that data. The required data was not 

readily available and when sample data was eventually e-mailed and checked by 

the consultants for integrity it was found to have significant problems. The con-

sultants formed the opinion that the planning analyst became uncomfortable with 

the situation and felt threatened. It became apparent that complexity of the project 

lay not in the logistics systems but in establishing how the company’s IT systems 

worked, what and where data was collected, the accuracy of data, and the structure 

for the model. The logistics consultant had no expertise in this area and it became 

apparent that allocation of consultant work would differ from that envisioned in 

the project plan. The project was also running behind schedule. The development 

of a prototype model had got to the stage were data input was required but accu-

rate data was unavailable. 

The second monthly formal presentation took place three months into the pro-

ject. The model was conceptually finished and a prototype using poor quality data 

was demonstrated. There was no user response on model functionality. Inadequa-

cies of the customer database were demonstrated to have an impact on day-to-day 

business operations. The sponsoring executive considered the data issue to be 

strategic, not just for this project, and requiring immediate action. He approved the 

continuation of the project. A week after the presentation the sponsoring executive 

left the company and the director of planning took over responsibility for the pro-

ject. It appeared that he was not particularly interested in the sponsoring execu-

tive’s agenda of changing the way the company operated. He had no sense of 

ownership of the system. 

The planning analyst was to provide technical support for the model after de-

livery and it was arranged that the DSS analyst would spend one day every fort-

night explaining to the planning analyst how the model was built and how it 

worked. The planning analyst was also provided with system design documenta-

tion. This was not particularly comprehensive – it included an influence diagram, 

the ER model, a few sketches of how the spreadsheets worked, and a sketch of the 

software and hardware system architecture. The user wanted the prototype in-

stalled on his PC and requested the development of a more user-friendly interface. 

The planning analyst was sent two further prototypes via e-mail and on compact 

disc (CD) read only memory (ROM) with accompanying read-me files that ex-

plained how to install the system, but a user manual and user training were not 

provided. The planning analyst and the director of planning had difficulties when 

they attempted to use the prototypes. The consultants were asked for more direct 

support with the model, but this did not eventuate. 
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4.1.4  The Project Termination 

The project was terminated four months after commencement. The reason given 

by the company was that the consultants did not meet the project timetable. The 

consultants did not accept that lateness was a critical issue, but believed that the 

company did not have the structure in place to provide the data required by the 

model, that the project emphasis had changed because of change in the manage-

ment structure, and the unwillingness of company IT staff to devote time to cor-

recting the problem. The director of planning cancelled the project and redirected 

the planning analyst’s attention to the year 2000 (Y2K) issue.  

4.1.5  A CSF Analysis of the Manufacturing Company Case 

Table 3 shows an analysis of the manufacturing company using the CSF set identi-

fied in Table 1. Each CSF is given an attainment score of “yes”, “no”, or “partly”. 

Five of the 10 CSF were successfully met by the project. The four “no” scores and 

one “partly” score show a project in terminal trouble. Any of the “no” scores by 

themselves could have led to the project’s downfall. The most damning were the 

loss of executive sponsorship and the inability to get reasonable quality data for 

the DSS. However, if these factors had been satisfied, the failure to use an evolu-

tionary development approach would probably have led to failure. In hindsight, 

the signs were clear that the project would fail after the fundamental assumption 

behind the project was found to be false. 

Table 3. Critical success factors for the personal DSS case 

Critical success 

factor 

Assessment Attain-

ment 

score 

1. Committed and 

informed execu-

tive sponsor 

The ҏoriginalҏ sponsors strongly supported the project. 

As each executive left the company, sponsorship 

weakened. The final sponsor was not involved with the 

initiation of the project and had other, higher priorities.

No 

2. Widespread  

management 

support 

The project initially had wide management support 

and was approved by the board of directors. Over time 

some management support waned. 

Partly 

3. Appropriate 

team 

The developmentҏ teamҏ ofҏ theҏ DSSҏ analyst,ѽҏ logisticsҏ 
consultant,ѽҏ andҏ planningҏ analyst ҏhad ҏappropriateҏ skillsҏ 
for ҏthe ҏ projectҠ. Both the DSS and logistics consultants 

had significant and long-term experience in their 

fields. All had graduate qualifications. There was some 

tension between the planning analyst and the consult-

ants in the second part of the project. 

Yes 
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Critical success 

factor 

Assessment Attain-

ment 

score 

4. Appropriate 

technology  

The DSS only required a standard PC and spreadsheet 

software with a linear programming add-in. 
Yes 

5. Adequate  

resources 

The resources available to the project were more than 

adequate. 

Yes 

6. Effective data 

management  

The development team was never able to get data from 

the company’s enterprise information systems that was 

of sufficient quality for the DSS. This was identified 

early in the project but was not addressed. The DSS 

project illuminated a general problem in the company 

about data standards and availability. 

No 

7. Clear link  

with business  

objectives 

At first there was a clear link with business strategy 

and objectives but the assumptions behind the original 

impetus for the DSS project were incorrect. 

No 

8. Well-defined 

information  

and systems  

requirements 

The requirements were well documented at a high 

level to begin with and these were operationalized at 

the first formal project meeting. 

Yes 

9. Evolutionary 

development  

Although the consulting company said explicitly that 

they would use an evolutionary approach, the actual 

approach was more traditional and linear and did not 

closely involve the manager/user or the planning ana-

lyst who would support the application. 

No 

10. Management  

of project scope 

The scope of the project was well specified at the start 

and did not change. There was change in the relative 

amount of work required from the professionals in-

volved in the project. 

Yes 

4.2  Case 2: A Corporate Data Warehouse 

with Business Intelligence Applications 

4.2.1  Research Method and Design 

The research used a single case study method. The case can be termed a critical 

case in that it aims to confirm, challenge, or extend well-formulated theory (Yin 

1994, p. 38). The selection of the case was opportunistic. The project studied was 

the development of an enterprise data warehouse with functional data marts and 

business intelligence applications in a financial services company. The develop-

ment of these systems was outsourced. The researcher had unrestricted access to 

Table 3. Continued 
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managers and project staff in all organizations involved. This included the Chief 

Finance Officer (CFO) and General Manager IT of the Financial Services Com-

pany (FSC), the CEO of the principal data warehousing vendor, Beta Consulting 

Company, and the Managing Director of a BI software vendor, Alpha Software. 

The DW project was studied intensively for a 12-month period, from initiation 

to cancellation. In addition, interviews were conducted one year after the cancella-

tion decision about a smaller BI application. The most rigorous method of data 

collection was formal interviews. The subjects of the formal interviews were FSC 

executives and managers, Beta executives and consultants, and an Alpha Software 

executive. The interviews ranged in length from 20 to 90 minutes. The researcher 

used protocols based on DSS CSF theory, as well as the outcomes of previous 

interviews. All formal interviews were audio recorded and the transcripts were 

reviewed by the interviewees to ensure accuracy. Some participants requested that 

sensitive data be deleted from the transcripts. This process yielded 16 hours of 

usable recordings. The researcher also took part in semi-structured interviews and 

unstructured discussions with senior executives that, at their request, were not 

recorded. The researcher took field notes during these sessions and recorded re-

flective commentaries as soon as possible after each meeting. These informal 

sessions totaled 19 hours. In addition, the researcher was present as an observer in 

project meetings totaling 10 hours. These meetings involved both FSC and Beta 

Consulting personnel. As a result, the total observation and interview time was 

45 hours. In addition, participants made themselves available for telephone and 

face-to-face discussions to clarify issues during data analysis. Relevant project 

documents were made available including the company’s IT strategy, project 

business case, gap analysis, governance structures, project management docu-

ments, data warehouse and ETL design, software and hardware selection docu-

ments, project costing, and project meeting agenda and minutes. No request for 

a document, interview, or meeting was refused by FSC, Alpha Software, or Beta 

Consulting. 

4.2.2  Background 

FSC is an icon brand in its market sector. Its operations are almost exclusively in 

one Australian state and it has an annual turnover of $500 million. The principal 

product of FSC is insurance; it has around 1.3 million policies in force. FSC uses 

an outsourcing strategy where possible and at the start of the case study a number 

of important functions were totally outsourced, including information technology, 

marketing, distribution, financial transaction processing, and funds management. 

As a result of this general sourcing strategy the company has only 350 direct em-

ployees. FSC has no IT staff and the outsourced IT contracts and service level 

agreements were the responsibility of the CFO. The relationship between FSC and 

the two outsourcing vendors for its operational IT is best described as poor. The 

contracts had been negotiated by a previous CFO who had little experience with 

large-scale IT systems. The new CFO was young and IT savvy, but he also had 
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not negotiated an IT outsourcing contract. He was interested in using both opera-

tional and DW/BI systems to improve the company’s competitive position. The 

CFO believed that the operational systems provided by the vendors were outdated 

and had poor performance records. Further, the vendors typically took three 

months or more to execute simple support tasks, such as providing a laptop for the 

CFO on his appointment. He was not confident that the current vendors could 

deliver state-of-the-art IT support for FSC in a timely manner. 

The Beta Consulting company was the primary contractor in the corporate data 

warehouse and BI project. Beta was formed by its CEO, a person with over 

20 years of experience with IT in large organizations. An accountant by education, 

he had previously been an executive in the regional arm of a multinational con-

sumer products company. In this role he was also responsible for the firm’s IT. He 

created Beta Consulting to address the provision of IT support of executives from 

an executive, rather than a technical, perspective. At the start of the project Beta 

had 15 principal consultants. Their business model was to engage other personnel 

on a contract basis for each project as required. Although the FSC DW/BI project 

was the first total outsourcing project that Beta had embarked on, its consul- 

tants had many years experience in developing DW/BI systems in large organiza-

tions. In particular, the three principal consultants assigned to the FSC project 

were highly educated and had experience in successful DW/BI projects in both 

Australia and the UK. Beta is headquartered in a different Australian state to FSC; 

a 2.5-hour flight separates the two organizations. 

4.2.3  Project Inception 

The CFO of FSC attended a major regional finance conference. At the conference 

a number of DW/BI providers had stalls where finance executives could talk about 

their information needs and assess if the provider’s products and methods were 

appropriate to their organizations. Beta Consulting was one of the DW/BI provid-

ers present at the conference. Beta’s CEO and the CFO had a number of fruit- 

ful conversations, and after the conference they met and agreed that Beta would 

undertake a gap analysis and feasibility study for an enterprise data warehouse for 

FSC. The business driver for the CFO was improving financial analysis and re-

porting within FSC. He wanted to establish a consistent enterprise-wide picture of 

the corporation. There were long delays in getting reports; even regular standard 

reports such as claims statistics and portfolio analysis had eight-day turnarounds. 

From discussions with Beta’s CEO he became convinced that a DW was needed 

to draw together the 13 different major IT systems that contained the data needed 

for financial analysis. He was attracted to the staged, evolutionary approach pro-

posed by Beta’s CEO. He wanted to “get some quick wins and get a bit more fire 

into the executive team.” The first application areas that he wanted to address 

were financial reporting, budgeting, and forecasting. 

The CFO had a number of concerns at the start of the project. The first was the 

availability of data. All of FSC’s data was in outsourced systems that varied in age 

and nature. He was concerned that the data needed for the DW, and ultimately for 
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executive decision making, would be difficult and expensive to obtain. His second 

major concern was organizational resistance to the development and ongoing use 

of the system. His final major risk factor was the level of trust that he was placing 

in Beta. In particular he was concerned about the bespoke nature of data ware-

housing and BI, and how detailed the contracts with Beta should be. Beta’s CEO 

also was primarily concerned about data sourcing and ETL. He was particularly 

worried about time delays in data feeds. He was also concerned about the budget 

for the project and dealing with a client who had no IT personnel. 

4.2.4  Initial Development 

In project documentation the project was called the corporate data warehouse 

program or CDW, even though its scope also included functional data marts and 

BI applications. The initial work centered on building the business case for the 

DW. This was presented in two reports: a gap analysis and a business case. Based 

on these reports, a decision to undertake initial development was made by the 

CFO. The initial budget estimate was $600,000. According to the project defini-

tion report, the objectives of the CDW project were to: 

• Enable fact-based decision making, 

• Provide a user friendly interface, 

• Provide a high level of security, 

• Provide fast performance, 

• Be flexible to accommodate future changes and enhancements. 

Because FSC totally outsources its IT requirements, there were no FSC IT person-

nel for Beta to interact with, which made the initial design of data warehouse 

difficult. Beta placed one experienced DW designer on-site at FSC while other 

consultants traveled as required. A high-level design of the warehouse was com-

pleted. The environment of the CDW project was quite complex and there were 

13 major operational systems that would feed the DW. A major difficulty was that 

external vendors held all the data sources. ETL design was a particular focus of 

the Beta consultants. Further adding to the complexity of the situation was the 

rapid expansion of the scope of the original corporate data warehouse and budget 

and forecasting BI application into six projects. The new projects that were added 

to the CDW banner were claims and portfolio reporting, strategic reporting, com-

pliance and risk management, and actuarial support. In addition to the high-level 

design of the DW and data sourcing, Beta Consulting oversaw the selection of 

a BI tool. FSC purchased ten licenses of the tool from Alpha Software. 

4.2.5  The Governance Meeting 

A key meeting occurred four months into the project that came to be called the 

governance meeting. The aim of this meeting was to present the proposed CDW 

governance structure to key stakeholders in FSC. The presenter was the on-site 
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Beta consultant. Also at the meeting were three C-level executives (including the 

CFO), seven FSC managers, the Beta CEO, and four Beta consultants. The core of 

the presentation was the governance structure shown in Figure 2. The project 

sponsor was the CFO. The steering committee was essentially the executive man-

agement team of FSC. This team comprised the CEO and four other C-level ex-

ecutives. A number of project teams reported to the sponsor and steering commit-

tee. Each team was headed by a project manager from FSC and comprised 

a variety of Beta consultants, vendor personnel, and FSC staff. The project teams 

were supported by the information working party comprised of business analysts 

and key people from each organizational unit. The working party had a particular 

role in developing data definitions and standards for the whole company. 

The governance meeting went badly. The presenting consultant felt a strong 

personal ownership of the project and seriously misread his position and the status 

of the project. He had traditionally been a backroom IT professional and this was 

perhaps the most significant presentation to executives and senior managers he 

had ever made. One attendee related “the presentation was very aggressive, had an 

almost arrogant tone, whereas it should have been more consultative, comforting 

and constructive.” Understandably, some FSC attendees expressed concerns about 

the project. A subsequent meeting between the CFO and the Beta CEO partly 

restored the project relationships. 

 

Figure 2. The CDW governance structure 



782 David Arnott and Gemma Dodson 

4.2.6  Further Development 

After the governance meeting the presenter-consultant was moved from a project 

leadership role to a focus on technical DW design. The design effort focused on 

the finance area. The full DW would be constructed, as would a finance data mart. 

This mart and its related reporting applications would provide DW/BI proof-of-

concept that would inform other application areas. The architecture of the finance 

application is shown in Figure 3. An inspection of the detailed data and process 

designs indicated that the Beta Consulting technical work was of industry standard 

quality. 

 

Figure 3. The finance data mart and business intelligence architecture 

4.2.7  The Appointment of the General Manager IT  

Two months after the governance meeting FSC appointed its first IT staff mem-

ber. He was appointed as a general manager, a position one organizational level 

below C-level or executive status. It was unclear where IT should be positioned in 

FSC’s structure and his reporting line changed in the first three months from the 

CFO to the Chief Operating Officer (COO), to the Chief Actuary. The General 

Manager IT (GM IT) had previously worked in a large UK insurance company 

many times the size of FSC. This was his first senior management position and the 

first time that he had held the most senior IT position in an organization. 

The GM IT’s first task was to understand the increasing number of significant 

IT issues and to develop an IT plan for FSC. In addition to the CDW project, these 

project areas included replacement of desktops and laptops, network infrastruc-

ture, business continuity, the FSC website, an eBusiness strategy, and the core 

operational insurance system. The CDW project was a low priority compared with 

some of these fundamental operational projects. A major focus of the GM IT was 

to consider the appropriate sourcing of each aspect of the IT portfolio. A decision 

was made by the executive committee to insource the general ledger and, when 
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possible, desktop applications. In addition, a prima facie decision was made to 

insource the core insurance application (a likely $20 million project) and the GM 

IT was charged with conducting a tender process. The IT function of FSC soon 

had six personnel. 

The GM IT introduced a formal project management approach to IT projects  

in FSC. He mandated the use of Prince2 for all projects by FSC staff and also 

mandated its use by external contractors including Beta Consulting. Prince2 

(www.ogc.gov.uk/prince2) is a large-scale methodology for planning, directing 

and managing projects. It was developed by the UK government and is a de facto 

standard for managing large projects in the UK. Coming from a large UK com-

pany, the GM IT was very familiar with Prince2. Beta Consulting used its own 

systems development methodology that was developed with management support 

projects in mind. The Beta consultants involved in the CDW project undertook 

basic Prince2 training in order to comply with the new FSC reporting require-

ments. The structure of the CDW governance changed with the creation of a pro-

ject board that sat between the project team and the executive committee. The 

project board was chaired by the CFO and included the COO, GM IT, and Beta 

CEO. The various positions and committees were renamed to fit within Prince2 

terminology.  

4.2.8  Project Cancellation 

Following the appointment of the GM IT, the Beta consultants continued to focus 

on the finance application as the proof-of-concept and the data warehouse as the 

major decision support infrastructure. No agreement was reached with the opera-

tional system vendors for access to the required data. Twelve months from its 

inception, the CDW project was put on hold. Two months later the project was 

cancelled by the executive committee on the advice of the GM IT. He then added 

data warehousing and BI to the core insurance system purchasing process. No 

decision support had been delivered by the CDW project and close to $1 million 

had been spent on hardware, software, and Beta Consulting services. 

The GM IT had a low opinion of the work performed by Beta and wanted to 

involve a British accounting firm with experience in insurance-related BI in 

a green-field project. The Beta CEO in turn had a low opinion of the processes 

introduced by the GM IT and believed that the project had been “throttled by 

Prince2.” The CFO was frustrated by lack of any delivery of functionality during 

the year and felt that he was partly frozen from effective management of the pro-

ject. He was also frustrated by the nature of his involvement with Prince2. 

The Beta CEO related that he thought that the first version of the CDW and fi-

nance data mart were one to two months from delivery. Interviews with the devel-

opers and inspection of the artifacts confirmed that this delivery estimate may 

have been feasible. One year after the cancellation of the CDW project and the 

bundling of DW/BI with the core insurance system, a proposal for this large set of 

systems was endorsed by the executive committee and sent to the board of direc-

tors for approval. The board rejected the proposal.  
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4.2.9  A CSF Analysis of the CDW Case 

In a similar vein to Table 3, Table 4 shows a CSF analysis of the CDW case in the 

FSC insurance company. The five “no” attainment scores, three “partly”, and two 

“yes” scores are indicative of a project in crisis. Three of the problematic CSF 

were the same as the manufacturing PDSS case: executive sponsorship, effective 

data management, and evolutionary development. The lack of an appropriate team 

and resources also condemned the project to failure. 

Overlaying the CSF analysis of the FSC cases are decisions about sourcing IT 

and the management relationships around outsourcing. The total outsourcing ar-

rangement at the start of the project was problematic in hindsight. The change in 

relationship (from good to poor) between the senior Beta and FSC personnel on 

the project contributed to the poor scores on CSF numbers one, three and nine. 

Another overarching factor in the case was a lack of effective IT governance. The 

early, more feudal approach when FSC did not have IT personnel worked rea-

sonably well but led to an unacceptable expansion in project scope. Later, the 

micro management of the outsourcing vendor by FSC IT prevented evolutionary 

development. The problems around gaining access to operational data for the data 

warehouse were insurmountable. 

Table 4. Critical success factors for the CDW case 

Critical success 

factor 

Assessment Attain-

ment 

score 

1. Committed and 

informed ex-

ecutive sponsor

Early the CFO was a committed and enthusiastic spon-

sor with a clear vision of improving executive decision 

making in FSC. He championed the CDW project to the 

CEO and Executive Committee. Later there was confu-

sion as to whether the CEO, CFO or GM IT was the 

executive sponsor. The GM IT was not appointed at an 

executive level. 

Partly 

2. Widespread 

management 

support 

After the governance meeting a wider range of execu-

tives and managers became supportive and the project 

was business driven. Later the project became IT driven. 

The GM IT had a poor opinion of the project and this 

was known by other managers and executives. 

No 

3. Appropriate 

team 

Beta hired two additional highly experienced consult-

ants in relevant areas. The GM IT was new to the man-

agement of an IT function. The FSC IT personnel had 

an operational systems focus. There was tension be-

tween FSC IT and Beta. 

No 

4. Appropriate 

technology  

FSC IT was unable to install the BI tool. Desktop up-

grades commenced. 
Partly 
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Critical success 

factor 

Assessment Attain-

ment 

score 

5. Adequate 

resources 

The original budget was approved by the CFO and CEO. 

The CFO made rapid decisions on hardware and soft-

ware purchases. Before cancellation, budget escalation 

was partly driven by the Prince2 implementation. After 

cancellation, the bundling of DW/BI with the core insur-

ance system replacement caused a significant delay. 

No 

6. Effective data 

management  

There was a clear understanding of what data was 

needed and where it was. No contracts or agreements for 

data sourcing were reached and no data was available to 

test the finance data mart. The download lags were 

unchanged. 

No 

7. Clear link with 

business objec-

tives 

The CFO had a clear vision of how the CDW project 

fitted with FSC’s strategies and objectives. The GM IT 

developed an IT Plan that was approved by the execu-

tive committee. The IT Plan included DW/BI provision. 

Yes 

8. Well-defined 

information 

and systems re-

quirements 

Gap analysis and business requirements reports were 

submitted. Detailed compliance and risk management 

requirements were completed and the high level DW/BI 

requirements were waiting approval. The detailed DW 

requirements were poorly documented while the finance 

data mart and associated reporting were well specified. 

Partly 

9. Evolutionary 

development  

Beta used an evolutionary approach with the support of 

the CFO. The development philosophies of Beta and 

FSC IT were in conflict. The particular use of Prince2 

had a significant effect on the nature and speed of de-

velopment. No quick win prototype was delivered. 

No 

10. Management of 

project scope 

The planning and project control structures introduced 

by the GM IT effectively controlled the project’s scope. 

Yes 

5 Concluding Comments 

The development and use of a DSS, regardless of system scale, is a complex 

socio-techno task that is prone to failure. Many DSS fail, not just because of gen-

eral IT project issues, but because of issues or factors that are related to their 

unique place in IS research and practice. The DSS development environment can 

be extremely volatile because of the nature of the work performed by manager-

users. The manager’s conception of the decision task may change as a result of 

using the DSS. DSS analysts need to be responsive to these changing managerial 

Table 4. Continued 
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needs. At the core of a DSS project is the relationship between developers and 

manager/clients. In such a demanding environment as a DSS project, maintaining 

productive project relationships can be difficult. In addition to these social factors, 

it is clear from the case in this chapter that data availability and quality are also 

extremely important factors in DSS project success. 

One of the major problems of understanding DSS success and failure is the 

conceptualization of project success. This is confounded by the circumstance that 

most DSS, regardless of scale, are not subjected to formal evaluation. Following 

a review of success and failure constructs in DSS and IS research, this chapter 

adopted a critical success factor model that proposes that CSFs influence the im-

pact of the DSS on individuals and organizations, and influence the level of use 

and user satisfaction. These factors in turn determine the level of success or fail-

ure. Based on existing studies of CSFs for all types of DSS, a ten-factor set was 

developed and applied to two cases of DSS failure; one a small scale PDSS, and 

the other a large corporate DW/BI project. The ten-factor CSF set had high de-

scriptive validity with respect to the cases. What is particularly interesting is that 

the CSF set was equally effective with small and large project evaluation. 

Finally, the analysis of the cases suggests that the CSF set could be used in 

practice during a project to continually assess the likelihood of success or failure 

and the forces or factors that are driving the project. That is, the ten-factor CSF set 

could be used as a predictive tool. It could be a framework to guide both develop-

ers and managers to understand key issues of a project and communicate with 

each other about the state of a project. 
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The primary objective of a knowledge-based system (KBS) is to use stored knowledge to 

provide support for decision-making activities. Empirical studies identify improvements in 

decision processes and outcomes with the use of such knowledge-based systems. This 

research suggests that though a KBS is primarily developed to help users in their decision-

making activities, as an unintentional consequence it may induce them to implicitly learn 

more about a problem. Implicit learning occurs when a person learns unconsciously or 

unintentionally, without being explicitly instructed or tutored. To test these ideas, a labora-

tory-based experiment was conducted with a KBS that could provide support for data-

modeling activities. Results indicated support for implicit learning because subjects who 

interacted with the KBS exhibited better knowledge on data-modeling concepts. Two ver-

sions of the KBS were tested, one with a restrictive interface and the other with a guidance 

interface, and both versions of the interface supported implicit learning. Implications for 

future research on the design and development of KBSs are proposed.  

Keywords: Learning; Interface; Knowledge-based tool; Data modeling 

1 Introduction 

Knowledge based systems (KBSs) are developed to improve their users’ decision-

making and problem-solving capabilities. A KBS is defined as a system that uses 

stored knowledge of a specific problem to assist and provide support for decision-

making activities related to the specific problem context (Holsapple and Whinston 

1996, Keen and Scott-Morton 1978). KBSs have been developed and used for 

a variety of applications, including database design activities, with controlled 

experiments showing that KBSs, as decision-aiding tools, can alter the decision 

outcomes, processes, and strategies of users as they engage in tasks (Dhaliwal and 

Benbasat 1996, Santhanam and Elam 1998, Storey and Goldstein 1993). Conse-

                                                           
1 Reprinted from Decision Support Systems, Volume 43 Issue 1, Solomon Antony and 

Radhika Santhanam, “Could the use of a knowledge-based system lead to implicit learn-

ing?”, 141–151. Copyright (2006), with permission from Elsevier. 
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quently, the primary emphasis on KBS research has focused on the role of a KBS 

as a decision-aiding tool and the intended consequences of improvements in users’ 

decision processes and outcomes.  

In this study, it is proposed that a KBS can play yet another role; it can be an 

agent of change to improve the user’s knowledge. When a user interacts with 

a KBS and obtains help in solving a problem, the user may learn more about the 

problem and thus implicitly acquire knowledge. Implicit learning occurs when the 

user applies no deliberate or intentional effort to learn, but learning still occurs 

unconsciously (Berry and BroadBent 1984, Berry and Dienes 1993, Prabhu and 

Prabhu 1997). Implicit learning differs from conscious and directed learning that 

might occur with knowledge repositories or with tutoring systems that are specifi-

cally developed to teach students (Alavi and Leidner 1999, Anderson et al. 1985, 

Holsapple 2003). The objective of tutoring systems is to teach the user how to 

acquire knowledge about the problem area. These systems typically test the user’s 

initial knowledge level and then teach in an approach similar to methods an in-

structor would use. Knowledge repositories discussed in the context of knowledge 

management systems store vast amounts of knowledge and allow users to con-

sciously access this storehouse whenever it is needed.  

As opposed to the above systems, it is proposed that decision support/aiding 

systems, such as computer-aided software engineering tools that are primarily 

designed to assist a decision maker, when embedded with knowledge, may induce 

users to learn more about problems as they interact with the system. To test these 

ideas a laboratory-based experiment, using theoretical perspectives from implicit 

learning and a KBS designed to support database design activities, was conducted.  

Database design is a complex task, and many knowledge-based tools have been 

proposed to support this activity (Batini et al. 1992, Lo and Choobineh 1999, Sto-

rey and Goldstein 1993). This study used a KBS that had embedded knowledge on 

data modeling and could assist novice users to complete data-modeling tasks (An-

tony and Batra 2002). Two versions of this KBS were test, each of which inter-

acted differently with the user. One version had a restrictive interface, as it forced 

the user to follow a specific decision strategy in developing a data model, while 

the other version had a guidance interface, because it offered suggestions to help 

users complete their data-modeling tasks (Schneiderman 1992). When users inter-

acted with these versions of a KBS, the level of their learning was determined and 

compared with the learning of users who interacted with a control system that had 

no embedded knowledge on data modeling. Results suggest that KBSs may indeed 

induce users to implicitly acquire more knowledge.  

2 Knowledge-Based Systems and Implicit Learning 

In one of the earliest works on decision-aiding tools, decision support systems 

(DSSs) were defined as coherent sets of computer-based technology that managers 

can interact with and use as aids for their decision-making activities (Keen and Scott-
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Morton 1978). This definition has spurred a tremendous amount of research in im-

proving the functionalities of DSSs and understanding their impact on users’ deci-

sion-making activities (Elam et al. 1996). Research studies and reports from practice 

indicate that, indeed, the use of a DSS can lead to substantive improvements in deci-

sion-making outcomes and processes (Sharada et al. 1998, Todd and Benbasat 1991). 

Many research avenues are pursued in DSS research, with one path of inquiry 

focusing on improving the functional capability of a DSS by embedding it with 

knowledge of the problem area. These systems are often referred as KBSs or intel-

ligent DSSs (Goul et al. 1992, Holsapple and Whinston 1996). Decision making is 

a knowledge-intensive activity where knowledge of a particular problem area is 

used to understand and make choices during the decision process. Hence, including 

a knowledge base in a DSS can be very advantageous in that the system can inter-

ject and provide necessary knowledge at the appropriate points in the decision 

process (Holsapple and Whinston 1996). In addition, researchers in the human-

computer interface field recommend that users of systems be less burdened with 

cognitive load, wherever that knowledge inputs can come from within the system 

(Norman 1998, Schneiderman 1992). For example, a KBS for supporting manufac-

turing planning activities may suggest to the user a method to reduce the setup time 

for manufacturing when the user is engaged in developing a manufacturing plan. 

The decision maker is provided this information showing how to reduce setup time 

based on the expertise that is embedded in the knowledge base as rules (Kim and 

Arinze 1992). KBSs are used in many diverse applications such as financial plan-

ning, manufacturing, tax planning, equipment design, etc., and are more useful, in 

fact, than expert systems that attempt to totally replace the decision makers (Goul 

et al. 1992, Santhanam and Elam 1998, Wong and Monaco 1995).  

Another research avenue has used change agency perspectives to investigate 

how design attributes could influence users’ decision choices. A DSS could be de-

signed to restrict users’ choices and lead them through a specific decision strategy,  

or it could suggest possible decision choices and thus allow the user to follow a cer-

tain strategy (Schneiderman 1992, Silver 1990, Silver 1991a, Silver 1991b). A DSS 

interface designed with a restrictiveness approach limits a user to a subset of all pos-

sible decision-making options, while a system with a decisional guidance approach 

guides its users by advising and assisting them in choosing decision options. These 

design principles could also be used to develop a KBS in that the system could use the  

embedded knowledge to provide guidance on a topic or restrict the user from making 

certain choices. For example, a restrictive interface in a KBS for strategic planning 

may restrict the user from utilizing multi-objective decision modeling options but 

allow the use of uniobjective decision programming modeling options. To achieve 

the same objective, a guidance interface will make available all the modeling options, 

both multiobjective and uniobjective, but suggest to users that they use a uniobjective 

modeling approach. Thus, with a guidance interface, the system recommends design 

choices, but does not restrict choices. These design principles have been researched 

with findings indicating that attention to these design principles help in building  

more focused and effective DSSs (Limayen and DeSanctis 2000, Montazemi et al. 

1996, Norman 1998, Silver 2006, Singh 1998, Wheeler and Valacich 1996). 
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Thus, considerable research is being conducted to identify ways to enhance the 

functional capabilities and design attributes of a DSS/KBS (Holsapple and Whin-

ston 1996, Santhanam and Elam 1998). But a less-researched aspect also deserves 

attention. When users interact with the KBS and are focused on task completion, 

they may be implicitly learning about concepts, rules, and principles in the prob-

lem area that improve their knowledge structures. By the very definition of a KBS, 

knowledge about the specific problem area is embedded within the system. When 

the system intervenes, it uses this embedded knowledge to provide advice and 

may even state it in the form of knowledge rules. For example, while a user is 

using a tax-planning KBS, the system may advise using a taxation rule that could 

be applied to prepare a better plan. Or, based on its knowledge rules, the KBS may 

identify and intervene to reveal an error in the tax plan. The user may not be spe-

cifically focused on learning or memorizing the corresponding taxation rules, but 

during the course of preparing taxes may become aware of a rule, thereby learning 

unconsciously and improving knowledge of taxation rules. Thus, a KBS may 

promote implicit learning about the problem area because it can intervene to pre-

vent user errors and to suggest choices in the decision process.  

Implicit learning has been discussed in various forms in cognitive psychology 

literature: implicit memory, unconscious learning, selective versus unselective 

learning, incidental versus intentional learning, etc. (Bright and Burton 1998, 

DeShon and Alexander 1996). For this study, implicit learning refers to a situation 

in which people may learn about a complex domain without intending to do so. 

When asked, they may not even be able to articulate or recall what they learned. 

Implicit learning occurs without awareness when a person is exposed to problem 

exemplars, to right and wrong conditions, and negative and positive instances of 

problems. The user may not even have spent attentional resources for learning 

(Berry and BroadBent 1984, Curran and Keel 1993, DeShon and Alexander 1996, 

Holyaok and Spellman 1993, Reber 1993). A KBS constantly presents the user 

with suggestions for the completion of a task, warnings, and error messages. 

These situation-specific interventions and recommendations can be construed as 

problem exemplars. Furthermore, the system may alert users to errors and point to 

correct solutions. In these situations, users become aware of correct and incorrect 

solutions to problems, and these experiences could be sources of implicit learning 

regarding concepts and rules in the domain.  

It is generally believed that people can acquire knowledge in a domain even 

though it is not presented in a declarative or concrete form (Paul 1997). A KBS 

may intervene and highlight an error but not state the correct rule/principle in 

a declarative form. People can make inferences from these situations and from 

interactions with their environment, thus developing knowledge structures about 

a particular domain (Anderson and Finchman 1994). Therefore, expectations that 

interactions with a decision-aiding KBS can help the user implicitly learn about 

the problem domain are theoretically justified.  

Knowledge of software design can be embedded into computer-aided software 

engineering (CASE) tools (Jankowski 1997). Thus some CASE tools can be con-

sidered KBSs. In this study, we consider a KBS that has embedded knowledge on 
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data modeling. During data-modeling activity, user requirements are turned into 

database structures. It is considered a complex and error-prone decision process 

(Antony and Batra 2002, Batini et al. 1992). Therefore, the development and use 

of KBS to support this complex decision process is recommended, and several 

tools have been successfully developed (Lo and Choobineh 1999, Purao 1999, 

Storey and Goldstein 1993). A KBS for data modeling could intervene, suggest 

design choices, recognize errors in the conceptual model, and advise users to 

correct the model. KBS for data-modeling activities can help users develop better 

quality data models (Batini et al. 1992). Based on the discussion on implicit learn-

ing, it is proposed that when users interact with this KBS, receive advice, and 

observe their data-modeling errors being highlighted, they may implicitly learn 

about some rules, principles, and heuristics on data modeling. Hence, the first 

hypothesis is stated (in the alternate form):  

H1: After interaction with a knowledge-based system for data modeling, us-

ers will exhibit improved learning on data-modeling knowledge topics when 

compared with users who interact with a system that is not a knowledge-

based system.  

As stated earlier, the manner in which a KBS intervenes and provides advice to 

prevent the user from making erroneous choices is an interface design attribute 

that is of interest. A KBS could be designed with a restrictive interface that limits 

the users’ choices or guides the user by suggesting a course of action. Experiments 

conducted to test the effects of the two different interfaces do not indicate a clear 

superiority of an interface type, but the outcome seems to depend on the specific 

task context (Norman 1998, Wheeler and Valacich 1996). In terms of implicit 

learning, it is not clear which of these systems will result in greater user learning. 

The restrictive system will stop the user from using erroneous operators, and the 

user may use these problem instances of correct choices as cues to infer the cor-

rect principles in the domain. The guidance system provides advice on the correct 

choice, and users may encode their knowledge from this advice. To examine 

whether implicit learning occurs through either one of the interfaces, these hy-

potheses were tested:  

H1A: Users who interact with a knowledge-based system on data modeling 

through a restrictive interface will exhibit improved learning outcomes when 

compared with users who interact with a system that is not a knowledge-

based system. 

 

H1B: Users who interact with a knowledge-based system on data modeling 

through a guidance interface will exhibit improved learning outcomes when 

compared with users who interact with a system that is not a knowledge-

based system.  

While implicit learning could lead to greater knowledge in the domain, an inter-

esting question is whether the increased knowledge is of a specific type. Problem-

solving knowledge in any domain can be classified as declarative knowledge and 
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procedural knowledge. Declarative knowledge (know-what) refers to the funda-

mental principles, definitions of concepts, and the relationships between the con-

cepts in a domain. Procedural knowledge (know-how) refers to the knowledge of 

how to apply principles and concepts during problem-solving (Anderson 1989, 

Bright and Burton 1998). Implicit learning could lead to improvements in either 

declarative or procedural knowledge, or in both. Prior research or theory are not 

available to guide us to expect a learning effect for a specific type of knowledge. 

Nevertheless, it would be interesting to discover if subjects experienced more (or 

less) implicit learning of a specific type of knowledge. Therefore, an exploratory 

question was formulated: 

If implicit learning occurs due to interaction with a KBS on data modeling, 

does it favor a specific knowledge type?  

3 Method 

3.1  Design  

Because the study’s goals were to investigate if an implicit learning effect occurred 

with the use of a KBS, it was desirable to control extraneous variables that affect 

learning. Therefore, laboratory experimentation method with a repeated measures 

design was chosen as a suitable approach that provided a way to tightly control the 

effect of extraneous variables (Breakwell et al. 1993). A test was used to evaluate 

initial data-modeling knowledge of users prior to their interaction with the system 

(pre-treatment), and a similar test was used to determine their knowledge of data 

modeling after their interaction with the system (post-treatment). Differences be-

tween post-treatment and pre-treatment knowledge tests indicate the amount of 

implicit learning outcome, if any, that occurred due to interaction with the system. 

When these learning outcomes are compared across systems that the user inter-

acted with (with a KBS or without a KBS), the results indicate whether interactions 

with a KBS leads to improved learning outcomes.  

3.2  Knowledge-Based System  

A KBS that helps users in problem-solving activities must embed domain know-

ledge, and that knowledge must be accessible unobtrusively. It should provide 

a pre-defined solution path for a given set of problem parameters and the current 

state of the solution.  

For the KBS we used, the solution path a designer should take depends on 

problem parameters such as number of free entities and what degree of relation-

ships are under consideration. For example, if there are three free entities and if 

the user is modeling ternary relationships, the pre-defined next step would be to 
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model the ternary relationship and not binary relationships. On the other hand, if 

the user is modeling many-many binary relationships, the predefined next step 

would not include defining ternary relationships. 

A KBS should help users with suggestions and prevent them from making er-

rors. The system should provide feedback on user actions and must supplement 

users’ memory with externalized problem-solving models (Prabhu and Prabhu 

1997). CODASYS, a KBS in the domain of database design, was built with these 

prescriptions (Antony and Batra 2002). This system provides help to novice de-

signers in data-modeling tasks and prevents them from making errors. There were 

two implementation versions of the KBS, one with a restrictive interface and the 

other with a guidance interface. A database design-related knowledge rule that 

states “If there are no key attributes then an entity cannot be defined“ can be im-

plemented in two ways. With a restrictive interface approach, the system will 

prevent the user from storing an entity if a key attribute is not assigned to it. 

A KBS using a guidance interface approach will remind the user to define the key 

attribute for the entity, i. e., provide guidance. Thus, the same knowledge rule was 

implemented in two different ways in the two versions of the system. Some differ-

ences in the two interfaces are listed in Appendix A. In addition, a version that  

had the same look and feel of the knowledge-based version, but without any em-

bedded knowledge, was developed. This is referred to as a non-knowledge-based 

system and it served as a control system in that it did not intervene, provide ad-

vice, or prevent the user from making errors. The control version could be likened 

to a drawing tool that can help the user create a data model, but it did not have the 

additional functionalities that could steer the novice designer toward better design 

choices and prevent errors (Antony and Batra 2002). 

3.3  Subjects 

The KBS was designed to help novice database designers, so undergraduate busi-

ness students enrolled in a database management course in a large public uni- 

versity in the United States were invited to participate. Informing potential partici-

pants before the study commenced that this was a test on learning might have 

confounded the results, so participants were told that this exercise was to evaluate 

the ease-of-use of a new software tool for database design. After the experiment 

they were debriefed and told that their extent of learning was also calculated.  

3.4  Dependent Variable Measures 

The purpose of the study was to find if any improvement in data-modeling know-

ledge can be attributed to implicit learning that might occur as a result of interac-

tion with the system. Knowledge that is learned implicitly cannot be verbalized: 

people do not even know what they might have learned, or even that they have 

acquired additional knowledge (DeShon and Alexander 1996). In other words, 
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learning cannot be measured by asking subjects to write what they learned, or 

through other open-ended questions that might cue them to think that they are 

expected to show some new knowledge. But learning can be tapped by posing 

different problem-solving questions/scenarios and evaluating their responses 

(Bright and Burton 1998). Hence, it was decided to have participants answer struc-

tured questions such as multiple-choice type questions.  

A list of multiple-choice and fill-in-the-blank questions on data modeling was 

created to test data-modeling knowledge. This test, shown in Appendix B, was 

answered by participants before they interacted with the system (pre-treatment) and 

also after they interacted with the system (post-treatment). Because they did not 

consult with any person or book but interacted solely with the system, any changes 

in their responses – i. e., their knowledge test scores – could be attributed to learning 

that occurred due to interaction with the system. Therefore, the difference in scores 

between the post-treatment (post-interaction) and pre-treatment (pre-interaction) 

was used to measure implicit learning. The test comprised 20 questions. Each ques-

tion was scored zero for an incorrect answer or one for a correct answer. For two 

questions (15 and 20), fractional points were awarded depending on the accuracy of 

answers. A grader blind to the conditions graded the tests.  

3.5  Pilot Study Results  

Prior to the main experiment, a pilot study was conducted with 12 volunteers 

equally divided between guidance and restrictive systems. An overall learning 

effect was revealed when the post-treatment scores were compared with pre-

treatment scores (t- statistics = −2.76, p = 0.0057). Feedback from participants in 

the pilot test was used to improve the wording of questions in the knowledge test. 

3.6  Experimental Procedures 

The invitation to participate in the study was extended to all undergraduate stu-

dents in a database management class. Volunteers were assigned to one of four 

sessions (each lasting for no more than two hours). These experimental sessions 

were conducted in a computer laboratory. Seating was arranged in such as way 

that users could not peer at others’ terminals or tests. Participants received credit 

for participation. Other students who did not participate could get credit through 

other assignments.  

When participants arrived for their experimental session they were welcomed 

and assigned to one of three possibilities: a control system, a KBS with a restric-

tive interface, or a KBS with a guidance interface. Participants completed a back-

ground questionnaire, providing information including their experience with data-

base applications, knowledge of data modeling, and demographic information. 

Their perception of prior knowledge on data modeling was captured on a Likert 

scale with anchors of one (very poor) and five (very high). They were also asked 



 Could the Use of a Knowledge-Based System Lead to Implicit Learning? 799 

about the number of classes in which they had used database software. Next, they 

completed the pre-treatment knowledge test (Appendix B). Then, for about ten 

minutes they were trained on the software and allowed to ask questions about the 

system. Using the KBS, they were then asked to solve a fairly complex data-

modeling task, shown in Appendix C. During this period they received no help: 

they interacted on their own with the system and developed the data model. After 

they completed the data-modeling task, they answered the post-treatment know-

ledge test, which asked the same questions asked in the pre-treatment knowledge 

test. While answering the questions the second time, participants could not access 

their answers from the first test, use books, or consult the system. They then an-

swered a short questionnaire that contained a few open-ended questions about 

their perceptions of the system. While these open-ended questions were not central 

to this study, they were asked these questions in order to use the feedback for 

improving the system for use in other research studies. Subjects were then thanked 

and dismissed. 

4 Results 

Fifty-two participants attended the sessions, and their demographic information is 

shown in Table 1. 

Table 1. Demographic information 

Subject characteristics 

Gender 43 males and 9 females* 

Average age 22.3 

Average number of years of computer experience  2.9 

Average number of classes with hands-on computer work  4.9 

Average number of classes that used database software  2.3 

Average of self-reported rating of data-modeling knowledge 

(1=Very poor, 2=Poor, 3=Adequate, 4=High, 5=Very high) 

 3.0 

*The number of participants reflected the class composition, which was dominated by male 

students 

As shown in Table 2, no significant differences were seen in demographic character-

istics pertaining to age, years of computer experience, or pre-treatment scores on the 

data-modeling knowledge test, among subjects who used the control, the guided, or 

the restrictive versions of the KBS. Even though pre-treatment knowledge tests did 

not show significant differences in the three groups, some differences were seen in 

the self-reported data-modeling knowledge and number of classes on data base 

software, so these two measures were later used as covariates in data analysis. 
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The summary statistics on the average learning outcomes in each condition are 

shown in Table 3. Users of the KBS, restrictive or guided, exhibited a positive 

learning outcome. The learning outcome was calculated in a conservative manner 

by taking into consideration only those questions that subjects answered in both 

the pre- and post-test condition. It was observed that a few subjects had failed to 

answer a question or two on the post-test but answered the same question on the 

pre-test. Similarly, a few subjects answered a question or two in the pre-test but 

did not answer it in the post-test. While it can be argued that the former situation 

could indicate a increase in knowledge, i. e., a learning effect, it was hard to make 

a logical argument that could explain the latter situation. Therefore, it was decided 

that questions with missing answers will not be included in the calculation of 

changes in knowledge, i. e., an indicator of learning effect.  

Table 3. Learning outcome 

Group Number of 

subjects 

Pre-treatment 

knowledge test 

Post-treatment 

knowledge test 

Learning  

outcome
*
 

Control 12 12.76  12.07  −0.58  

Guidance 21 12.53  14.39   1.38  

Restrictive 19 13.32  14.50   1.16  

                                                           
* The learning outcome (column 5) is calculated by taking into consideration only those 

questions that the subjects answered in both, pre and post-tests. The scores reported as 

the pre- and post-treatment scores (columns 3 and 4) are scores of each condition taking 

into consideration all the questions in the test. 

Table 2. Differences in subject’s background 

System type Characteristics 

Control Guidance Restrictive

Significance 

Age 21.8 23.6 21.6 F = 1.28,  

p < 0.286 

Years of computer experience   3.0  2.8  2.9 F = 1.54,  

p < 0.224 

Number of computer classes  4.8  5.3  4.6 F = 1.06,  

p < 0.353 

Number of classes that used DB soft-

ware 

 2.5  2.5  1.8 F = 2.54,  

p < 0.089 

Self reported data-modeling  

knowledge 

 2.9  2.9  3.2 F = 2.72,  

p < 0.076 

Scores on pre-treatment task 12.30 12.90 12.55 F = 0.53,  

p < 0.590 
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Table 4. Results of analysis of covariance 

Source Significance  

Model F = 3.46. p < 0.0147 

System type F = 5.01, p < 0.0107 

Data-modeling knowledge F = 3.73, p < 0.0593 

No of classes that used database software  F = 0.10, p < 0.7483 

Analysis of covariance procedure was conducted using self-reported data-mo-

deling knowledge and number of classes that used database software as covariates. 

The results of the analysis of covariance procedure are shown in Table 4. 

It can be seen that prior data-modeling knowledge was a significant covariate, 

but after these effects were removed, the groups showed significant learning dif-

ferences due to the system (p < .01). Therefore, evidence supports the first hy-

pothesis: After interaction with a knowledge-based system on data modeling, 

users will exhibit improved learning outcomes when compared with users who 

interact with a system that is not a knowledge-based system. (Note: The task 

grades – i. e., the quality of the data model – developed by the participants when 

they interacted with the system were graded, and these did not correlate with the 

learning outcome, p < 0.354.)  

Based on the above significant omnibus test, it was important to follow up and 

identify where the differences among the three conditions (control, restrictive, and 

guidance) occurred. Therefore, each condition was compared against the others 

using orthogonal contrasts analysis, and the results are shown in Table 5. 

It can be seen that the learning effects of the knowledge-based system, whether 

with a restrictive interface or a guidance interface, are significantly different from 

those of the control system. Hence, support is gathered for hypothesis H1A: Users 

who interact with a knowledge-based system on data modeling through a restric-

tive interface will exhibit improved learning outcomes when compared with users 

who interact with a system that is not a knowledge-based system. Likewise for 

H1b: Users who interact with a knowledge-based system on data modeling 

through a guidance interface will exhibit improved learning outcomes when com-

pared with users who interact with a system that is not a knowledge-based system. 

But no differences in the learning effects are seen between using a guidance inter-

face and restrictive interface.  

Table 5. Results of contrasts 

Contrast Significance  

Control versus KBS F = 8.26, p < 0.0060 

Control versus restrictive KBS F = 4.54, p < 0.0383 

Control versus guidance KBS F = 9.22, p < 0.0039 

Guidance versus restrictive F = 0.76, p < 0.3884 
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To explore whether the knowledge that was implicitly acquired exhibited a spe-

cific pattern, the 20 questions that were listed on the knowledge test were classi-

fied as testing declarative knowledge or procedural knowledge. Fifteen of the 

20 questions were classified as declarative knowledge and five (questions 15, 16, 

18, 19, and 20) were classified as procedural knowledge. Controlling for the 

learner, the average learning effects for each question was calculated, revealing 

that the average learning effect for questions labeled procedural was higher. These 

results indicate that the implicit learning effect is probably stronger in procedural-

knowledge questions.  

5 Discussion 

Learning can occur in many different ways, implicitly and explicitly, and typically 

a stimulus fosters this learning process. This study indicates that users’ interaction 

with a KBS may provide such a stimulus and become a source of unintentional 

learning about the problem area. Unlike tutoring systems that are specifically 

designed to explicitly teach users, the system used in this study was a knowledge-

based CASE tool whose purpose was to assist users in data-modeling tasks. When 

users applied the tool to their task, they were not explicitly asked to pay attention 

or recall the content of messages and prompts from the system. Learning out-

comes were measured conservatively. Yet, with both versions of the KBS, one 

restrictive and one guidance interface, users seemed to infer some domain-relevant 

rules and unconsciously improved their knowledge about data modeling. These 

results suggest that KBSs could be a change agent, not only for improving users’ 

decision making processes, but also for improving users’ problem cognition.  

Though learning through interaction with the guidance interface was slightly 

higher than that through the restrictive interface, it was not significantly higher. 

This non-significant difference can perhaps be explained by the fact that implicit 

learning is fostered when users become aware of problem exemplars. With a re-

strictive interface, the system intervenes and does not allow users to apply incor-

rect principles. For example, if a user tries to save an entity without defining a key 

attribute, the restrictive interface will not allow the user to save the entity, while 

a guidance system will advise the user to define a key attribute. In both situations, 

the user becomes more acutely aware of a modeling principle: a critical step in 

data modeling is that a key attribute must be defined. Hence, for implicit learning 

purposes, both restrictive and guidance interfaces may be equally useful. These 

results, though, must be tested several times with more complex tasks and in other 

contexts.  

It was found that implicit learning seems to favor acquisition of procedural 

knowledge. Findings favoring the learning of procedural knowledge are not sur-

prising given that users learned during problem-solving activities. Unlike declara-

tive knowledge consisting of general facts about the domain, procedural know-

ledge is very skill based. Procedural knowledge occurs in executing a skill, i. e., 
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learning by doing (Anderson and Lebiere 1998). In this case, users were involved 

in a data-modeling exercise, and this hands-on activity might have made it easier 

to learn procedural know-how knowledge. 

5.1  Limitations 

The study, like any controlled experiment, has several limitations. First, student 

participants were used as subjects. However, the goal was to focus on learning 

effects of novice designers and not on the ability of participants to make real 

world decisions; therefore, using student subjects is acceptable. In this study, us-

ers’ interaction with the KBS was limited to one task. The classification of ques-

tions into procedural and declarative types may not be precise, but this was done 

to explore the type of knowledge acquired by implicit learning. The design task – 

creating an entity-relationship (ER) model from a user requirements – is seldom 

done in isolation of other systems analysis tasks, such as requirements gathering, 

logical database design, feasibility analysis, etc. We had to choose a narrow do-

main, since the purpose of the study was to demonstrate the learning effects attrib-

utable to knowledge base. Although systems analysis is a group activity, we did 

not allow interactions among the subjects. This was mainly to prevent confound-

ing group effects on implicit learning. Finally, the study was specific to KBSs for 

data modeling. Other contexts must be considered before generalizing about other 

types of KBSs. 

5.2  Implications for Research and Practice 

To the best of our knowledge, this study is among the first to highlight the role of 

KBSs as a stimulus for implicit learning, and therefore it provides many avenues 

for future research. This research could be extended by determining whether the 

learning outcome is stable and lasts over time. Because student participants were 

used, it was not possible to conduct a delayed test – participants could explicitly 

acquire information on data modeling through access to books and other materi-

als. Therefore, the stability of these learning outcomes could not be tested. An-

other avenue of future research might have users interact with the KBS for an 

extended time, i. e., have them conduct several decision-making exercises before 

the learning outcome is tested. Repeated exposure to problem exemplars provide 

instances of correct solutions, so one can perhaps expect a stronger learning ef-

fect. Another study could test if users are able to transfer their knowledge and 

apply it to other data-modeling situations. In this study, novices who had some 

knowledge of data modeling were used as subjects, but the extent of learning that 

can occur with more experienced users must be researched. It is possible that 

learning will still occur because the comparison with a control system showed 

that it was the use of a knowledge-based system that helped users learn. With 
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more experienced users, perhaps the knowledge base and tasks must be more 

complex to observe a learning effect.  

From a theoretical perspective, research could proceed on the two dimensions 

of DSS research that were investigated in this study: the knowledge base and the 

interface. We used a KBS, and not a generic DSS, because it was felt that it was 

the problem-specific knowledge base that facilitated the advice giving (guidance) 

or constraints (restrictive) at appropriate points in the decision process. These 

appropriately timed interventions could make users aware of problem exemplars 

and cause them to learn implicitly. Further, the system was designed based on an 

understanding of how users execute the data-modeling process and what errors 

they typically make, so that interventions were tuned to the specific decision 

context (Antony and Batra 2002). Spreadsheets and other non-knowledge-based 

DSS tools tend to be general purpose systems and do not provide a high level of 

problem-specific knowledge. However, repeated use of these systems could po-

tentially facilitate implicit learning. For example, in a model-based DSS, users 

can see a list of modeling methods, or see the results of sensitivity analysis, and 

can become more aware of various modeling techniques and benefits thereof. 

When a user is directed to help options in a DSS, learning could occur. But the 

issue of whether a significant level of learning can occur with these DSS tools 

must be investigated systematically. In information systems research, the relation-

ship between DSS use and decision performance has been substantially re-

searched, but the relationship between DSS use and user learning has received far 

less research attention. This study suggests that research must be conducted to 

identify even more benefits of using DSSs/KBSs than improvements in decision 

outcomes alone. 

The interface is another dimension where more theoretically grounded research 

can be conducted. The notion of decisional guidance and restrictiveness was in-

troduced as a design variable that could influence user choices and their decision 

process, within which a range of design attributes could be tested (Schneiderman 

1992). In this study, an interface providing guidance was compared with a restric-

tive interface, and the interface with guidance did not make a significant differ-

ence in the extent of learning. But future research could investigate whether more 

directed guidance that clearly tells the user how to develop a data model may 

provide a stronger learning effect. In training research, less restrictive systems are 

said to foster more exploratory learning, while more restrictive systems foster 

more structured learning. But these types of learning involve a fair degree of 

explicit learning. Therefore, future research can investigate and contrast the ex-

tent of learning with the different interfaces and the different types of learning 

(explicit versus implicit). Second, this study did not examine user perceptions of 

ease-of-use of the system, but prior studies on data modeling have shown that 

novice users seem to prefer the restrictive system (Antony and Batra 2002). Find-

ings seem to be conflicted, with users preferring guidance interfaces in display 

tasks and restrictive interfaces in data-modeling tasks (Silver 2006, Wilson and 

Zigurs 1999). Therefore, the issue of performance effects of these different inter-

faces versus the preferences of users must be investigated more closely. Also, the 
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specific nature of the task must be considered in this analysis because users per-

haps think that they know more about display formats and less about data model-

ing. They may thus prefer more restrictions in data-modeling tasks but more 

choices in display tasks. The study results provide many research directions to 

pursue at the interface dominion, knowledge level dimensions, or both. 

The study has several implications for practice as well. If knowledge-based sys-

tems can become a source for learning, then their designs could more carefully 

consider their roles as agents for learning. CASE tools have been investigated and 

are perceived as providing many benefits to organizations (Breakwell et al. 1993, 

Finlay and Mitchell 1994, Jankowski 1997, Vessey et al. 1992). Their advantages 

with embedded knowledge and their impact on user learning provides useful in-

formation for trainers and developers. Based on these results, CASE tool develop-

ers could consider making a learning tool by embedding at least some knowledge 

that can intervene and prevent users’ errors and suggest design solutions. 

Importantly, this is an initial exploratory study, but it has provided some infor-

mation to build upon and research further. When expert systems were introduced, 

considerable interest arose in investigating how their decision choices and explana-

tion facilities could become learning stimuli for novice users (Fedorowicz et al. 

1992, Moffitt 1994). Unfortunately, interest in this inquiry died, partly because of 

the need to specifically design and develop expert systems to function as learning 

tools. This research has shown that special systems need not be designed: KBSs 

designed for problem solving could incidentally induce unconscious learning. 

Understanding the role of decision-aiding tools in promoting learning activities in 

an organization is critical and beneficial (Bhatt and Zaveri 2002). Hence, it is 

hoped that findings from this study foster more research to fully exploit the poten-

tial benefits of knowledge-embedded tools and carefully constructed interfaces.  
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Appendix A. Some Differences Among 

the Responses From the Two Interfaces 

The user The guidance interface The restrictive interface 

Enters the name of a new 

entity 

Reminds the user to model 

at least two attributes for an 

entity, but the user can use 

that entity in a relationship 

without assigning attributes 

to it 

Does not remind the user to 

assign two attributes, but 

entities without two attrib-

utes cannot be used in rela-

tionships 

Saves an entity without 

specifying its key attrib-

ute 

Reminds the user to define 

key attribute 

Will not save the entity until 

a key attribute has been 

defined 

Specifies the key attrib-

ute for an entity 

Reminds the user to verify 

uniqueness of the key at-

tribute 

Asks the user whether the 

key attribute is unique or 

not; user answers yes or no 

Tries to select a non-free 

entity for a relationship 

Advises the user against use 

of a non-free entity, but 

does not prevent him/her 

from using it  

Blocks the use of non-free 

entities, by not displaying 

that entity  
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The user The guidance interface The restrictive interface 

Is using any window 

within the application  

Allows all controls to be 

accessed 

Does not allow access to all 

controls, but only a specific 

set of controls is enabled at 

any time, including menu 

options 

Tries to delete a relation-

ship 

Allows the deletion of any 

relationship, and will free 

up relevant entities so that 

they can be used later for 

more relationships  

Allows deletion of only the 

most recently modeled 

relationship 

Tries to modify a rela-

tionship 

Allows the user to modify 

any relationship 

Allows modification of only 

the most recently modeled 

relationship 

Attempts to use a sub-set 

of or super-set of or same 

set of entities in two 

relationships 

Advices the user about 

derived relationship; but 

does not prevent him/her 

from doing so 

Once a relationship has been 

declared the same entities 

cannot participate in another 

relationship. User will be 

unable to select them. 

Appendix B. Knowledge Test Questions 

Note: For the following questions circle the answer that seems closest to the right 

answer. Write brief explanations wherever required. 

Assume you are modeling an entity called “Automobile.” Which of the follow-

ing items can be an attribute of that entity? If an item cannot be an attribute, spe-

cify your reason as to why. 

1. Color 

2. Red 

3. Year 

4. Past owners 

5. Odometer reading 

6. 1992 

7. Mustang 

8. Make 

9. Current owner 

10. Can an attribute belong to more than one entity? (a) yes (b) no (c) sometimes, 

because __________ 

11. How many key attributes can an entity have? (a) none necessary (b) at least 

one (c) at most one (d) exactly one (e) can be any number  

12. How many non-key attributes must an entity have? (a) none necessary (b) at 

least one (c) at most one (d) exactly one (e) can be any number  
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13. What is the link between the key attribute and a non-key attribute? (a) The key 

attribute must depend directly on the non-key attribute. (b) The non-key attrib-

ute must depend directly on the key attribute. (c) The key attribute may depend 

indirectly on the non-key attribute. (d) The non-key attribute may depend indi-

rectly on the key attribute. 

14. How many entities may participate in a relationship? (a) two only (b) one or 

two only (c) one, two or three only (d) any number other than zero 

15. How would you decide whether X is going to be an entity or not? (a) Check 

whether there can be instances of that entity. (b) Check if there is a unique 

number or id for that entity. (c) Check if there are attributes that seem to de-

scribe it. (d) Other reason: specify __________ 

16. Consider the Course entity with 4 attributes. Course(CourseNo, Title, Instruc-

torID, InstructorName) You find that there is partial dependency between In-

structorName and CourseNo. Which of the following will be an appropriate 

action to take? (a) Leave the attributes as they are. (b) Remove the Instructor-

Name and InstructorID and model them as separate entity. (c) Similar to solu-

tion as in (b), but remove only instructor attribute. (d) I don’t know. (e) Other: 

specify __________ 

17. Can there be two entities with the same exact name? (a) yes (b) no 

18. When there is a one-many relationship and a many-many relationship to be 

modeled, which relationship would you model first? (a) one-many (b) many-

many (c) do not know which one. 

19. While determining the cardinality of an entity (Say X) in a relationship with 

another entity (Say Y), what question would you ask? (a) Given one X, how 

many Y? (b) Given one Y, how many X? (c) Given many X, how many Y? 

(d) Given many Y, how many X? 

20. If there are three entities (say X, Y and Z) in a relationship, can any 2 of them 

participate in another relationship? (a) never (b) always (c) sometimes: ex-

plain __________ 

Appendix C. Task Completed Through the System 

Super Systems Inc. 

The people at Super Systems Inc. (SSI) are in the business of developing software 

for large companies. They have a number of projects underway. Each project has 

a unique name and is for a specific company. SSI may have many projects from 

the same company. Each project has a deadline before which it has to be com-

pleted. They wish to keep track of the company details such as company name, 

contact person and contact phone number. On each project a number of skilled 

programmers are employed. Each project may involve work on different platforms 

such as Vax, AS/400, Mac etc. A programmer may work on many platforms, but 

for a given project, a programmer works only one platform. Information about 

each platform such as name, operating system, date of last upgrade and name of 
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manufacturer are to be stored in the database. It is necessary to store programmer 

information such as name and wage rate also. Each programmer has many lan-

guage skills like C, C++, SmallTalk, etc. SSI wishes to code each language skill 

(with a unique code) and some description. Develop the Entity Relationship model 

for this case. Make any assumptions necessary. 

 





 

CHAPTER 36 

Group and Organizational Learning Effects 

from Multiparticipant DSS Usage  

M. Shane Tomblin 

Division of Management and Marketing, Marshall University, West Virginia, USA 

Organizations and researchers have increasingly recognized the importance of learning at 

the group and organizational levels. As with other activities within modern organizations, 

there has been an interest in supporting group or team level and organizational level learn-

ing with information and communication technologies. This chapter examines the relation-

ship between multiparticipant DSS usage and learning at the group and organizational 

levels. Understanding the potential to support learning at these levels necessitates a broad 

understanding of the types of appropriate technologies as well as what it means for groups 

and the organization to learn. Understanding of the relationship between multiparticipant 

DSS usage and learning has important implications for practice and research. 

Keywords: Group decision support systems; Knowledge; Multiparticipant DSS; Organiza-

tional learning 

1 Introduction 

Organizational learning (OL) has been studied for almost forty years (Cangelosi 

and Dill 1965, Crossan et al. 1999) and research attention given to its study has 

increased since the mid-1980s (Bhatt and Zaveri 2002). This interest is due to the 

recognized potential of OL to positively affect knowledge stores of organizations 

operating within dynamic and rapidly changing environments. Several works 

provide reasons for the need to understand this phenomenon. Individual and or-

ganizational learning are identified as aspects of one of the seven major functions 

of the organization (Ching et al. 1992). According to Croasdell (2001), changes in 

technology and shifts in demand necessitate rapid learning in organizations, and 

growing information requirements increase the need for sharing and disseminating 

of information. Achrol (1991), Garvin (1993), Slater and Narver (1995), and Lu-

kas et al. (1996) recognize OL as a major antecedent of organizational success and 

survival. 

Although some have recognized that learning within and by the organization be-

gins with its individuals, the organization’s collectives, i. e., groups, teams, or the 

organization itself, have been recognized as the locus of the most significant learn-

ing. As with other areas, organizations have sought to support learning through the 
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application of information and communication technologies. Given the importance 

that has been placed on the use of teams and groups within organizations, and that 

of uniting knowledge sources and decision making across the enterprise, multipar-

ticipant decision support (MDSS) technologies should be a good fit for the support 

of collective learning. Researchers have made a variety of investigations into the 

use of multi-participant decision support with most of the research focusing on 

group decision support systems (GDSSs) and group support systems (GSSs). In the 

area of group support, much has been made of the relationship between system 

characteristics and task requirements and the impact on meeting outcomes. Organi-

zation-wide decision support has received comparatively less support, most proba-

bly due to the complex nature of its use in an organization-wide context. Under-

standing the learning effects of the use of MDSSs thus makes a sound addition to 

the maturing body of literature concerned with both OL and MDSSs. 

The primary purpose of this chapter is to set the stage for the understanding and 

exploration of group- and organizational-level learning effects of MDSS use. This 

requires a generalized understanding of MDSSs, OL, and a broad look at existing 

MDSS-OL research. To this end, the remainder of the chapter is organized as fol-

lows. Section 2 discusses the general characteristics of MDSSs through a presenta-

tion of a general MDSS framework. Section 3 develops a literature synthesis lead-

ing to a multiperspective view of organizational learning. Section 4 points out how 

MDSSs should support collective learning. Section 5 summarizes extant findings 

on the support of OL, including the author’s own recent research. Section 6 con-

cludes the chapter by outlining the significance of the work to researchers and prac-

titioners and identifying areas of further research. The work presented in this chap-

ter is a complement to the previous chapter on individual learning effects of DSS 

usage. The reader may also wish to review the work of Bhatt and Zaveri (2002) for 

a well-rounded presentation of OL-enablement by DSSs. 

2 MDSS Characteristics 

As decision support systems, all MDSSs adhere to the generic DSS framework 

(Holsapple and Whinston 1996). Thus, MDSSs possess a language system, a pres-

entation system, a knowledge system, and a problem-processing system. What 

distinguishes a MDSS from a single user DSS is its use by multiple participants. 

This makes a difference in understanding the functioning and benefits of is various 

components. See Figure 1 for a generic MDSS architecture. 

The language system permits two kinds of messages. Public messages can be 

submitted to the MDSS by any system user. Private messages are those that only 

a single user can submit to the MDSS. Some MDSSs also permit semi-private 

messages submitted by a limited (more than one) number of users. The language 

system permits the submission of several kinds of requests. Requests can be made 

to recall, acquire, or derive knowledge, accept new knowledge into the knowledge 

system, clarify responses, send messages, or get system help. 
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The presentation system is that component which submits messages to the user. 

Similar to the language system, this component submits public and private mes-

sages. Public messages can be received by any user, while private messages are 

received by the one user. A semi-private message is submitted to only a few users 

or presented in a way accessible to only a few users. Responses from the presenta-

tion system serve two purposes. First, messages from this component provide 

knowledge from the knowledge system, the problem-processing system, or that 

which has been sent by a user. Second, responses can also be sent to seek know-

ledge for storage in the knowledge system, as a message to a user, or used for 

clarification by the problem-processing system. 

The knowledge system serves as a repository for various types of knowledge. 

System knowledge provides context for the MDSS. This includes knowledge about 

roles and relationships, regulations, and knowledge about the system’s computers 

and network linkages. Domain knowledge refers to the areas of interest with which 

participants are concerned. For example, system users may need to acquire know-

ledge about current manufacturing capabilities for a project involving new product 

development. Relational knowledge identifies system users, apart from their par-

ticular role. 

The problem-processing system allows participants to address issues and needs 

arising from the task or tasks with which participants are involved. Satisfying these 

needs may involve access to repositories of information. Problem solutions may also 

involve the coordination of activities or interactions among participants. The prob-

lem-processing system makes use of the other components as needed when invoked. 

As DSSs, MDSSs can also be characterized by time-place access and use consid-

erations (Holsapple and Whinston 1996). MDSSs may be used synchronously, that 

Figure 1. A generic MDSS framework (Adapted from Holsapple and Whinston 1996)  
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is, at the same time, or they may be used asynchronously, that is, at different times. 

MDSS participants may also access the system from the same or different locations. 

MDSSs are very often located within a matrix of time-place combinations. Specifi-

cally, systems can be categorized as being same time–same place, different time–

same place, same time–different place, and different place. As an example, consider 

a geographically dispersed team whose members do not all work at the same time. 

Collaboration and decision making can proceed with each member making their 

contribution to the group task on their local computer and at the time that they can 

or need to access the system. Contributions of team members can be collected and 

coordinated by the system for later review, amendment, or use. 

The example just provided highlights the reality of operations of many modern 

organizations. In fact, at the time of the development of the current chapter, a good 

portion of the market for collaborative systems has become devoted to distributed 

collaboration. This trend is likely to continue given the increasing decentralization 

of organizations, collaboration along the value chain to produce and deliver goods 

and services, and the growth of multisite and multinational organizations. 

Finally, there are three broad categories of MDSSs. The most well-researched 

type of MDSS is the group support system, of which group decision support sys-

tems are a type. GDSSs are typically used by groups or teams charged with a par-

ticular task. They may be used on an on-going basis for groups that meet for several 

sessions or on an indefinite number of sessions. They may also be used for ad-hoc 

groups. GDSSs do not typically span the entire organization, although they may be 

a regular part of the organization’s IT portfolio. Negotiation support systems 

(NSSs) can be thought of as a very specialized GDSSs. These systems are designed 

for groups that need to reach consensus over issues that may be divisive or very 

difficult. They are equipped with or used with special rules that can efficiently man-

age interaction among disagreeing parties and help build consensus. Organizational 

decision support systems (ODSSs) are the most complex type of MDSS and may 

span multiple departments or the entire organization. ODSSs are specialized in that 

the participants supported are from different organizational divisions, but may not 

all be working on the same task. It is also important to note that ODSSs may be 

more integrated into the technology infrastructure of the organization. 

3 Organizational Learning 

A good portion of the research into organizational learning may be collectively 

labeled as the cognitive-social perspective. This perspective views the individual as 

the key agent of OL and that most of the organization’s expertise resides in individ-

ual human heads and abilities (Kim 1993). This perspective is in contrast to the 

perspective of situated organizational learning in which knowledge is viewed 

as residing in patterned interactions between individuals as well as within individu-

als (Nidumolu et al. 2001, Chinget al. 1992). Rather than being in opposition, the 

current chapter takes the position that each of these perspectives is valid and that 
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they are, furthermore, complementary. Adding to these perspectives is the charac-

terization of learning within the area of multiagent systems (MASs). Although gen-

erally concerned with non-human agents, learning in MAS has many of the same 

features as in the previous views and allows for an extension of learning to comput-

erized entities within the organization. Integration of MAS learning with the other 

views adds further ability to fully operationalize collective learning. Each of these 

views will now be discussed and subsequently integrated to form a working defini-

tion of OL appropriate for the group and organizational levels.  

3.1  Cognitive-Social OL 

Because their work forms the background and basis for many extant investigations 

of OL, it is useful to consider the work of Argyris and Schon (1978) and Huber 

(1991). Argyris and Schon (1978) identified two types of learning; single loop 

learning (SLL) and double loop learning (DLL). SLL is defined as the detection 

and correction of error and can be seen as that type of limited learning that tends 

to maintain an organization relative to its environment. In SLL an individual (or 

organization) notices a discrepancy between performance and desired goals and 

engages in corrective action. It is important to note that SLL does not result in any 

change in what the entity fundamentally knows to be correct, even if new informa-

tion is used in taking the corrective action. New information reinforces what is 

already held to be true. In DLL, signals from the relevant environment give rise to 

a discrepancy between what the entity believes to be fundamentally correct and 

the reality they experience. There is, thus, a questioning of the underlying assump-

tions and goals with a resultant change in both. DLL is of critical importance to 

groups as well as the organization because it enables further learning. Moreover, 

DLL is transformative, changing informal and formal routines and processes. 

Huber (1991) identified four constructs related to OL: knowledge acquisition, 

information interpretation, information distribution, and organizational memory. 

Knowledge acquisition is a term for processes that encompass knowledge gener-

ated or acquired during the beginnings of the organization, knowledge arrived at 

through experiment or experience, knowledge absorbed through observing the 

experiences of others, knowledge acquired as a result of incorporating additional 

units external to the organization, and knowledge acquired through internal and 

environmental search activity. Information distribution refers to the occurrence 

and breadth of OL. Entities within organizations can create additional information 

by integrating existing items of information. Also, increasing the sources of exist-

ing information within an organization makes learning by entities more likely. 

Organizational memory refers to the retention of knowledge and information in 

the minds of individuals and that which is stored in standard operating procedures, 

routines, and information systems. 

Information interpretation refers to (1) the process by which meaning is given 

to information and (2) the process of translating events and developing shared 

understandings and conceptual schemes. For Huber, learning is tied to action. An 
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increase in the variety of interpretations of an item of information implies that 

more learning has occurred because of an increase in the range of possible behav-

iors. Also, more learning has occurred when units understand the interpretations 

held by other units because this understanding promotes or inhibits cooperation, 

which in turn changes the range of potential behaviors. Huber also notes the ef-

fects of current belief structures, media richness, and information overload on 

information interpretation. 

More than any other construct, information interpretation seems to be the key to 

understanding collective learning. There can be little variety of interpretation 

without individuals but little shared understanding if the individuals do not inter-

act. Thus, although Huber’s work serves as an important backdrop for many re-

searchers, it does not explicitly recognize the importance of interactions and con-

nections between learning by individuals and learning by collectives. 

The Balbastre and Moreno-Luzón (2003) model of OL is the fusion and expan-

sion of the Crossan et al. (1999) mental model processes and Kim’s (1993) types 

of learning. Both OL models rely on the concept of the mental model. For the 

individual, a mental model is a cognitive structure or network of associations in an 

individual’s mind (Ward and Reingen 1990, Mohammed et al. 2000). For the 

team, shared mental models represent the members’ shared, organized understand-

ing and mental representations of knowledge or beliefs about key elements in the 

team’s relevant environment. Some of these representations are concerned with 

the team’s task, member characteristics, or team processes. 

From Crossan et al. (1999), the four mental model processes are intuiting, in-

terpreting, integrating, and institutionalizing, occurring across three levels; indi-

vidual, group, and organizational. Intuiting occurs when individuals pre-cons-

ciously perceive patterns or possibilities in their experience. We contend here that, 

although intuiting is an important beginning in the chain leading from individual 

to organizational learning, it is not the sole beginning. Individuals form mental 

models in a variety of ways, by direct work experience, through the incorporation 

of information conveyed by word of mouth, directed observation or study, or by 

intuiting connections between entities or causes and effects. Interpreting begins 

the process of developing meaning within some domain. The domain influences 

individual interpretation while individual understanding of the domain filters what 

is interpreted. Because the same stimulus can give rise to equivocal meaning in 

multiple individuals, equivocality can be reduced when groups develop a common 

understanding and language in the domain. Furthermore, here the gap is bridged 

between the individual and group levels. While intuiting and interpreting are 

mainly individual processes, integrating continues the process begun with inter-

preting, as the shared understanding results in coordinated action and further evo-

lution of meaning. The individual and group levels are further linked through 

integrating. Institutionalizing occurs when the coordinated actions become part of 

organizational routines and processes (Crossan et al. 1999). 

The six types of learning are based on the concepts of SLL and DLL. Individual 

single-loop learning occurs when deviations from a desired goal are detected and 

corrected. It is important to note that there is no update in the mental model of the 
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individual. Individual double-loop learning occurs when an established mental 

model is called into question and updated to accommodate changing situations or 

needs. Organizational single-loop learning is similar to SLL by the individual. 

Deviations are detected and corrected with no corresponding changes in shared 

mental models. Organizational double-loop learning occurs when individual men-

tal models become incorporated into the organization through shared mental models 

(Kim 1993). Group single-loop learning (Balbastre and Moreno-Luzón 2003) oc-

curs when group members improve their performance within their established men-

tal models, that is, error detection and correction without a corresponding change in 

mental models. Group double loop learning occurs when there is a corresponding 

change in shared mental models. Another way of interpreting this is that individual 

mental models become incorporated into the group and impact group-level routines 

and the group world-view.  

In this integrated model of OL, mental models are a mechanism for institutional 

memory and are of primary importance because they serve as the location of most 

of an organization’s knowledge, as well as providing the link between individual 

and organizational learning (Kim 1993). The model also contains processes which 

govern the flow of learning. Feedforward causes learning to flow from the indi-

vidual level through the group level to the organizational level. The feedback 

process allows institutionalized learning to impact the group and individual levels 

by affecting what they learn and how they think and act (Crossan et al. 1999).  

Given the focus of this chapter on collective learning, shared mental models are 

of primary importance. Also, processes aiding the formation of shared mental 

models are most relevant. Finally, the feedforward and feedback processes allow 

learning to be further characterized and understood between the group level and 

the organizational level. Our current understanding of OL, including the work of 

Huber (1991), can be operationalized as the sharing and embedding of mental 

models within the organization and its collectives, in which members seek, use, 

distribute, and retain various kinds of knowledge. 

3.2  Situated Organizational Learning 

The situated learning perspective (Lant 1987, Nidumolu et al. 2001) is comple-

mentary to the cognitive-social perspective. In this understanding of OL, humans 

within organizations are actively involved in multiple group relationships. 

Whereas in the previous section mental models were the repository of organiza-

tional knowledge, here knowledge is embedded within the connections between 

individuals as well as in structures that determine patterned interaction and behav-

ioral regularities (Lant and Montgomery 1987). This increases the dimensionality 

of learning by magnifying the social and context dependent characteristics of 

learning in collectives. 
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3.3  Multiagent Systems 

Although generally focused on non-human agents, the field of multiagent systems 

(MASs) offers a useful framework with which to further understand collective 

learning. The following discussion in based on the work of Sen and Weiss (1999). 

Within MASs, learning is decentralized if several agents are engaged in the same 

learning process. Moreover, the activities constituting the learning process are 

carried out by different agents. There may be several groups of agents engaged in 

different decentralized learning processes that happen in parallel. Learning in 

MASs can also be characterized by interaction-specific features. The level of 

interaction can range from pure observation to complex forms of dialog. The per-

sistence of interaction can range from short-term to long-term. The frequency of 

interaction can be low or high, or somewhere in between. The pattern of interac-

tion ranges from unstructured to strictly hierarchical. Interaction is also variable, 

ranging from fixed to changeable. 

Involvement-specific features also characterize MAS learning. These do not 

cleanly map into the area of MDSS use, but nevertheless aid in a consideration of 

MDSS use and learning. Concerning relevancy of involvement, it is possible that 

an MDSS participant is engaged in learning activities that could be easily per-

formed by another, but that does not make any resulting contribution irrelevant. 

On the other extreme, individuals with difficult-to-imitate expertise are often 

MDSS participants and their contribution to learning is therefore crucial. With 

regard to participant roles, a participant may contribute generally in a learning 

process, or they may perform activities no one else performs. 

The learning method also characterizes MAS learning. Whereas non-human 

agents in MASs engage in purposeful learning, human agents acting together may 

not even be aware that learning is taking place or be cognizant of the need for 

learning. Nevertheless, agents learn by various methods, including rote learning, 

learning from instruction, learning by example and practice, learning by analogy, 

and learning by discovery. 

For agents in MASs, learning to select an appropriate role is itself a learning 

goal. For MDSSs, participant roles within MDSS use are usually a reflection of 

their official role within the organization. However, MDSS participants may as-

sume emergent roles such as group leader or technology facilitator that emerge 

over some period of time. 

MASs learning is also highly related to communication. The relationship is ex-

pressed in learning to communicate and learning as communication. As lines of 

research these ideas are related to several issues. First, MAS agents must learn what 

to communicate. In MDSSs, determining what to communicate could be done by 

pairing information and participant interests. Second, agents must learn with whom 

to communicate. In MDSS use, determining with whom to communicate may be 

a simple matter of unconstrained choice, selection based on user characteristics, the 

need to exchange information, or it could result from rules imposed on interaction. 

Third, agents must learn when to communicate. In MDSS use, this could depend on 
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choice, task characteristics, or from imposed interaction rules. Fourth, an agent 

must determine how to communicate. For example, an agent can select an appropri-

ate communication protocol or the agent can determine whether communication 

should be direct or indirect (i. e., through some supporting mechanism). 

Some final comments on MAS learning may serve to reinforce its complemen-

tarity with the cognitive-social and situated organizational learning perspectives. 

In MASs, useful exchange of information is predicated on the existence of 

a common ontology. In MDSS use, ontologies might be imposed by or embedded 

within the system. This can constrain information exchange in possibly useful or 

even harmful ways. However, because MDSSs are believed (and designed) to 

support the development of shared meaning, a collective ontology is often the 

result of information exchange. 

In addition, the issues involved with the relationship between communication 

and learning highlight the relatedness of MAS learning and the previous perspec-

tives. These issues can be argued to depict the structuration of collective learning, 

both with regard to interaction (what to communication, when to communicate, 

and with whom to communicate) and with regard to communication mode (proto-

col and mechanism). This is naturally connected to structuration in the use of 

MDSS facilities as in Reinig and Shin (2002). 

3.4  Synthesis of OL Perspectives 

The previous sections highlight the relationship of the MAS learning to the cogni-

tive-social and situated OL perspectives. Recognizing the inherent integration of 

Huber’s (1991) work with these same perspectives completes our synthesis. Or-

ganizational memory is directly related to the storage and access of mental models 

during participant interaction. Information interpretation is directly related to the 

development of shared mental models. Specifically, the OL processes of interpret-

ing and integrating (Crossan et al. 1999) give meaning to information and embed 

the shared understanding within the collective. For knowledge acquisition and 

information distribution, participants in a collective seek information and know-

ledge as they make sense of their context and environment. Information and sense-

making results can be made available to other members of the collective. 

With our synthesis complete, we are now able to provide a satisfactory defini-

tion of collective learning that will help frame an understanding of the potential 

learning effects of MDSS. Here we will regard collective learning as consisting of 

the creation of shared mental models that are embedded in the collective as well as 

the patterning of interactions among participants. 

4 MDSS and Learning Effects 

Based on the general MDSS framework and our definition of collective learning, 

it is possible to make reasoned predictions of the learning effects associated with 
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MDSS use. One way to do this is to recall Huber’s (1991) work and its conceptual 

relationship to the cognitive-social and situated OL perspectives. First, the know-

ledge stored in the MDSS knowledge system represents organizational memory. 

Knowledge about routines and operating procedures can be stored in this system 

for late use. MDSS use also has the potential to foster mental model creation, with 

the mental models stored in participants’ minds. Second, because MDSSs func-

tions serve as links between participants and, therefore, promotes shared under-

standing, MDSS use directly promotes information interpretation. MDSS know-

ledge acquisition ability and MDSS knowledge presentation ability are easily 

mapped to the process of knowledge acquisition and knowledge distribution, re-

spectively. MDSSs generally provide functionality that allows users to access 

stored information in various repositories as well as acquisition of knowledge 

from other users via provided communication channels. Knowledge can be dis-

tributed to other users via MDSS knowledge presentation ability. For example, the 

ideas generated by a user during brainstorming can be displayed to other users. 

Another way to make reasoned predictions of MDSS learning effects is to con-

sider the various categories of MDSSs separately. It should be noted that, although 

each category fits generally within the generic MDSS framework, differences due 

to their respectively specialized purposes and support facilities should give rise to 

differences in the degree, type, and nature of learning effects. 

First, let us consider ODSSs. Because an ODSS and its various facilities are de-

signed to support multiple divisions of the organization, or even the entire organi-

zation itself (Holsapple and Whinston 1996), ODSS are well-positioned to support 

organizational learning. One type of learning activity that ODSSs can be leveraged 

to support is the transfer of subunit knowledge. Here, one unit acquires knowledge 

about the functioning of another unit, thus forming a mental model of the other 

unit. At the organizational level, the functionality that coordinates interaction bet-

ween various work teams can have a learning effect evidenced in the changes in 

the patterning of inter-group, and possibly intra-group, interactions. Because 

ODSSs contain communication facilities, and given that communication is under-

stood to contribute to OL, groups having access to or linked through the ODSS 

could also experience learning effects in the form of creation and change of men-

tal models of the organization, it’s functioning, and its environment. The data 

layer of an ODSS, which enables storage, retrieval, and access to data, promotes 

“a degree of common semantic understanding among work units” (Santhanam 

et al. 2000). ODSS also have the possibility of affecting organizational processes. 

Changes in organizational level processes are seen as organizational level OL. 

For NSSs, the focus is on negotiation between parties within a group or be-

tween groups. Because NSSs have general MDSS characteristics, one type of 

learning potentially supported is the formation of mental models of the problem 

domain with which the negotiation is concerned. NSSs are equipped with tech-

nologies that are configured and designed to promote consensus among partici-

pants, promoting the formation of mental models of an opponent’s position. Fi-

nally, because NSSs are designed to engage the participants in various manners 

during consensus building, NSSs could influence the patterning of interactions 
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among participants where no interaction existed before due to misunderstanding 

and disagreement. 

Because the focus of GDSSs is on the support of groups and group decision 

making, most significant learning effects from GDSS use occur primarily at the 

group level. Based on the taxonomy of Teng and Ramamurthy (1993), it is possi-

ble to divide the support capabilities of GDSSs into content and process support 

dimensions. It is useful to note that these dimensions can also be extended to 

ODSSs and NSSs. Content support refers to the degree to which the GDSS is able 

to provide support in addressing the substance of a task, problem, or decision in 

a particular domain. Content support is not directly concerned with issues or proc-

esses of interaction and is provided in data, information, and knowledge process-

ing. GDSSs are capable of promoting information access. Thus, GDSSs enable 

users to have access to a variety of pieces of information and views, and therefore 

promote mental model formation with regard to understanding and sense-making 

within a particular problem or knowledge domain. This kind of result may also be 

promoted through model-based what-if capabilities and higher-level decision 

analysis functions. Knowledge-based intelligent components should be capable of 

providing even higher levels of problem domain analysis. 

Process support refers to the degree to which a system is able to support or in-

fluence the proceedings (i. e., interaction) of a group meeting (or group access in 

the case of asynchronous use). Process support could simply serve the purpose of 

reducing communication barriers. Thus, possibilities of increased information 

sharing and exchange exist, promoting group-level mental model formation. 

Higher levels of process support directly influence the patterns or modes of inter-

action among participants, fitting nicely with the synthesized definition of collec-

tive learning. Process support, specifically, influences the timing of interaction 

(e. g., when to communicate), and could help participants learn with whom to 

communicate. These changes in participant behavior may even persist beyond the 

life of the group, although this is unproven and should not be taken as given. 

5 Evidence from the Literature 

Many articles exist demonstrating the learning effects of MDSS use. Most of  

the extant literature covers GDSSs. The paucity of literature in the ODSS and NSS 

fields is certainly an issue that will need to be addressed in future studies. The rea- 

der should note that the following review of the literature is by no means exhaustive, 

but it is certainly illustrative of the ability of MDSSs to support collective learning. 

5.1  ODSSs and NSSs 

To the author’s knowledge, at the time of writing this chapter, very little, if any-

thing, exists in the literature regarding ODSSs and collective learning. Evidence 
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for NSSs is almost as scarce. Two identified articles present findings in this area. 

Swaab et al. (2002) examine the role of visualization in the development of shared 

mental models during negotiation to resolve a spatial planning dispute. Their find-

ings indicate that visualization support facilitated convergence of negotiators’ 

perceptions of reality. Bui et al. (1997) find evidence that their prototype language 

to support argumentation and negotiation aids learning during system use. 

5.2  GDSSs 

This section organizes findings according the support types indicated in the Teng 

and Ramamurthy (1993) taxonomy. Once again, the set of findings is not exhaus-

tive but is illustrative of the assertions regarding MDSSs and, in particular, 

GDSSs ability to foster collective OL. 

5.2.1  Process Support 

Connections between process support and aspects related to OL can be found in the 

GDSS/GSS literature. Hender et. al. (2002) examine the relationship between GSS-

incorporated idea generation techniques (process support) and creativity. Their 

study indicates that the choice of idea generation technique used within a GSS has 

a significant impact on the number and creativity of ideas generated. Use of the 

assumption reversal technique gave rise to a greater number of ideas than the use of 

the analogies technique. Use of the brainstorming technique gave rise to a greater 

number of ideas than use of the analogies technique. As for creativity, brainstorm-

ing produced ideas that were more creative than those produced by assumption 

reversals. Ideas produced by the analogies technique were more creative than those 

produced by assumption reversals. There was no significant difference between the 

creativity of ideas generated using brainstorming and analogies.  

These results are important when we consider the issue of information/know-

ledge availability and the authors’ definition of creativity. The notion of having 

a large pool of ideas available to individuals certainly fits well with Huber’s 

(1991) concept of OL. We can also imagine that the availability of a large number 

of ideas may make it more likely that challenged mental models could undergo 

change. Creativity of ideas was based on originality as well as the degree to which 

they made a connection between previously unrelated ideas or concepts. Adoption 

and use of creative ideas defined in this way could definitely impact the individ-

ual’s and group’s mental model. 

Sengupta and Te’eni (1993) studied the impact of cognitive feedback on group 

convergence and control in GDSS supported groups. The authors discovered that 

computer generated feedback on the group task had a positive impact on cognitive 

control (the degree to which participants maintained control over the execution of 

decision strategies) at the individual and collective (group) levels. Although not 

statistically significant, support was found for the hypothesis that cognitive feedback 

would increase strategy convergence (the degree of similarity between decision 
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strategies of participants). The lack of significance of the statistical test should cause 

care in making any judgments about this outcome. Strategy convergence, however, 

could be seen as an indication of learning by session participants. What is lacking is 

the ability to determine if the strategies are truly internalized by the participants (i. e., 

the session resulted in a new mental model of strategy). 

Kwok et al. (2002) investigate the effects of GSSs and content facilitation on 

knowledge acquisition in a collaborative learning environment. GSS software 

employed in the study supports brainstorming and voting. Specifically, the authors 

concentrate on how an individual’s knowledge changes as a result of being a part 

of GSS-supported learning group. Their research model predicts that GSS support 

and content facilitation affects knowledge acquisition by impacting group proc-

esses (gains/losses), cooperation in learning, and knowledge structure. Coopera-

tion in learning is the cooperation experienced during the negotiation of shared 

meaning arising from discussion. Knowledge structure is measured by knowledge 

complexity (the degree to which the subject correctly connects concepts belonging 

to the same hierarchy), knowledge integration (the degree to which subjects cor-

rectly connect concepts that belong to different levels of hierarchies and abstrac-

tion), and knowledge commonality (the degree of similarity of structural know-

ledge between subjects).  

Although not directly tested in the model, the authors propose that the impact of 

GSS support and content facilitation on group process should alter cooperation in 

learning, which, in turn, should impact knowledge structure. The authors found that 

GSS-supported groups (facilitated and non-facilitated) experienced fewer process 

losses and higher process gains than non-supported groups and perceived more co-

operation in learning than non-supported groups. The authors failed to detect a main 

effect of GSSs on knowledge structure. However, they did discover a significant 

interaction effect of GSS and content facilitation on knowledge commonality. 

In their study of the use of the GroupSystems GSS for strategic planning, Den-

nis et al. (1997) find that process support and process structure have positive ef-

fects on such variables as the production and identification of information, as well 

as the communication and integration of information. Process support is seen as 

a key factor in improving all four variables while process structure is linked more 

closely with the production and identification of information. 

Dennis (1996) compares GDSS and non-GDSS groups on information exchange 

and use. The Group Outliner and Quick Vote tools from GroupSystems Electronic 

Meeting System are used in this study. The tools allow parallel and anonymous 

communication and allow participants to call for voting during discussion. The 

results indicate that GSS groups exchange more information than non-supported 

groups. Moreover, this is true when only considering either common information 

or unique information. The study also shows that GSSs have no impact on the 

likelihood of sharing information supporting their prediscussion preferences as 

opposed to neutral or opposing information. The authors also find that GSS groups 

are not more likely to use information than non-GSS groups. A similar study by 

Dennis et al. (1997) indicates that GSSs allowed minorities to overcome the major-

ity by inducing the majority to consider presented information. 
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Venkatesh and Wynne (1991) test effects of process structuring on problem 

formulation in an environment using GroupSystems GDSS. They compare groups 

using a baseline treatment (no specific structuring of problem formulation), 

a general heuristic (problem identification and formulation recommended before 

solution attempt, followed by an illustrative example), and a combined heuristic 

(use of the general heuristic combined with a six-step problem formulation meth-

odology). The authors discover that groups using the combined heuristic score 

much higher on problem formulation than the groups using the other procedures. 

While the difference between baseline and combined heuristic groups is signifi-

cant, there is no significant difference between combined and general heuristic 

groups. They also find that those in general heuristic groups perceive a higher gain 

in problem understanding and perceive higher communication quality. Interest-

ingly, those in the combined heuristic groups perceived the lowest quality in 

communication and lowest gain in problem understanding. 

Bose et al. (1997) suggest that the inclusion of multiple attribute utility models 

of group preferences within GDSSs can provide session participants with a better 

understanding of their own preferences and the preferences of others. This can be 

taken as an implication that this type of process support can contribute to the con-

struction and revision of mental models of individuals and contribute to shared 

understandings at the group level. The authors summarize the findings in a study 

by Thomas et al. (1989) in which the Nominal Group Technique (NGT) is used as 

a basis for determining a structured decision making process for an organization. 

The NGT is used to gather information, generate alternatives, and determine 

judgment criteria. Output from this process is used in an iterative procedure which 

leads ultimately to evaluation of alternatives by division managers and the chief 

executive officer (CEO). 

In their study of the effect of an electronic brainstorming system tool on infor-

mation overload, Grisé and Gallupe (2000) provide support for the hypothesis that 

individuals using an idea regulator to regulate the flow of ideas will report higher 

levels of output complexity than individuals who did not use the tool. Their study 

is conducted with GroupSystems GroupWriter serving as the idea regulator. Out-

put complexity is defined as the sum of the number of ideas organized, number of 

categories created, and the number of ideas repeated in separate categories. 

In an investigation of the relationship between GDSS support dimensions and 

OL, Tomblin (2005) examined the relationship between the process support di-

mension in collaborative support systems and the constructs of mental model 

maintenance (MMM) and mental model building (MMB) on the group and organ-

izational levels. These constructs are drawn from the work of Vandenbosch and 

Higgins (1996). MMM is a form of learning in which basic routines are deter-

mined to be appropriate. New information fits into the models and confirms them. 

MMB is a type of learning in which mental models are changed to fit new envi-

ronments or to handle disconfirming information. Tomblin (2005) finds that pro-

cess support is a positive but non-significant predictor of group MMM, while it is 

a positive and significant predictor of group MMB. Process support is found to be 

a positive but non-significant predictor of organizational MMM. Simultaneously, 
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process support is found to be both a positive and significant predictor for organ-

izational MMB. Process support use is also shown to have a significantly stronger 

relationship to group MMB than to group MMM. Finally, Tomblin (2005) finds 

that the effect of process support on organizational MMM and MMB is mediated 

by its effect on the lower level group constructs. Thus, for example, organizational 

MMB can be promoted through promoting the impact of process support on group 

MMB. 

5.2.2  Content Support 

Kwok and Khalifa (1998) investigate the use of GSSs in a collaborative learning 

environment. They find support for the hypothesis that GSS-supported group 

members acquire a higher level of understanding of a problem-solving task rela-

tive to groups not supported by GSSs. This is due to the ability of the GSS to sup-

port effective knowledge acquisition. Their study involves an intranet-based GSS 

that supports brainstorming, voting, weighting, and anonymity. 

Dennis et al. (1997) find that the task structure provided in a GroupSystems 

GSS session resulted in improved communication and integration of information. 

Task structure is understood here as the “… use of analytical techniques and struc-

tures to improve managerial analysis and decision making.” They note that the 

simpler techniques are preferred over the more analytical techniques. The authors 

also discover that task support, the ability to access and integrate information, is 

used by few organizations in the study. It should be noted here that the task sup-

port and task structure dimensions of Dennis et. al. (1997) do not map cleanly into 

the content support dimension of Teng and Ramamurthy (1993). 

In an investigation of the relationship between GDSS support dimensions and 

OL, Tomblin (2005) examined the relationship between the content support di-

mension in collaborative support systems and the constructs of mental model 

maintenance and mental model building on the group and organizational levels. 

Content support use is found to be a positive predictor for both group MMM and 

group MMB. Content support is found to be a positive predictor for both organiza-

tional MMM and MMB. Finally, Tomblin (2005) finds that the effect of content 

support on organizational MMM and MMB is mediated by its effect on the lower 

level group constructs. Thus, for example, organizational MMB can be promoted 

through promoting the impact of content support on group MMB. 

6 Conclusion 

The main contribution of this work lies in its strong outline of the concept of learn-

ing effects of MDSS use. A secondary and related benefit is in its presentation of 

existing literature in the area. Thus, researchers can examine this chapter and de-

termine further and related areas of investigation. Another benefit is a useful defi-

nition of collective learning synthesized from the existing literature. Specifically, 
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collective learning consists of the creation of shared mental models that are em-

bedded in the group, team, or organization as well as the patterning of interactions 

among participants. Finally, a parsimonious presentation of the potential relation-

ships between MDSS types and collective learning has been presented. 

Despite these contributions, much remains to be done. First, the potential learn-

ing effects of ODSS and NSS use must be investigated. Assertions with regard to 

the learning effects of ODSSs and NSSs provided here are based largely on general 

MDSS characteristics. As ODSS has the ability to produce broad-ranging impacts 

on the organization, understanding the potential learning impact of ODSSs has 

important implications for ODSS implementations and investment. The effects of 

NSSs on collective learning, given the similar lack of empirical investigations, are 

not clearly understood. Questions regarding the exact nature of learning for intra-

group and inter-group negotiation support should be posed and answered. How is 

intra-group learning arising from NSS use different from inter-group learning? 

What are the support technologies that can facilitate both types of learning?  

Even with the relative abundance of GDSS-based investigations into collective 

learning, this area is not immune to the need for further study. The extant research 

addressing GDSS effects on learning provides relatively little beyond demonstrat-

ing a positive relationship between GDSSs and collective learning. Exactly how 

do GDSSs promote collective learning? What factors might mediate the impact of 

GDSSs on collective learning? There is reason to believe that adaptive structura-

tion theory holds promise for these types of investigations. 
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