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Preface

This is volume 73 of the Advances in Computers. This series, which began pub-
lication in 1960, is the oldest continuously published anthology that chronicles the
ever changing information technology field. In these volumes, we publish from 5 to 7
chapters that cover the latest changes to the design, development, use and implications
of computer technology on society today. In this current volume, subtitled ‘Emerging
Technologies’, we discuss several new advances in computer software generation as
well as describe new applications of those computers.

In the first chapter, ‘History of computers, electronic commerce and agile meth-
ods’, D. F. Rico, H. H. Sayani and R. F. Field give an overview of various software
development technologies that have been applied during the past 40 years, with the
goal of improving the software development process. This includes various methods
such as structured development methods, reviews, object-oriented methods and rapid
development technologies. In this latter category, they spend the last third of their
chapter reviewing the current development and interest in agile methods as a means
to rapidly produce effective programs.

Anneliese Andrews and Alireza Mahdian in Chapter 2, ‘Testing with software
designs’, explore implications of UML as an emerging design notation for software.
As they state in their chapter ‘Originally, designs in UML have been used to test
implementations against their design artifacts, but there are also testing techniques
that test the design artifacts directly’. They discuss techniques where designs in UML
can be used to test the underlying implementation.

Chapter 3 ‘Balancing transparency, efficiency and security in pervasive systems’,
by Mark Wenstrom, Eloisa Bentivegna and Ali Hurson deal with the emerging con-
cept of pervasive computing and its impact on resource management and security.
The basic goals of pervasive computing are that computer technology is seamlessly
available whenever and wherever the user is situated. But this goes against the security
goals of isolating users from potentially malicious attacks by unauthorized individ-
uals. Similarly, resources are not uniformly distributed throughout an environment,
although computing resources are expected to be available when needed. In this chap-
ter, the authors discuss how this goal of transparency of computers affects efficiency
of the system as well as security concerns.

xiii



xiv PREFACE

RFID, or Radio Frequency Identification, is coming to a store near you. This is
the technology that cheaply tags products with unique identifiers that only need to
pass near a reading device rather than specifically being read by a scanner. With
this technology, products can be easily traced through the supply chain from the
manufacturer to the user. George Roussos in Chapter 4, ‘Computing with RFID:
drivers, technology and implications’, discusses this technology, how supply chains
work in industry, and briefly gives an overview of the basic technology of its operation.

In addition to changes to your local supermarket described in the preceding chap-
ter, robotic research will have an important impact on other aspects of everyday
life. One area of growing use of robot control is in medicine. In the final chapter,
Dr. Russell Taylor and Dr. Peter Kazanzides discuss the use of robot technology in
medicine, specifically Computer-Integrated Interventional Medicine (CIIM), where
robotic control takes over some or all of the aspects of surgery.

I hope you found this volume to be interesting. I am always looking for new and
different chapters and volume themes to use for future volumes. If you know of a
topic that has not been covered recently or are interested in writing such a chapter,
please let me know. I am also always looking for qualified authors. If interested, I can
be contacted at mvz@cs.umd.edu. I hope you like these volumes and I look forward
to producing the next one in this long-running series.

Marvin Zelkowitz
University of Maryland
College Park, Maryland
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Abstract
The purpose of this chapter is to present a literature review relevant to a study
of using agile methods to manage the development of Internet websites and their
subsequent quality. This chapter places website quality within the context of the
$2.4 trillion U.S. electronic commerce industry. Thus, this chapter provides a
history of electronic computers, electronic commerce, software methods, soft-
ware quality metrics, agile methods and studies on agile methods. None of these
histories are without controversy. For instance, some scholars begin the study
of the electronic computer by mentioning the emergence of the Sumerian text,
Hammurabi code or the abacus. We, however, will align our history with the
emergence of the modern electronic computer at the beginning of World War II.
The history of electronic commerce also has poorly defined beginnings. Some
studies of electronic commerce begin with the widespread use of the Internet in
the early 1990s. However, electronic commerce cannot be appreciated without
establishing a deeper context. Few scholarly studies, if any, have been performed
on agile methods, which is the basic purpose of this literature review. That is,
to establish the context to conduct scholarly research within the fields of agile
methods and electronic commerce.
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1. Introduction

Agile methods are an approach for managing the development of new products
based on principles of flexible manufacturing and lean development. The use of agile
methods for Internet software was a reaction to the emergence of traditional software
development methods, which were too cumbersome, expensive, rigid and fraught with
failure. Downsizing was the norm and traditional methods were being used by large
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corporations in decline, rather than by young, energetic firms on the rise. Millions of
websiteswerecreatedovernightbyanyonewithacomputerandamodicumofcuriosity.
Agile methods marked the end of traditional methods in the minds of their creators.

Traditional methods for managing software development were created when the
first commercial computers began emerging in the 1950s. Scientists and engineers
began creating increasingly more powerful and complex computer systems, and inor-
dinately complex computer programs beyond the comprehension of a single human.
These early computer programs had millions of components to perform the simplest
of operations, giving rise to traditional methods. The rise of traditional methods is
also linked to the debut of the commercial software industry in the 1960s. Traditional
methods consisted of formal project plans, well-documented customer requirements,
detailed engineering processes, hundreds of documents and rigorous testing.

Agile methods emerged with a focus on iterative development, customer feedback,
well-structured teams and flexibility. Internet technologies such as HTML and Java
were powerful new prototyping languages, enabling smaller teams to build bigger
software products in less time. Because they could be built faster, customers could
begin to see finished software sooner and provide earlier feedback, and developers
could rapidly refine their software. This gave rise to closed-loop, circular, highly
recursive and tightly knit processes for rapidly creating Internet software, leading to
improvements in website quality for electronic commerce.

2. History of Computers and Software

2.1 Electronic Computers
Electronic computers are simply machines that perform useful functions such as

mathematical calculations or inputting, processing and outputting data and informa-
tion in meaningful forms [1]. As shown in Figure 1, modern electronic computers
are characterized by four major generations: first-generation vacuum tube comput-
ers from 1940 to 1950, second-generation transistorized computers from 1950 to
1964, third-generation integrated circuit computers from 1964 to 1980 and fourth-
generation microprocessor computers from 1980 to the present [1]. First-generation
or vacuum tube computers consisted of the electronic numerical integrator and
calculator or ENIAC; electronic discrete variable computer or EDVAC; universal
automatic computer or UNIVAC; and Mark I, II and III computers [1]. Second-
generation or transistorized computers consisted of Philco’s TRANSAC S-1000,
Control Data Corporation’s 3600 and International Business Machine’s 7090 [1].
Third-generation or integrated-circuit-based computers consisted of International
Business Machine’s System/360, Radio Corporation of America’s Spectra 70 and
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FIRST GENERATION 
( Vacuum Tubes 1940–50)

SECOND GENERATION 
( Transistorized 1950–64)
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Electronic Computers
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• MARK I, II, III

Operating Systems

Packaged Software

Internet & WWW

Programming Languages

• TRANSAC S-100 
• CDC 3600 
• IBM 7090

• IBM 3/360 
• RCA Spectra 70 
• Honeywell 200 
• CDC 7600 
• DEC PDP-8

• IBM PC 
• Apple Macintosh

• FORTRAN 
• FLOWMATIC 
• ALGOL 
• COBOL 
• JOVIAL

• BASIC 
• PL/I 
• Smalltalk 
• Pascal 
• C

• Ada 
• C++ 
• Eiffel 
• Perl 
• Java

• IBM 0S/360 
• MIT CTSS 
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• UNIX 
• DEC VMS

• CPM 
• DOS 
• MAC OS 
• MS Windows

• Autoflow • Wordperfect 
• Word 
• Excel 
• 1-2-3 
• Visicalc 
• dBase

• ARPA 
• IMP 
• NCP 
• Ethernet 
• TCP/IP

• DNS 
• AOL 
• HTML 
• HTTP 
• Netscape

Fig. 1. Timeline and history of computers and software.

Honeywell’s 200 [1]. Late third-generation computers included Cray’s CDC 7600
as well as Digital Equipment Corporation’s PDP-8, VAX 11/750 and VAX 11/780
[4]. Fourth-generation or microprocessor-based computers included the International
Business Machine’s Personal Computer or PC and Apple’s Macintosh [3].
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2.2 Programming Languages
Programming languages are defined as ‘any of various languages for expressing

a set of detailed instructions for a digital computer’ [5]. By 1972, there were 170
programming languages in the U.S. alone [6] and today there are over 8500 pro-
gramming languages worldwide [7]. First-generation or vacuum tube computers
did not have any programming languages [6]. Second-generation or transistorized
computers were characterized by an explosion of programming languages, the most
notable of which included formula translation or FORTRAN, flowchart automatic
translator or FLOWMATIC, algorithmic language or ALGOL, common business-
oriented language or COBOL, Jules own version of the international algorithmic
language or JOVIAL and the list processing language or LISP [6]. Third-generation
or integrated-circuit-based computers likewise experienced a rapid increase in pro-
gramming languages, the most notable of which were the beginner’s all-purpose
symbolic instructional code or BASIC, programming language one or PL/1, Smalltalk,
Pascal and C [8]. Fourth-generation or microprocessor-based computers continued
the trend of introducing new programming languages, such as Ada, C++, Eiffel, Perl,
Java and C#.

2.3 Operating Systems
Operating systems are simply a layer of software between the computer hardware

and end-user applications used for controlling hardware peripherals such as key-
boards, displays and printers [2]. First-generation or vacuum tube computers did not
have any operating systems and ‘all programming was done in absolute machine
language, often by wiring up plugboards’ [3]. Second-generation or transistorized
computers did not have any operating systems per se, but were programmed in
assembly languages and even using the early computer programming language called
formula translation or FORTRAN [3]. Third-generation or integrated-circuit-based
computers consisted of the first formalized multi-programming operating systems
and performed useful functions such as spooling and timesharing [3]. Examples
of third-generation operating systems included IBM’s Operating System/360, the
Massachusetts Institute of Technology’s compatible time-sharing system or CTSS,
the multiplexed information and computing service or MULTICS, the uniplexed
information and computer system or UNICS, which became UNIX, and Digital
Equipment Corporation’s virtual memory system or VMS [3]. Fourth-generation or
microprocessor-based computers consisted of the control program for microcompu-
ters or CPM, disk operating system or DOS, Apple’s Macintosh operating system or
MAC OS and Microsoft’s Windows [3].
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2.4 Packaged Software
Software is defined as ‘instructions required to operate programmable computers,

first introduced commercially during the 1950s’ [9]. The international software indus-
try grew slowly in revenues for commercially shrink-wrapped software from about
zero in 1964, to $2 billion per year in 1979, and $50 billion by 1990 [10]. It is
important to note that the custom, non-commercially available software industry
was already gaining billions of dollars in revenue by 1964 [10]. First-generation or
vacuum tube computers, much like programming languages and operating systems,
did not have any software and ‘all programming was done in absolute machine
language’ [3]. Second-generation or transistorized computers were characterized
by bundled software, e.g., software shipped free with custom computer systems,
and customized software such as International Business Machine’s SABRE airline
reservation system and the RAND Corporation’s SAGE air defense system [10].
Third-generation or integrated-circuit-based computers saw the first commercialized
shrink-wrapped software such as Applied Data Research’s Autoflow flowcharting
software [12] and the total annual sales for commercial software were only $70
million in 1970 compared with over $1 billion for custom software [10]. In part due
to the U.S. Justice Department’s anti-trust lawsuit against IBM around 1969, com-
mercial software applications reached over 175 packages for the insurance industry
in 1972 and an estimated $2 billion in annual sales by 1980 [10]. Fourth-generation or
microprocessor-based computers represented the golden age of shrink-wrapped com-
puter software and were characterized by Microsoft’s Word and Excel, WordPerfect’s
word processor, Lotus’ 1-2-3 and Visicorp’s Visicalc spreadsheets, and Ashton Tate’s
dBase database [13]. By 1990, there were over 20 000 commercial shrink-wrapped
software packages in the market [14]. And, the international software industry grew
to more than $90 billion for pre-packaged software and $330 billion for all software-
related products and services by 2002 [15] and is projected to reach $10.7 billion for
the software as a service or SAAS market by 2009 [16].

2.5 Internet and WWW
The Internet is defined as a network of millions of computers, a network of net-

works, or an internetwork [17]. First-generation or vacuum tube computers were not
known to have been networked. Late second-generation or transistorized computers
gave rise to the Internet as it is known today [18]. Second-generation computers of
the 1960s gave rise to packet switching theory, the first networked computers, the
U.S. military’s advanced research project’s agency or ARPA and the first interface
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message processor or IMP [18], [19]. An MIT researcher published the first paper
on packet switching theory, devising what was known as the ‘Galactic Network’
[18], [19]. This same researcher was appointed head of ARPA’s Behavioural Sciences
and Command and Control Programs [18]. The ARPANET was developed to see if
machines could be networked and many machines, such as second-generation IBM
7090s were on the early ARPANET, even as third-generation computers began to
emerge [18]. Third-generation or integrated-circuit-based computers took the early
networking concepts devised during the second generation and formalized them into
the ARPANET and Internet concepts as they are known today [18] All this came
together when the Bolt, Beranek and Newman (BBN) Corporation installed the first
IMP at UCLA in 1969 and the first host computer was connected [18]. The Network
Working Group (NWG) completed the initial ARPANET host-to-host protocol called
the Network Control Protocol (NCP) in 1970, network users began developing appli-
cations from 1971 to 1972 and the first public demonstration of the ARPANET took
place in 1972 [18]. In summary, late third-generation computers of the 1970s gave
rise to the network control protocol or NCP, email, open architecture networking,
ethernet, transmission control protocol, Internet protocol and one of the first bulletin
boards by Compuserve [18]. Late third-generation computers gave rise to the hyper
text markup language or HTML. Tim Berners-Lee, a British physicist working for the
Conseil Européen pour la Recherche Nucléaire or CERN (European Organization for
Nuclear Research) created an early HTML prototype called Enquire, which ran on a
Norwegian minicomputer called the Norsk Data Machine running the NORD Time
Sharing System or NORD-TSS. HTML was first proposed to the Internet Engineering
Task Force (IETF) in 1991 to 1993 and became an official standard in the 1995 to 1996
timeframe. Early fourth-generation or microprocessor-based computers gave rise to
the domain name system or DNS and Prodigy and AOL were created [18]. Using mid-
dle fourth-generation computers, Tim Berners-Lee of CERN had created the first web
server on a NeXTcube running the NeXTstep operating system, which was a UNIX
variant, and is credited with the creation of the hyper text transfer protocol or HTTP
in 1989. Middle fourth-generation computers of the Internet era were adapted to the
formalized IETF HTML and HTTP standards and gave rise to Mosaic and Netscape,
which caused the number of computers on the Internet to reach one million by 1992 and
110 million by 2001 [19]. Using ideas from Tim Berners-Lee, Marc Andreessen and
Eric Bina, students at the National Centre for Supercomputing Applications (NCSA)
at University of Illinois at Urbana-Champaign created the first popular WWW browser
called Mosaic in 1992. Marc Andreessen formed Mosaic Communications Corpora-
tion to commercialize his WWW browser, which was renamed Netscape to deconflict
with the NCSA’s intellectual property claims. Netscape is credited with popularizing
the WWW and Internet as it is known today.
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3. History of Electronic Commerce

3.1 Electronic Commerce
The purpose of this section is to give a brief overview of the history of electronic

commerce. Though electronic commerce seemed to enter into mainstream public
consciousness in the 1990s, the electronic commerce industry is as old as the computer
and software industries themselves. This section attempts to give readers a small
appreciation of the earliest beginnings of the electronic commerce industry, as we
believe electronic commerce is the key for the convergence of electronic computers,
operating systems, programming languages, packaged software and the Internet and
WWW (e.g., Apple iPhones). From a simple perspective, electronic commerce is
defined as sharing of business information, maintaining business relationships or
conducting business transactions using the Internet. However, there are at least four
comprehensive definitions of electronic commerce [20]:

1. Communications perspective. Electronic commerce is the delivery of informa-
tion, products, services or payments via telephones or computer networks.

2. Business process perspective. Electronic commerce is the application of
technology to the automation of business transactions and workflows.

3. Service perspective. Electronic commerce is a tool that helps firms, consumers
and managers cut service costs, improve quality and speed delivery.

4. Online perspective. Electronic commerce provides the capability of buying and
selling products and information on the Internet and other online services.

Electronic commerce is one of the most misunderstood information technologies
[20]. For instance, there is a tendency to categorize electronic commerce in terms
of two or three major types, such as electronic retailing or online shopping [21].
However, as shown in Figure 2, electronic commerce is as old as the computer
and software industries themselves and predates the Internet era of the 1990s [20].
There is no standard taxonomy of electronic commerce technologies, but they do
include major categories such as magnetic ink character recognition, automatic teller
machines, electronic funds transfer, stock market automation, facsimiles, email, point
of sale systems, Internet service providers and electronic data interchange, as well
as electronic retail trade and shopping websites [20].

3.2 Second-Generation Electronic Commerce
Second-generation or transistorized computers were associated with electronic

commerce technologies such as magnetic ink character recognition or MICR
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SECOND GENERATION 
(Transistorized 1950–64)

THIRD GENERATION 
(Integrated Circuit 1964–80)

FOURTH GENERATION 
(Microprocessor 1980–1990)

MID FOURTH GENERATION 
(Microprocessor 1990-Present)

• MICR

• ATM
• EFT
• NYSE
• FAX
• Email
• POS
• DOT
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• EDI

• Super DOT

• Books 
• Clothing
• Computers
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• Health
• Electronics
• Food
• Furniture
• Music
• Sports
• Toys
• Transportation
• Automotive
• Vehicles
• Brokerages
• Finance
(This is only a partial 
listing for illustrative 
purposes)

Fig. 2. Timeline and history of electronic commerce.
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created in 1956, which was a method of ‘encoding checks and enabling them to
be sorted and processed automatically’ [22].

3.3 Third-Generation Electronic Commerce
Third-generation or integrated-circuit-based computers were associated with elec-

tronic commerce technologies such as automatic teller machines, electronic funds
transfer, stock market automation, facsimiles, email, point of sale systems, electronic
bulletin boards and electronic data interchange. In 1965, automated teller machines
were created [23], which were electronic machines or computers that automatically
dispense money or cash [22]. In 1966, electronic funds transfer or EFT was created
[24], which was ‘a set of processes that substitutes electronic messages for checks
and other tangible payment mechanisms’ [22]. Also in 1966, the New York Stock
Exchange or NYSE was first automated [25]. In 1971, facsimiles were created [26].
In 1973, email was created [19]. In 1975, electronic point of sale systems were created
[27], which involved ‘the collection in real-time at the point of sale, and storing in
a computer file, of sales and other related data by means of a number of electronic
devices’ [28]. In 1976, the designated order turn-around or DOT was created, which
automated small-volume individual trades [25]. In 1979, Compuserve launched one
of the first electronic bulletin boards [19]. Also in 1979, electronic data interchange
was created [29], which is the ‘electronic movement of information, such as payments
and invoices, between buyers and sellers’ [30].

3.4 Fourth-Generation Electronic Commerce
Fourth-generation or microprocessor-based computers were associated with elec-

tronic commerce technologies such as the vast automation of the stock market. In
1984, the super designated order transfer 250 was launched to enable large-scale
automatic program trading [25].

3.5 Mid-Fourth-Generation Electronic Commerce
Mid-fourth-generation computers were associated with electronic commerce tech-

nologies such as selected electronic services, electronic retail trade and electronic
shopping and mail order houses. Selected electronic services consisted of industry
sectors such as transportation and warehousing; information, finance, rental and
leasing services; professional, scientific and technical services; administrative and
support services; waste management and remediation services; health care and social
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assistance services; arts, entertainment and recreation services; accommodation and
food services; and other services [21]. Electronic retail trade consisted of industry
sectors such as motor vehicles and parts dealers; furniture and home furnishing
stores; electronics and appliance stores; building materials, garden equipment and
supplies stores; food and beverage stores; health and personal services; gasoline sta-
tions; clothing and accessories stores; sporting goods, hobby, book and music stores;
general merchandise stores; miscellaneous store retailers; and non-store retailers
[21]. And, electronic shopping and mail order houses consisted of industry sec-
tors such as books and magazines; clothing and clothing accessories; computer
hardware; computer software; drugs, health aids and beauty aids; electronics and
appliances; food, beer and wine; furniture; music and videos; office equipment; sport-
ing goods, toys, hobby goods, and games; other merchandise; and non-merchandise
receipts [21].

Today, the U.S. electronic commerce industry garners revenues in excess of $2.4
trillion per year [31].About $2.2 trillion is acquired from business-to-business or B2B
commerce, also known as electronic data interchange or EDI.Agood example of B2B
is Wal-Mart computers, which automatically initiates an order and shipment from a
wholesaler such as Proctor and Gamble when supplies run low. About $136 billion to
$189 billion worth of U.S. electronic commerce comes from business-to-consumer
(B2C), also known as online retail sales or Internet retailers. The best example of
B2C is a consumer shopping for and ordering a textbook from Amazon. In 2007, 147
million Internet shoppers conducted 632.5 million transactions worth $136 billion to
$189 billion. In total, there are 1.25 billion Internet users, the number of websites has
reached 136 million and the number of web hosts has reached 470 million. Information
technology, primarily in the form of the Internet contributes to more than 50% of total
labour productivity growth in the top 10 industrialized nations and nearly 100% in
China and India.

In 2006, the top 100 Internet retailers grew at an average rate of 19%, the bottom
100 from the top 500 grew at an average rate of 23%, startups grew at 55%, the fastest
Internet retailers grew at 200%, and one firm grew at a rate of 400%. As many as 45%
of U.S. Internet retailers are considered ‘pure-plays’; that is, non-brick-and-mortar
retailers such as Amazon. Traditional retailers such as Wal-Mart, Sears and others
lag behind pure-plays in growth, conversion rates, customer satisfaction, website
satisfaction and website quality. (Conversion rates refer to the percentage of Internet
shoppers who make a purchase after visiting an electronic commerce website.) It’s
important to note that Internet retailing only garners about 3% to 4% of all retail sales
in the U.S. That is, for every dollar spent by the Americans, only four cents is spent
making online purchases. As the number of world-wide Internet users, shoppers and
sales increase, this will result in unprecedented demands on the number of websites
that need to be produced.
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4. History of Software Methods

4.1 Database Design
One of the earliest software methods that emerged in the mainframe era of the

1960s was database design. As shown in Figures 3 and 4, database design is a process
of developing the structure and organization of an information repository [32]. And,
the U.S. formed a standard information resource dictionary system or IRDS [33],
which is a ‘logically centralized repository of data about all relevant information
resources within an organization, often referred to as metadata’ [34]. The use of flat
files for the design of information repositories was one of the earliest forms of database
design [35]. Network databases were one of the earliest forms of industrial-strength
information repositories consisting of many-to-many relationships between entities
or data records, examples of which include IBM’s Information Management System
or IMS/360 and UNIVAC’s Data Management System or DMS 1100 [36]. Hierarchi-
cal databases soon emerged with a focus on organizing data into tree-like structures,
which were believed to mimic the natural order of data in the real world [37]. Rela-
tional database design was introduced to create more reliable and less redundant
information repositories based on the mathematical theory of sets [38].

4.2 Automatic Programming
Another of the earliest software methods that emerged in the mainframe era of

the 1960s was automatic programming, which is also known as fourth-generation
programming languages or 4GLs. Automatic programming is defined as the ‘process
and technology for obtaining an operational program and associated data structures
automatically or semi-automatically, starting with only a high-level user-oriented
specification of the environment and the tasks to be performed by the computer’
[39]. Decision tables were one of the first automatic programming methods, which
provided a simple format enabling both users and analysts to design computer software
without any programming knowledge [40]. Programming questionnaires were also
one of the first automatic programming methods, which provided an English-like yes
or no questionnaire enabling non-computer programmers to answer a few discrete
questions about their needs, leading to the automatic production of computer software
[41]. The next evolution in automatic programming methods that emerged in the early
midrange era was problem statement languages, characterized by the information
system design and optimization system or ISDOS, which provided a means for users
and other non-programmers to specify their needs and requirements and ‘what’ to do,
without specifying ‘how’ the computer programs would perform their functions [42].
Special purpose languages also began emerging in the early midrange area, which
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• Structured Programming (Dijkstra, 1969)
 • Stepwise Refinement (Wirth, 1971)
 • Structured Design (Stevens, Myers, & Constantine, 1974)
 • Structured Analysis (Yourdon, 1976)

• Modular Programming (Parnas, 1972)
 • Object Oriented Programming (Liskov & Zilles, 1974)
 • Object Oriented Design (Booch, 1981)
 • Object Oriented Analysis (McIntyre & Higgins, 1988)

• Egoless Programming (Weinberg, 1971)
• Chief Programmer Team (Mills, 1971)
 • Walkthrough (Waldstein, 1974)
 • Inspection (Fagan, 1976)

• Axiomatic Programming (Hoare, 1969)
 • Vienna Definition Language (Wegner, 1972)
 • Communicating Sequential Processes (Hoare, 1978)
 • Cleanroom (Mills, Linger, & Hevner, 1987)

• Software Project Management (Anderson, 1966)
 • Software Project Scheduling (Fisher, 1968)
 • Software Cost Estimation (Merwin, 1972)
 • Software Productivity Estimation (Jones, 1978)

• Management Involvement (Dunn, 1966)
 • User Involvement (Fitch, 1969)
 • Participatory Design (Milne, 1971)
 • End User Programming (Miller, 1974)

• Flat Files (Lombardi, 1961) 
 • Networked (Bachman, 1969)
 • Hierarchical (Dodd, 1969) 
  • Relational (Codd, 1970) 

• Waterfall (Royce, 1970)
 • Iterative (Basili & Turner, 1975)
 • Evolutionary (Bauer, 1976)
 • Incremental (Cave & Salisbury, 1978)

Automatic Programming
• Decision Tables (Montalbano, 1962)
 • Programming Questionnaires (Oldfather, Ginsberg, & Markowitz, 1966)
 • Problem Statement Languages (Teichroew & Sayani, 1971)
 • Special Purpose Languages (Sammet, 1972a)
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PERSONALIZED ERA 
(2000s)

Fig. 3. Timeline and history of software methods.
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MAINFRAME ERA 

(1960s)
MIDRANGE ERA 

(1970s)
MICROCOMPUTER ERA 

(1980s)
INTERNET ERA 

(1990s)
PERSONALIZED ERA 

(2000s)
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Software Environments

Software Quality Assurance

Software Reuse

Software Architecture

Rapid Development

Agile Methods

• Usage Testing (Brown & Lipow, 1975) 
• Domain Testing (Goodenough & Gerhart, 1975)
 • Top Down Testing (Panzl, 1976)
 • Structured Testing (Walsh, 1977)

• Maturity Grid (Crosby, 1979) 
 • Process Grid (Radice, Harding, Munnis, & Phillips, 1985) 
  • Process Maturity Framework (Humphrey, 1987) 
   • Capability Maturity Model (Weber et al., 1991)

• Structured Programming Environment (Baker, 1975)
• Software Factory (Bratman & Court, 1975)
 • Computer Assisted Software Engineering (Amey, 1979)
 • Ada Programming Support Environment (Wegner, 1980)

• Software Quality Assurance (Fujii, 1978)
 • Verification and Validation (Adrion, Branstad, & Cherniavsky 1982)
 • Defect Prevention (Jones, 1985) 
  • Quality Management System (Rigby, Stoddart, & Norris, 1990)

• Reusable Software (Neighbors, 1984) 
 • Reusable Designs (Jameson, 1989) 
 • Reusable Assets (Holibaugh, Cohen, Kang, & Peterson, 1989) 
  • Catalysis (D’Souza & Wills, 1998)

• Domain Analysis (Prieto-Diaz, 1987) 
 • Domain Engineering (Arango, 1988) 
  • Software Architecture (Horowitz, 1991) 
   • Product Lines (Wegner et al., 1992)

• Rapid Prototyping (Naumann & Jenkins, 1982) 
 • Joint Application Development (Alavi, 1985) 
  • Joint Application Design (Guide, 1986) 
   • Rapid Systems Development (Gane, 1987)

• DSDM (Millington & Stapleton, 1995) 
• Scrum (Schwaber, 1995)
 • XP (Anderson et al., 1998)
 • OSS (O’Reilly, 1999)

Fig. 4. Timeline and history of software methods (continued).
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were regarded as very high level, English-like computer programming languages
used for rapid prototyping and quick software composition, major examples of which
include statistical analysis packages, mathematical programming packages, simplified
database query languages and report generators [43].

4.3 Software Project Management
The earliest notions of software project management also emerged in the main-

frame era of the 1960s. An early definition of software project management was the
‘skillful integration of software technology, economics, and human relations’ [44].
The project evaluation and scheduling technique or PEST was one of the first complete
approaches to software project management emerging in this era [45]. Project net-
work diagrams in the form of the program evaluation review technique or PERT and
the critical path method or CPM, though not originating in computer programming,
were soon applied for planning, scheduling and managing resources associated with
software projects [46]. Cost-estimation techniques were soon added to the repertoire
of software project management, especially for managing large U.S. military projects
[47]. The framework for software project management was finally in place for years
to come when basic measures of software productivity and quality were devised [48].

4.4 Early User Involvement
Early user involvement has long been recognized as a critical success factor in

software projects since the earliest days of the mainframe era. Early user involvement
is defined as ‘participation in the system development process by representatives of
the target user group’ [49]. While project overruns were considered a normal part of
the early computer age, scholars began calling for management participation to stem
project overruns, which are now regarded as a ‘management information crisis’ [50].
By the late 1960s, ‘user involvement’ began to supplant management participation
as a key for successfully designing software systems [51]. In the early 1970s, end
users were asked to help design software systems themselves in what was known
as ‘participatory design’ [52]. End user development quickly evolved from these
concepts, which asked the end users to develop the applications themselves to help
address the productivity paradox [53].

4.5 Structured Methods
The late mainframe period gave rise to structured methods as some of the earliest

principles of software engineering to help overcome the software crisis. Structured
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methods are approaches for functionally decomposing software designs, e.g.,
expressing software designs in high-level components, which are further refined in
terms of lower level components [54]. Structured programming emerged in this time-
frame to help programmers create well-structured computer programs [55]. The next
innovation in structured methods was called ‘top down stepwise refinement’, which
consisted of the hierarchical design and decomposition of computer programs [56].
Structured design quickly followed suit, which is defined as ‘a set of proposed gen-
eral program design considerations and techniques for making coding, debugging, and
modification easier, faster, and less expensive by reducing complexity’ [57]. Struc-
tured analysis methods rounded out this family of methods by suggesting the use of
graphs for depicting the decomposition of software functions and requirements [58].

4.6 Formal Methods
The late mainframe period also gave rise to formal methods, which would be used

as the theoretical basis for software engineering for the next two decades. Formal
methods are ‘mathematically based languages, techniques, and tools for specifying
and verifying’ reliable and complex software systems [59]. Axiomatic programming
is one of the first recognized formal methods, which uses mathematical set theo-
ries to design functionally correct software [60]. An entire set of formal semantics
was soon devised to serve as a basis for creating mathematically correct computer
programming languages called the Vienna definition language [61]. The communi-
cating sequential processes method was then created by Tony Hoare to help design
mathematically correct multi-tasking software systems [62]. The cleanroom or box-
structured methodology was created to serve as a stepwise refinement and verification
process for creating software designs [63]. Formal methods, primarily due the dif-
ficulty associated with their mathematical rigor, never enjoyed widespread adoption
by the growing community of computer programmers [64].

4.7 Software Life Cycles
One of the first methods to come out of the early midrange era was the notion

of software life cycles. A software life cycle is a ‘collection of tools, techniques,
and methods, which provide roles and guidelines for ordering and controlling the
actions and decisions of project participants’ [65]. The waterfall is one of the first
recognized software life cycles consisting of seven stages: system requirements, soft-
ware requirements, analysis, program design, coding, testing and operations [66] as
popularized by Barry Boehm. The iterative software lifecycle appeared around the
middle of the decade, which consisted of using a planned sequence of programming
enhancements until computer software was complete [67]. The evolutionary software
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life cycle soon formed with notions of gradually enhancing computer programs rather
than developing them in phases or iterations [68]. The incremental software life cycle
followed next, recommending project assessments at each major milestone in order
to identify and reduce risk [69]. The spiral model called for risk analysis between
major milestones and prototypes as well [70].

4.8 Software Reviews
Software reviews emerged as a methodology in the very earliest stages of the

midrange era. Software reviews are meetings held by groups of software engineers to
review software products to identify and remove their defects [73]. Egoless program-
ming was introduced in the early midrange era as a method of transforming software
development from an individual craft into a loosely structured group activity [74].
Chief programmer teams emerged shortly thereafter to formalize the notion of ego-
less programming with one small difference; the team would have a clear leader [75].
Structured walkthroughs were quickly formed to once again place the responsibility
for maintaining the overall program quality in the hands of the team, rather than a
in the hands of a single individual [76]. Software inspections crystallized the con-
cept of structured walkthroughs with a rigid meeting protocol for group reviews in
order to optimize team performance [77]. In the same year, the U.S. military formed
a standard with system design reviews, software specification reviews, preliminary
design reviews, critical design reviews, test readiness reviews, functional configura-
tion audits, physical configuration audits, formal qualification reviews and production
readiness reviews [78].

4.9 Object-Oriented Methods
Object-oriented methods emerged in the midrange era as a direct response to calls

for a software engineering discipline to mitigate the software crisis. Object-oriented
methods are processes that ‘allow a designer to generate an initial design model in the
context of the problem itself, rather than requiring a mapping onto traditional com-
puter science constructs’[79]. The Simula programming language actually emerged in
the late 1960s, which was recognized by some as having modular and object-oriented
programming features and capabilities [80]. Smalltalk soon followed as an offshoot
of the flex programming language and reactive engine, which also had many early
modular and object-oriented programming features [81]. However, the principles of
modular and object-oriented programming – information hiding, self-contained data
structures, co-located subroutines, and well-defined interfaces – were first formalized
just after the emergence of Simula and Smalltalk programming languages, the princi-
ples of which were claimed to improve efficiency, flexibility and maintainability [84].
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Object-oriented design emerged in the early microcomputer era to demonstrate one
of the first graphical notations for describing object-oriented programming languages
[85]. Finally, object-oriented analysis methods emerged, often reusing the tools of
structured analysis to begin constructing specifications of software systems prior to
devising their object oriented design [86].

4.10 SoftwareTesting
Software testing gained recognition in the middle of the midrange era though system

and hardware component testing had been the norm for at least two decades. Software
testing is defined as ‘the process of executing a software system to determine whether
it matches its specification and executes in its intended environment’ [87]. Software
usage testing was developed based on the notion that software reliability could be
improved by specifying how computer programs will be used, devising tests to model
how users operate programs and then measuring the outcome of the testing [88].
Domain testing emerged at the same time with its principles of identifying test cases
from program requirements, specifying a complete set of inputs using mathematical
set theory and using set theory itself to prove program correctness when necessary
[89]. Soon thereafter, top down testing was introduced, which recommended a unique
test procedure for each software subroutine [90]. Finally, structured testing emerged
as an approach to encapsulate best practices in software testing for novice computer
programmers [91].

4.11 Software Environments
Software environments emerged in the middle of the midrange era as a means of

improving software quality and productivity through automation.Asoftware environ-
ment may be described as an ‘operating system environment and a collection of tools
or subroutines’ [92]. A slightly better definition of software environment is a ‘coor-
dinated collection of software tools organized to support some approach to software
development or conform to some software process model’ [93], where software tools
are defined as ‘computer programs that assist engineers with the design and develop-
ment of computer-based systems’ [94]. Structured programming environments were
created as a means of improving software reliability and productivity using guide-
lines, code libraries, structured coding, top down development, chief programmer
teams, standards, procedures, documentation, education and metrics [95]. Software
factories were soon created to introduce discipline and repeatability, software visu-
alization tools, the capture of customer needs or requirements, automated software
testing and software reuse [96]. Computer-assisted software engineering or CASE
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was also created to enhance software productivity and reliability by automating
document production, diagram design, code compilation, software testing, configura-
tion management, management reporting and sharing of data by multiple developers
[97]. TheAda programming support environment orAPSE was suggested as a core set
of programming tools consisting of editors, compilers, debuggers, linkers, command
languages and configuration management utilities [98]. Computer-aided software
engineering was created to automate the tasks of documenting customer requirements,
creating software architectures and designs, maintaining requirements traceability and
configuration management [99]. Integrated computer-aided software engineering or
I-CASE tools emerged, merging analysis and code generation tools [100]. However,
I-CASE was a concept readily adopted by the U.S. DoD that was soon abandoned
since it was never delivered and never worked well [101].

4.12 Software Quality Assurance
The modern day tenets of software quality assurance began to assume their current

form in the late midrange era. Software quality assurance is defined as a ‘planned
and systematic pattern of all actions necessary to provide adequate confidence that
the software conforms to established technical requirements’ [102]. Software quality
assurance was created to establish ‘adherence to coding standards and conven-
tions, compliance with documentation requirements and standards, and successful
completion of activities’ [103]. Software verification and validation was created to
determine the adequacy of software requirements, software designs, software source
code and regression testing during software maintenance [104]. Defect prevention
was a structured process of determining the root causes of software defects and then
institutionalizing measures to prevent their recurrence [105]. Quality management
systems consisted of a set of organizational policies and procedures to ensure that the
software satisfied its requirements [106].

4.13 Software Processes
Software processes were formed in the microcomputer era, though they were rooted

in the traditions of software engineering, structured methods, software life cycles and
software environments dating back to the late mainframe and early midrange eras.
A software process is the ‘collection of related activities seen as a coherent process
subject to reasoning involved in the production of a software system’ [107]. The
maturity grid (e.g., uncertainty, awakening, enlightenment, wisdom and certainty),
though not for software, inspired the software process modelling movement of the
microcomputer era [108]. IBM then created its own process grid (e.g., traditional,
awareness, knowledge, skill and wisdom and integrated management system) for



HISTORY OF COMPUTERS, ELECTRONIC COMMERCE 21

conducting site studies of computer programming laboratories [109]. The process
maturity framework was directly adapted from IBM’s process grid [110], which was
finally turned into the capability maturity model for U.S. military use [111].

4.14 Rapid Development
Rapid development was formalized in the microcomputer era though its tenets

can be traced back to early notions of structured methods and prototyping. Rapid
development is defined as a ‘methodology and class of tools for speedy object deve-
lopment, graphical user interfaces, and reusable code for client-server applications’
[112]. Rapid development leveraged productivity-enhancing technologies to build
early models of information systems and involved end users in the definition of
system requirements and designs [112]. Rapid development sought to control cost and
schedule overruns; improve user acceptance, customer satisfaction, system quality
and system success; and ultimately reduce information systems backlogs [112]. Rapid
prototyping was defined as a process of quickly creating an informal model of a
software system, soliciting user feedback and then evolving the model until it satisfied
the complete set of customer requirements [113]. Joint application development was
a process of having professional software developers assist end users with the deve-
lopment of their applications by evaluating their prototypes [114]. Joint application
design, on the other hand, was a structured meeting between end users and software
developers, with the objective of developing software designs that satisfied their
needs [115]. Rapid systems development was an extension of the joint application
design method, which advocated specific technological solutions such as relational
databases and the completion of the software system, not just its design [116]. In a
close adaptation, rapid application development recommended iterative rapid system
development cycles in 60- to 120-day intervals [117].

4.15 Software Reuse
Software reuse assumed its current form in the early microcomputer era, though

its earliest tenets can clearly be seen in literature throughout the 1950s, 1960s and
1970s. Software reuse is the ‘use of existing software or software knowledge to con-
struct new software’ [118]. Software reuse was proposed as early as 1968 in order
to help alleviate the ‘software crisis’ characterized by an explosion in computers and
software complexity through the production of mass-produced software components
[119]. The purpose of software reuse has evolved over the years to include improve-
ments in productivity [120], reliability [121], quality [122] and cost efficiency [123].
Reusable software became synonymous with the Ada programming language in the
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1980s though it was prophesied as a major strategy in 1968 and was a central
management facet of Japanese software factories in the 1970s [124]. Toward the end
of the microcomputer era, reusable software designs were considered just as important
as reusable software source code [125]. In the same year, reusability was expanded
to include requirements, designs, code, tests, and documents and dubbed ‘reusable
assets’ [126]. Toward the end of the Internet era, catalysis was formed based on com-
posing new applications from existing ones [127]. Though several studies chronicled
software reuse success stories from the 1970s, 1980s and 1990s, [9, 128], scholars
have concluded that software reuse has only had marginal success since 1968 [131].

4.16 Software Architecture
Software architecture began to assume a strategic role for managing the develop-

ment of software systems near the end of the microcomputer era. Software architecture
is defined as ‘the structure and organization by which modern system components
and subsystems interact to form systems and the properties of systems that can best be
designed and analysed at the system level’ [133]. Domain analysis was the discipline
of identifying, capturing and organizing all of the information necessary to create a
new software system [134]. Domain engineering was a process of managing reusable
information about specific types of software systems, gathering architectural data and
gathering data about the computer programs themselves [135]. Software architecture
was a discipline of creating flexible software designs that were adaptable to multiple
computer systems in order to respond to the rapidly changing military threats [136].
Software product lines soon emerged with an emphasis on evolving software archi-
tectures to reduce costs and risks associated with changes in design [137], along with
software product families [138].

4.17 Agile Methods
Agile methods gained prominence in the late Internet and early personalized eras in

part to accommodate the uniquely flexible nature of Internet technologies [139]. More
to the point, the use of agile methods for Internet software was a reaction to the rise
of traditional software development methods, which were too cumbersome, expen-
sive, rigid and fraught with failure [139]. Downsizing was the norm and traditional
methods were being used by large corporations in decline [139]. Agile methods are an
approach for managing the development of software, which are based upon obtaining
early customer feedback on a large number of frequent software releases [140]. In
2001, the ‘agile manifesto’ was created to outline the values and principles of agile
methods and how they differed from traditional ones [141]. A council of 17 experts
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in agile methods met in order to find an ‘alternative to documentation-driven,
heavyweight software development processes’. They believed that ‘in order to suc-
ceed in the new economy, to move aggressively into the era of e-business,
e-commerce, and the web, companies have to rid themselves of their Dilbert manifes-
tations of make-work and arcane policies’. Once the ground rules and assumptions of
agile methods were established, they were able to get on with the business of writing
the agile manifesto itself and publish it on the Internet. The agile manifesto began with
the following statement: ‘we are uncovering better ways of developing software by
doing it and helping others do it’. Then the agile manifesto laid out four broad values:
(a) ‘working software over comprehensive documentation’, (b) ‘customer collabora-
tion over contract negotiation’, (c) ‘individuals and interactions over processes and
tools’, and (d) ‘responding to change over following a plan’. The agile manifesto itself
was derived [139] from the dynamic system development methodology [142], scrum
[143], extreme programming [144], open-source software development [145], crys-
tal methods [146], feature-driven development [147], rational unified process [148],
adaptive software development [149] and lean development [150]. Other approaches
also influenced the development of agile methods such as the new product develop-
ment game, new-product development rhythm, synch-n-stabilize, judo strategy and
Internet time, which will be described later [139].

The dynamic system-development methodology or DSDM has three broad phases,
which consist of requirement prototypes, design prototypes and an implementation
or production phase [142]. Scrum is a light-weight software-development process
consisting of implementing a small number of customer requirements in two- to four-
week sprint cycles [143]. Extreme programming or XP consists of collecting informal
requirements from on-site customers, organizing teams of pair programmers, develo-
ping simple designs, conducting rigorous unit testing, and delivering small and simple
software packages in short two-week intervals [144]. Open-source software develop-
ment involves freely sharing, peer reviewing, and rapidly evolving software source
code for the purpose of increasing its quality and reliability [145]. Crystal methods
involve frequent delivery; reflective improvement; close communication; personal
safety; focus; easy access to expert users; and a technical environment with automated
testing, configuration management and frequent integration [146]. Feature-driven
development involves developing an overall model, building a features list, plan-
ning by feature, designing by feature and building by feature [147]. The rational
unified process involves a project management, business modelling, requirements,
analysis and design, implementation, test, configuration management, environment
and deployment workflow [148]. Adaptive software development involves product
initiation, adaptive cycle planning, concurrent feature development, quality review
and final quality assurance and release [149]. And, lean development involves elim-
inating waste, amplifying the learning process, making decisions as late as possible,
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delivering products as fast as possible, empowering teams, building integrity in, and
seeing systems as a whole [150].Agile methods such as extreme programming adapted
customer feedback, iterative development, well-structured teams, flexibility from the
new product development game, new product development rhythm, synch-n-stabilize,
judo strategy and Internet time [139].

5. History of Software Quality Measurement

5.1 Software Size
One of the earliest known measures used to describe computer programs was

software size [151]. Software size is a measure of the volume, length, quantity, amount
and overall magnitude of a computer program [152]. In the mid 1960s, lines of code
or LOC was one of the first known measures of software size, which referred to
the number of computer instructions or source statements comprising a computer
program and is usually expressed as thousands of lines of code [153]. Almost a
decade later in the mid to late 1970s, more sophisticated measures of software size
emerged such as token count, volume, function count and function points [152].
Recognizing that individual lines of code had variable lengths, token count was created
to distinguish between unequally sized lines of code, which was technically defined
as ‘basic syntactic units distinguishable by a compiler’ [154]. In yet another attempt
to accurately gauge the size of an individual line of code, volume was created to
measure the actual size of a line of code in bits, otherwise known as binary zeros
and ones [154]. Shortly thereafter, function count was created to measure software
size in terms of the number of modules or subroutines [155]. Function points was
another major measure of software size, which was based on estimating the number
of inputs, outputs, master files, inquiries and interfaces [156]. Though software size
is not a measure of software quality itself, it formed the basis of many measures or
ratios of software quality right on through the modern era (e.g., number of defects,
faults, or failures per line of code or function point). Furthermore, some treatises
on software metrics consider software size to be one of the most basic measures of
software complexity [157]. Thus, a history of software quality measurement may not
be complete without the introduction of an elementary discussion of software size.

5.2 Software Errors
One of the earliest approaches for measuring software quality was the practice of

counting software errors dating back to the 1950s when digital computers emerged.
Software errors are human actions resulting in defects, defects sometimes manifest
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MAINFRAME ERA 

(1960s)
MIDRANGE ERA 

(1970s)
MICROCOMPUTER ERA 

(1980s)
INTERNET ERA 

(1990s)
PERSONALIZED ERA 

(2000s)

Software Complexity

Software Size

User Satisfaction

Website Quality

Software Reliability

Software Defect Models

Software Attributes

• Operand Count (Halstead, 1972) 
 • Segment Global Usage Pair (Basili & Turner, 1975) 
  • Cyclomatic Complexity (McCabe, 1976) 
   • Information Flow (Henry & Kafura, 1981)

• WAM (Selz & Schubert, 1997) 
 • AST (Chen & Wells, 1999) 
  • E-SAT (Szymanski et al., 2000) 
  • WebQ (Barnes et al., 2000)

• Time Between Failures (Jelinski & Moranda, 1972) 
 • Reliability Growth (Coutinho, 1973) 
  • Non-Homogeneous Poisson Process (Goel & Okumoto, 1979) 
   • Rayleigh Model (Kan, 1995)

• Program Quality (Rubey & Hartwick, 1968) 
 • Software Quality (Boehm, Brown, Kaspar, & Lipow, 1973) 
  • Software Maintenance (Swanson, 1976) 
   • Database Design (Gilb, 1977)

• Total Defects (Akiyama, 1971) 
  • Programming Errors (Motley & Brooks, 1977) 
  • Total Defects (Halstead, 1977) 
   • Number of Defects (Potier, Albin, Ferreol, & Bilodeau, 1982)

• Computer Instructions (McIlroy, 1960) 
 • Lines of Code (Martin, 1965) 
  • Token Count (Halstead, 1972) 
   • Function Points (Albrecht, 1979)

• Quality of Service (Lucas, 1974) 
 • User Behavior (Maish, 1979) 
  • End User Computing Satisfaction (Doll & Torkzadeh, 1988) 
   • CUPRIMDA (Kan, 1995)

Software Errors

• Errors Per Statement (Weinberg & Gressett, 1963)
 • Error Density (Shooman & Bolsky, 1975)
 • Fault Density (Lipow, 1982)

• Defect Density (Shen, Yu, Thebaut, & Paulsen, 1985)

Fig. 5. Timeline and history of software quality measures.
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themselves as faults, and faults lead to failures, which are often referred to as software
crashes [157]. The concept of ‘errors per statement’ first appeared in the early 1960s
[158] and studies of ‘error proneness’ intensified towards the end of the decade [159].
The term error density was coined in the mid 1970s, which referred to the simple
ratio of errors to software size [160]. Fault density was also a measure of software
quality, which referred to the ratio of anomaly-causing faults to software size [161].
The term defect density subsumed the measure of error and fault density in the mid
1980s, which referred to the ratio of software errors to software size [162]. Many
unique types of errors were counted, such as number of requirement, design, coding,
testing and maintenance errors, along with number of changes and number of changed
lines of code [152]. Even the term problem density emerged in the early 1990s, which
referred to the number of problems encountered by customers to measure and track
software quality [157]. The practice of counting errors, defects, faults and failures as
a means of measuring software quality enjoyed widespread popularity for more than
five decades.

5.3 Software Attributes
Another of the earliest approaches for measuring software quality was the prac-

tice of quantifying and assessing attributes or characteristics of computer programs.
Software attributes are an ‘inherent, possibly accidental trait, quality or property’
such as functionality, performance or usability [163]. Logicon designed a model to
measure software attributes such as correctness, logicality, non-interference, opti-
mizability, intelligibility, modifiability and usability [164]. Next, TRW identified
software attributes such as portability, reliability, efficiency, modifiability, testability,
human engineering and understandability [165]. These early works led to numerous
specialized spin-offs such as a framework for measuring the attributes of software
maintenance [166] and even a database’s design [167]. Spin-offs continued to emerge
with an increasing focus on operationalizing these attributes with real software met-
rics [168]. By the mid 1980s, this practice reached Japan [171] and a comprehensive
framework emerged replete with detailed software measures [172]. Use of software
attributes to measure software quality was exemplified by the functionality, usability,
reliability,performance,andsupportability,whichwasnamedtheFURPSmodel [173].
Software attributes enjoyed widespread use among practitioners throughout the 1970s
and 1980s because of their simplicity, though scientists favoured statistical models.

5.4 Static Defect Models
One of the earliest approaches for predicting software quality was the use of

statistical models referred to as static reliability or static software defect models.
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‘A static model uses other attributes of the project or program modules to estimate
the number of defects in software’ [157], ignoring ‘rate of change’ [152]. One of the
earliest software defect models predicted the number of defects in a computer program
as a function of size, decision count or number of subroutine calls [174]. Multi-linear
models were created with up to 10 inputs for the various types of statements found
in software code such as comments, data and executable instructions [175]. The
theory of software science was extended to include defect models by using volume
as an input, which itself was a function of program language and statement length
[154]. Research on software defect models continued with more extensions based
on software science, cyclomatic complexity, path and reachability metrics [176].
More defect models were created by mixing defects, problems and software science
measures such as vocabulary, length, volume, difficulty and effort [162]. Later, IBM
developed models for predicting problems, fielded defects, arrival rate of problems
and backlog projection, which were used to design midrange operating systems [157].
Static linear or multi-linear statistical models to predict defects continue to be useful
tools well into modern times, though older dynamic statistical reliability models are
overtaking them.

5.5 Software Complexity
With its emergence in the early 1970s, the study of software complexity became

one of the most common approaches for measuring the quality of computer pro-
grams. Software complexity is defined as ‘looking into the internal dynamics of the
design and code of software from the program or module level to provide clues about
program quality’ [157]. Software complexity sprang from fervor among research
scientists eager to transform computer programming from an art into a mathemati-
cally based engineering discipline [177]. Many technological breakthroughs in the
two decades prior to mid 1970s led to the formation of software complexity mea-
sures. These included the advent of digital computers in the 1950s, discovery of
high-level computer programming languages and the formation of compiler theory.
Furthermore, flowcharting was routinely automated, axiomatic theorems were used
for designing new computer languages and analysis of numerical computer algorithms
became commonplace.As a result, three major classes of software complexity metrics
arose for measuring the quality of software: (a) data structure, (b) logic structure and
(c) composite metrics [178]. One of the first data structure metrics was the count of
operands, which measured the number of variables, constants and labels in a com-
puter program versus measuring logic [177]. The segment-global-usage-pair metric
determined complexity by counting references to global variables, a high number of
which was considered bad among coders [67]. Another data structure metric was the
span between variables, which measured how many logic structure statements existed
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between variables where a higher number was poor [179]. A unique data structure
metric for measuring software quality was the number of live variables within a pro-
cedure or subroutine as a sign of undue complexity [180]. One data structure metric
surviving to modern times is the information flow, or fan in-fan out metric, which
measures the number of modules that exchange data [181]. Logic structure metrics
were cyclomatic complexity or paths [182], minimum paths [183] and gotos or knots
[184].Also included were nesting [185], reachability [186], nest depth [187] and deci-
sions [162]. Composite metrics combined cyclomatic complexity with other attributes
of computer programs to achieve an accurate estimate of software quality [188].
They also included system complexity [191] and syntactic construct [192]. Finally,
it’s important to note that most complexity metrics are now defunct, though cyclo-
matic complexity, which arose out of this era, is still used as a measure of software
quality today.

5.6 Software Reliability
Software reliability emerged in the early 1970s and was created to predict the

number of defects or faults in software as a method of measuring software quality.
Software reliability is the ‘probability that the software will execute for a particu-
lar period of time without failure, weighted by the cost to the user of each failure
encountered’ [193]. Major types of reliability models include: (a) finite versus infi-
nite failure models [194], (b) static versus dynamic [152] and (c) deterministic versus
probabilistic [195]. Major types of dynamic reliability models include: life cycle
versus reliability growth [157] and failure rate, curve fitting, reliability growth, non-
homogeneous Poisson process and Markov structure [195]. One of the first and most
basic failure rate models estimated the mean time between failures [196]. A slightly
more sophisticated failure rate model was created based on the notion that software
became more reliable with the repair of each successive code failure [197]. The next
failure rate model assumed that the failure rate was initially constant and then began
to decrease [198]. Multiple failure rate models appeared throughout the 1970s to
round out this family of reliability models [199]. Reliability or ‘exponential’ growth
models followed the emergence of failure rate models, which measured the relia-
bility of computer programs during testing as a function of time or the number of
tests [202, 203]. Another major family of reliability models is the non-homogeneous
Poisson process models, which estimate the mean number of cumulative failures up
to a certain point in time [205]. Reliability models estimate the number of software
failures after development based on failures encountered during testing and opera-
tion. Though rarely mentioned, the Rayleigh life cycle reliability model accurately
estimates defects inserted and removed throughout the software lifecycle [157]. Some
researchers believed that the use of software reliability models offered the best hope
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for transforming computer programming from a craft industry into a true engineering
discipline.

5.7 User Satisfaction
User satisfaction gradually became a measure of software quality during the 1950s,

1960s and 1970s [208] User satisfaction is defined as ‘the sum of one’s feelings or
attitudes toward a variety of factors affecting that situation’, e.g., computer use and
adoption by end users [212]. Though not the first, one study of user satisfaction anal-
ysed attitudes towards quality of service, management support, user participation,
communication and computer potential [213]. A more complex study of user satis-
faction considered the feelings about staff, management support, preparation for its
use, access to system, usefulness, ease of use and flexibility [214]. Most studies until
1980 focused on the end user’s satisfaction with regards to software developers; but
one study squarely focused on the end user’s satisfaction with regards to the soft-
ware itself [215]. One of the first studies to address a variety of software attributes
such as software accuracy, timeliness, precision, reliability, currency and flexibil-
ity appeared [216]. Studies throughout the 1980s addressed user satisfaction with
both designers and software [212, 217]. The late 1980s marked a turning point, with
studies focusing entirely on user satisfaction with the software itself and attributes
such as content, accuracy, format, ease of use and timeliness of the software [221].
A study of user satisfaction at IBM was based on reliability, capability, usabil-
ity, installability, maintainability, performance and documentation factors [222].
Throughout the 1990s, IBM used a family of user satisfaction models called UPRIMD,
UPRIMDA, CUPRIMDA and CUPRIMDSO, which referred differently to factors
of capability, usability, performance, reliability, installability, maintainability, docu-
mentation, availability, service and overall satisfaction [157]. User satisfaction, now
commonly referred to as customer satisfaction, is undoubtedly related to earlier mea-
sures of software attributes, usability or user friendliness of software and more recently
web quality.

5.8 Website Quality
With their emergence in the late 1990s, following the user satisfaction move-

ment, models of website quality appeared as important measures of software quality
[223]. One of the first models of website quality identified background, image size,
sound file display and celebrity endorsement as important factors of software quality
[224]. The web assessment method or WAM quickly followed with quality factors of
external bundling, generic services, customer-specific services and emotional expe-
rience [225]. In what promised to be the most prominent web quality model, attitude
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towards the site or AST had quality factors of entertainment, informativeness, and
organization [226]. The next major model was the e-satisfaction model with its five
factors of convenience, product offerings, product information, website design and
financial security [227]. The website quality model or WebQual for business school
portals was based on factors of ease of use, experience, information and communica-
tion and integration [228]. An adaptation of the service quality or ServQual model,
WebQual 2.0 measured quality factors such as tangibles, reliability, responsiveness,
assurance and empathy [229]. The electronic commerce user consumer satisfaction
index or ECUSI consisted of 10 factors such as product information, consumer service,
purchase result and delivery, site design, purchasing process, product merchandising,
delivery time and charge, payment methods, ease of use and additional information
services [230]. On the basis of nine factors, the website quality or SiteQual model
consisted of aesthetic design, competitive value, ease of use, clarity of ordering,
corporate and brand equity, security, processing speed, product uniqueness and
product quality assurance [231]. In what promised to be exclusively for websites,
the Internet retail service quality or IRSQ model was based on nine factors of
performance, access, security, sensation, information, satisfaction, word of mouth,
likelihood of future purchases and likelihood of complaining [232]. In a rather com-
plex approach, the expectation-disconfirmation effects on web-customer satisfaction
or EDEWS model consists of three broad factors (e.g., information quality, system
quality and web satisfaction) and nine sub-factors [233]. In one of the smallest and
most reliable website quality models to date, the electronic commerce retail quality
or EtailQ model consists of only four major factors (e.g., fulfillment and reliability,
website design, privacy and security, and customer service) and only 14 instrument
items [234]. On the basis of techniques for measuring software quality dating back to
the late 1960s, more data have been collected and validated using models of website
quality than any other measure.

6. History of Agile Methods

6.1 New Product Development Game
As shown in Figure 6, two management scholars from the School of International

Corporate Strategy at Hitotsubashi University in Tokyo, Japan, published a manage-
ment approach called the ‘new product development game’ in the Harvard Business
Review in early 1986 [235]. In their article, they argued that Japanese ‘companies are
increasingly realizing that the old sequential approach to developing new products
simply will not get the job done’. They cited the sport of Rugby as the inspiration
for the principles of their new product development game – In particular, Rugby’s
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(Takeuchi & Nonaka, 1986)
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INTERNET ERA 
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New Development Rhythm 

(Sulack, Lindner, & Dietz, 1989)
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(Millington & Stapleton, 1995)
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(Cusumano & Selby, 1995)
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(Cusumano & Yoffie, 1998)
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(Anderson et al., 1998)
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Internet Time 
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Agile Methods 

(Highsmith, 2002)
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Fig. 6. Timeline and history of agile methods.
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special play called the Scrum, when the players interlock themselves together as a
tightly bound group to gain possession of the ball. The new product development
game consisted of six major factors: (a) built-in instability, (b) self-organizing project
teams, (c) overlapping development phases, (d) multi-learning, (e) subtle control and
(f) organizational transfer of learning. They went on to demonstrate how four Japanese
firms, e.g., Fuji-Xerox, Canon, Honda and NEC, applied the six factors of the new
product development game to develop six major products, which became market suc-
cesses. The six major factors of the new product development game were not unlike
the total quality management and concurrent engineering movements that were pop-
ular in the U.S. during that timeframe, and their work inspired the development of
agile methods for the next 20 years.

6.2 New Development Rhythm
In 1989, three managers from IBM in Rochester, Minnesota, published an article

on how IBM devised a management approach called the ‘new development rhythm’,
to bring the AS/400 midrange computer to market in only two years [236]. In their
article, they stated that ‘user involvement programs yielded a product offering that
met the user requirements with a significantly reduced development cycle’. The new
development rhythm consisted of six major factors: (a) modularized software designs,
(b) software reuse, (c) rigorous software reviews and software testing, (d) iterative
development, (e) overlapped software releases and (f) early user involvement and
feedback. IBM’s new development rhythm was a remarkable feat of management
science and boasted a long list of accomplishments: (a) time-to-market improve-
ment of 40%, (b) development of seven million lines of operating system software
in 26 months, (c) compatibility with 30 billion lines of commercial applications,
(d) $14 billion in revenues and (e) the IBM corporation’s first Malcolm Baldrige
National Quality Award. While there was nothing innovative about IBM’s new devel-
opment rhythm, it was IBM’s audacity to apply these academic textbook approaches
to commercial product development that was unique.

6.3 Scrum
In 1993, Jeff Sutherland of the Easel Corporation adapted the principles from the

‘new product development game’ [235] to the field of computer programming man-
agement, explicitly calling it ‘scrum’ [143]. In particular, scrum assumes that the
‘systems development process is an unpredictable and complicated process that can
only be roughly described as an overall progression’. Furthermore, scrum’s creators
believed ‘the stated philosophy that systems development is a well-understood
approach that can be planned, estimated, and successfully completed has proven
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incorrect in practice’. Therefore, scrum’s creators set out to define a process as a ‘loose
set of activities that combines known, workable tools and techniques with the best that
a development team can devise to build systems’. Today, scrum is composed of three
broad phases: (a) pre-sprint planning, (b) sprint and (c) post-sprint meeting. During
the pre-sprint planning phase, computer programmers gather to prioritize customer
needs. During the sprint phase, computer programmers do whatever it takes to com-
plete a working version of software that meets a small set of high-priority customer
needs. Finally, during the post-sprint meeting, computer programmers demonstrate
working software to their customers, adjust their priorities and repeat the cycle.

6.4 Dynamic Systems Development Method
In 1993, 16 academic and industry organizations in the United Kingdom banded

together to create a management approach for commercial software called the
‘dynamic systems development method’ or simply DSDM [142]. Their goal was to
‘develop and continuously evolve a public domain method for rapid application deve-
lopment’ in an era dominated by proprietary methods. Initially, DSDM emphasized
three success factors: (a) ‘the end user community must have a committed senior staff
that allows developers easy access to end users’, (b) ‘the development team must be
stable and have well established skills’ and (c) ‘the application area must be commer-
cial with flexible initial requirements and a clearly defined user group’. These success
factors would later be expanded to include functionality versus quality, product versus
process, rigorous configuration management, a focus on business objectives, rigorous
software testing, risk management and flexible software requirements. DSDM con-
sists of five major stages: (a) feasibility study, (b) business study, (c) functional model
iteration, (d) design and build iteration and (e) implementation. The goal of DSDM is
to explore customer requirements by building at least two full-scale prototypes before
the final system is implemented.

6.5 Synch-N-Stabilize
In 1995, management scholars from MIT’s Sloan School of Management and the

University of California at Irvine published a textbook on how Microsoft managed
the development of software for personal computers, dubbed as the ‘sync-n-stabilize’
approach [237]. The scholars were experts on software management approaches for
the mainframe market and their two-year case study from 1993 to 1995 was a grounded
theory or emergent research design, which led them to some startling conclusions.
At one point in their textbook, they stated that ‘during this initial research, it became
clear why Microsoft was able to remain on top in its industry while most contem-
poraries from the founding years of the 1970s disappeared’. The synch-n-stabilize
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approach consisted of six major factors: (a) parallel programming and testing,
(b) flexible software requirements, (c) daily operational builds, (d) iterative devel-
opment, (e) early customer feedback and (f) use of small programming teams.
Microsoft’s success was indeed remarkable, and their synch-n-stabilize approach did
indeed help them create more than 20 million lines of code for Windows and Office
95, achieve customer satisfaction levels of 95% and maintain annual profit margins
of approximately 36%.

6.6 Judo Strategy
In 1998, two management scholars from both the Harvard Business School and

MIT’s Sloan School of Management published a textbook on how Netscape managed
the development of software for the Internet, dubbed as the ‘judo strategy’ [238]. The
scholars were experts on software management approaches for the personal computer
market and their one year case study from 1997 to 1998 was a grounded theory or
emergent research design, which prophetically led them to be critical of Netscape’s
future. Whereas Microsoft’s strategic advantage was its immense intellectual capi-
tal, Netscape’s only advantage seemed to be its first-mover status, which was quickly
eroding to Microsoft’s market share for browsers at the time their book was published.
In fact, the authors criticized Netscape for not having a technical CEO in the fast-
moving Internet market, which was a very unconventional view among management
scholars. Some of the more notable factors characteristic of Netscape’s judo strategy
included: (a) design products with modularized architectures; (b) use parallel devel-
opment; (c) rapidly adapt to changing market priorities; (d) apply as much rigorous
testing as possible and (e) use beta testing and open source strategies to solicit early
market feedback on features, capabilities, quality and architecture.

6.7 Internet Time
In 1998, a management scholar from the Harvard Business School conducted

a study on how U.S. firms manage the development of websites, referring to his
approach as ‘Internet time’ [239]. His study states that ‘constructs that support a more
flexible development process are associated with better performing projects’. Basi-
cally, what he did was survey 29 software projects from 15 Internet firms such as
Microsoft, Netscape, Yahoo, Intuit and Altavista. He set out to test the theory that
website quality was associated with three major factors: (a) greater investments in
architectural design, (b) early market feedback and (c) greater amounts of genera-
tional experience. Harvard Business School scholars believed that firms must spend a
significant amount of resources to create flexible software designs, they must incorpo-
rate customer feedback on working ‘beta’versions of software into evolving software
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designs, and higher website quality will be associated with more experience among
computer programmers.After determining the extent to which the 29 website software
projects complied with these ‘Internet time’ factors through a process of interviews
and surveys, he then assembled a panel of 14 industry experts to objectively evaluate
the associated website quality. Statistical analysis supported two of the hypotheses,
e.g., greater architectural resources and early market feedback were associated with
higher website quality, but not the third, e.g., greater experience among computer pro-
grammers is associated with higher website quality. This was one of the first studies
to offer evidence in support of agile methods.

6.8 Extreme Programming
In 1998, 20 software managers working for the Chrysler Corporation published an

article on how they devised a management approached called ‘extreme programming’
or XP to turn around a failing software project that would provide payroll services
for 86 000 Chrysler employees [144]. Today, extreme programming is synonymous
with agile methods or agile programming and is one of the most widely used agile
methods although its market lead is eroding. In their article, they stated that ‘extreme
programming rests on the values of simplicity, communication, testing, and aggres-
siveness’. They also stated that the ‘project had been declared a failure and all code
thrown away, but using the extreme programming methodology, Chrysler started over
from scratch and delivered a very successful result’. Extreme programming consists
of 13 factors: (a) planning game, (b) small releases, (c) metaphor, (d) simple design,
(e) tests, (f) refactoring, (g) pair programming, (h) continuous integration, (i) collec-
tive ownership, (j) onsite customer, (k) 40 hour workweek, (l) open workspace and
(m) just rules. The planning game consists of estimation of the scope and timing of
releases. Small releases consist of groups of iterations that will be put into produc-
tion when complete. Metaphors are a common nomenclature for objects and classes.
Simple design is self-evident; that is keeping the software architecture and design as
simple as possible without adding unnecessary bells and whistles. Tests are unit tests
that must be written before the code is written and run after the code is complete.
Refactoring is defined as the continuous refining of the designs and code for simplic-
ity and efficiency. Pair programming means a team of two programmers responsible
for writing a software module or group of modules. Continuous integration is also
self-evident; all code must be integrated with the system soon after it is written and
unit tested as a form of validation. Collective ownership means that anyone has the
authority to redesign and recode any portion of the system. Onsite customer means
that a customer is always present with the software team. Open workspace refers to
collocated teams with few walls to optimize communication. And, just rules means
programmers must agree to a common set of flexible rules. What these 20 software
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managers did was start over, get an informal statement of customer needs, gradually
evolve a simple system design using iterative development, apply rigorous testing,
use small teams of programmers, and get early customer feedback on their evolving
design. In the end, Chrysler was able to deploy an operational payroll system serving
more than 86 000 employees.

6.9 Crystal Methods
In 1991, a software manager with IBM was asked to create an approach for

managing the development of object-oriented systems called ‘crystal methods’ [146].
Crystal methods were piloted on a ‘$15 million firm, fixed-price project consisting
of 45 people’. Crystal methods are a ‘family of methods with a common genetic
code, one that emphasizes frequent delivery, close communication and reflective
improvement’. Crystal methods are a family of 16 unique approaches for project
teams ranging from 1 to 1000 people and project criticality ranging from loss of
comfort to loss of life. The seven properties of crystal methods are: (a) frequent
delivery; (b) reflective improvement; (c) close communication; (d) personal safety;
(e) focus; (f) easyaccess toexpertusersand (g)a technical environmentwithautomated
testing, configuration management and frequent integration. The five strategies of
crystal methods are: (a) exploratory 360, (b) early victory, (c) walking skeleton,
(d) incremental re-architecture and (e) information radiators. The nine techniques
of crystal methods are: (a) methodology shaping, (b) reflection workshop, (c) blitz
planning, (d) Delphi estimation, (e) daily stand-ups, (f) agile interaction design,
(g) process miniature, (h) side-by-side programming and (i) burn charts. The eight
roles of crystal methods are: (a) sponsor, (b) team member, (c) coordinator, (d) business
expert, (e) lead designer, (f) designer-programmer, (g) tester and (h) writer. The work
products include a mission statement, team structure and conventions, reflection
workshop results, project map, release plan, project status, risk list, iteration plan
and status, viewing schedule, actor-goal list, use cases and requirements file, user
role model, architecture description, screen drafts, common domain model, design
sketches and notes, source code, migration code, tests, packaged system, bug reports
and user help text.

6.10 Feature-Driven Development
In 1997, three software managers and five software developers created a software

development approach called ‘feature driven development’to help save a failed project
for an international bank in Singapore [147]. In their textbook, they stated that ‘the
bank had already made one attempt at the project and failed, and the project had
inherited a skeptical user community, wary upper management, and a demoralized
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Table I

Summary of Practices and Processes of Agile Methods

Feature FDD Extreme programming DSDM Scrum

Practice • Domain object modeling • Planning game • Active user involvement • Product backlog
• Developing by feature • Small releases • Empowered teams • Burndown chart
• Class (code) ownership • Metaphor • Frequent delivery • Sprint backlog
• Feature teams • Simple design • Fitness (simplicity) • Iterations and increments
• Inspections • Tests • Iterations and increments • Self managed teams
• Regular build schedule • Refactoring • Reversible changes • Daily scrums
• Configuration management • Pair programming • Baselined requirements
• Reporting/visibility of results • Continuous integration • Integrated testing

• Collective ownership • Stakeholder collaboration
• On-site customer
• 40-hour weeks
• Open workspace
• Just rules

Process Develop an Overall Model User Stories Feasibility Study Iteration (1)
Form the Modeling Team Requirements Feasibility Report Sprint Planning Meeting
Conduct a Domain Walkthrough Acceptance Tests Feasibility Prototype (optional) Product Backlog
Study Documents Architectural Spike Outline Plan Sprint Backlog
Develop Small Group Models System Metaphor Risk Log Sprint
Develop a Team Model Release (1) Business Study Daily Scrum
Refine the Overall Object Model Release Planning Business Area Definition Shippable Code
Write Model Notes Release Plan Prioritized Requirements List Sprint Review Meeting
Internal and External Assessment Iteration (1) Development Plan Shippable Code

Build a Features List Iteration Planning System Architecture Definition Sprint Retrospective Meeting
Form the Features List Team Iteration Plan Updated Risk Log Iteration (2)
Build the Features List Daily Standup Functional Model Iteration Sprint Planning Meeting
Internal and External Assessment Collective Code Ownership Functional Model Product Backlog

continued
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continued

Feature FDD Extreme programming DSDM Scrum

Process Plan by Feature Create Unit Tests Functional Prototype (1) Sprint Backlog
Form the Planning Team Unit Tests Functional Prototype Sprint
Determine Development Sequence Pair Programming Functional Prototype Records Daily Scrum
Assign Features to Chief Coders Move People Around Functional Prototype (2) Shippable Code
Assign Classes to Developers Refactor Mercilessly Functional Prototype Sprint Review Meeting
Self Assessment Continuous Integration Functional Prototype Records Shippable Code

Iteration (1) Acceptance Testing Functional Prototype (n) Sprint Retrospective Meeting
Design by Feature Iteration (2) Functional Prototype Iteration (n)

Form a Feature Team Iteration Planning Functional Prototype Records Sprint Planning Meeting
Conduct Domain Walkthrough Iteration Plan Non-functional Requirements List Product Backlog
Study Referenced Documents Daily Standup Functional Model Review Records Sprint Backlog
Develop Sequence Diagrams Collective Code Ownership Implementation Plan Sprint
Refine the Object Model Create Unit Tests Timebox Plans Daily Scrum
Write Class/Method Prologue Unit Tests Updated Risk Log Shippable Code
Design Inspection Pair Programming Design and Build Iteration Sprint Review Meeting

Build by Feature Move People Around Timebox Plans Shippable Code
Implement Classes/Methods Refactor Mercilessly Design Prototype (1) Sprint Retrospective Meeting
Conduct Code Inspection Continuous Integration Design Prototype
Unit Test Acceptance Testing Design Prototype Records
Promote to the Build Iteration (n) Design Prototype (2)

Iteration (2) Iteration Planning Design Prototype
Design by Feature Iteration Plan Design Prototype Records

Form a Feature Team Daily Standup Design Prototype (n)
Conduct Domain Walkthrough Collective Code Ownership Design Prototype
Study Referenced Documents Create Unit Tests Design Prototype Records
Develop Sequence Diagrams Unit Tests Tested System
Refine the Object Model Pair Programming Test Records
Write Class/Method Prologue Move People Around Implementation
Design Inspection Refactor Mercilessly User Documentation
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Build by Feature Continuous Integration Trained User Population

Implement Classes/Methods Acceptance Testing Delivered System
Conduct Code Inspection Release (2) Increment Review Document
Unit Test Iteration (1)
Promote to the Build Iteration (2)

Iteration (n) Iteration (n)
Design by Feature Release (n)

Form a Feature Team Iteration (1)
Conduct Domain Walkthrough Iteration (2)

Process Study Referenced Documents Iteration (n)
Develop Sequence Diagrams
Refine the Object Model
Write Class/Method Prologue
Design Inspection

Build by Feature
Implement Classes/Methods
Conduct Code Inspection
Unit Test
Promote to the Build
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development team’. Furthermore, they stated that ‘the project was very ambitious, with
a highly complex problem domain spanning three lines of business, from front office
automation to backend legacy system integration’. In order to address this highly com-
plex problem domain that had already experienced severe setbacks, they created an
agile and adaptive software development process that is ‘highly iterative, emphasizes
quality at each step, delivers frequent tangible working results, provides accurate and
meaningful progress, and is liked by clients, managers, and developers’. As shown
in Table I, feature- driven development consists of five overall phases or processes:
(a) develop an overall model, (b) build a features list, (c) plan by feature, (d) design
by feature and (e) build by feature. Feature driven development also consists of other
best practices in software management and development such as domain object mod-
eling, developing by feature, individual class ownership, feature teams, inspections,
regular builds, configuration management and reporting and visibility of results.

7. History of Studies on Agile Methods

7.1 Harvard Business School I
In 1998, two management scholars from the Harvard Business School conducted a

survey of 391 respondents to test the effects of flexible versus inflexible product tech-
nologies, as shown in Figure 7 and Table II [240]. What they found was that projects
using inflexible product technologies required over two times as much engineering
effort as flexible product technologies (e.g., 17.94 vs. 8.15 months).

7.2 Harvard Business School II
In 1998, another management scholar from the Harvard Business School condu-

cted a survey of 29 projects from 15 U.S. Internet firms to test the effects of flexible
software development management approaches on website quality [239]. What he
found was that flexible product architectures and customer feedback on early beta
releases were correlated to higher levels of website quality.

7.3 Boston College Carroll School of Management
In 1999, two management scholars from Boston College’s Carroll School of Man-

agement conducted a case study of 28 software projects to determine the effects
of iterative development on project success [241]. What they found was that soft-
ware projects that use iterative development deliver working software 38% sooner,
complete their projects twice as fast, and satisfy over twice as many software
requirements.
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Harvard
Flexible Technologies 

(Thomke & Reinertsen, 1998)

INTERNET ERA 
(1990s)

PERSONALIZED ERA 
(2000s)

Harvard
Flexible Development Processes 

(MacCormack, 1998)

Boston College 
Iterative Development 

(Fichman & Moses, 1999)

Reifer Consultants 
Agile Benefits
(Reifer, 2003)

Shine Technologies 
Agile Benefits

(Johnson, 2003)

CIO Magazine 
Agile Organizations 

(Prewitt, 2004)

Version One 
Agile Benefits 

(Version One, 2006)

Digital Focus 
Agile Benefits 

(Digital Focus, 2006)

NANO COMPUTING ERA 
(2010s)

AmbySoft
Agile Adoption Rate 

(Ambler, 2006)

Fig. 7. Timeline and history of studies on agile methods.
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7.4 Reifer Consultants
In 2003, Reifer Consultants conducted a survey of 78 projects from 18 firms to

determine the effects of using agile methods to manage the development of software
[242]. What they found was that 14% to 25% of respondents experienced productivity
gains, 7% to 12% reported cost reductions and 25% to 80% reported time-to-market
improvements.

7.5 ShineTechnologies
In 2003, Shine Technologies conducted an international survey of 131 respon-

dents to determine the effects of using agile methods to manage the development of
software [243]. What they found was that 49% of the respondents experienced cost
reductions, 93% of the respondents experienced productivity increases, 88% of the
respondents experienced quality increases and 83% experienced customer satisfaction
improvements.

7.6 CIO Magazine
In 2004, CIO Magazine conducted a survey of 100 information technology execu-

tives with an average annual budget of $270 million to determine the effects of agile
management on organizational effectiveness [244]. What they found was that 28%
of respondents had been using agile management methods since 2001, 85% of the
respondents were undergoing enterprise-wide agile management initiatives, 43% of
the respondents were using agile management to improve organizational growth and
market share, and 85% said agile management was a core part of their organizational
strategy.

7.7 Digital Focus
In 2006, Digital Focus conducted a survey of 136 respondents to determine the

effects of using agile methods to manage the development of software [245]. What
they found was that 27% of the respondents were adopting agile methods for a project,
23% of the respondents were adopting agile methods company wide, 51% of the
respondents wanted to use agile methods to speed up the development process, 51%
of the respondents said they lacked the skills necessary to implement agile methods
at the project level, 62% of the respondents said they lacked the skills necessary
to implement agile methods at the organization level and 60% planned on teaching
themselves how to use agile methods.
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7.8 Version One
In 2006, Version One conducted an international survey of 722 respondents to

determine the effects of using agile methods to manage the development of software
[246]. What they found was that 86% of the respondents reported time-to-market
improvements, 87% of the respondents reported productivity improvements, 86% of
the respondents reported quality improvements, 63% of the respondents reported cost
reductions, 92% of the respondents reported the ability to manage changing priorities,
74% of the respondents reported improved morale, 72% of the respondents reported
risk reductions, 66% of the respondents reported satisfaction of business goals and
40% were using the scrum method.

7.9 AmbySoft 2006
In 2006, Ambysoft conducted an international survey of 4232 respondents to deter-

mine the effects of using agile methods to manage the development of software [247].
What they found was that 41% of organizations were using agile methods; 65% used
more than one type of agile method; 44% reported improvements in productivity,
quality and cost reductions; and 38% reported improvements in customer satisfaction.

7.10 AmbySoft 2007
In 2007, Ambysoft conducted another international survey of 781 respondents to

further determine the effects of using agile methods to manage the development of
software [248]. What they found was that 69% of organizations had adopted agile
methods, 89% of agile projects had a success rate of 50% or greater, and 99% of
organizations are now using iterative development.

7.11 UMUC
In 2007, a student at the University of Maryland University College (UMUC)

conducted a survey of 250 respondents to determine the effects of using agile methods
on website quality [249]. What he found was that: (a) 70% of all developers are
using many if not all aspects of agile methods; (b) 79% of all developers using agile
methods have more than 10 years of experience; (c) 83% of all developers using
agile methods are from small- to medium-sized firms; (d) 26% of all developers
using agile methods have had improvements of 50% or greater; and (e) developers
using all aspects of agile methods produced better e-commerce websites.
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Table II
Summary of Recent Studies and Surveys of Agile Methods

Year Source Findings Responses

1998 Harvard
(Thomke and
Reinertsen, 1998)

50% reduction in engineering effort
55% improvement in time to market
925% improvement in number of changes allowed

391

1998 Harvard
(MacCormack,
1998)

48% productivity increase over traditional methods
38% higher quality associated with more design effort
50% higher quality associated with iterative development

29

1999 Boston College
(Fichman and
Moses, 1999)

38% reduction in time to produce working software
50% time to market improvement
50% more capabilities delivered to customers

28

2003 Reifer Consultants
(Reifer, 2003)

20% reported productivity gains
10% reported cost reductions
53% reported time-to-market improvements

78

2003 Shine
Technologies
(Johnson, 2003)

49% experienced cost reductions
93% experienced productivity increases
88% experienced customer satisfaction improvements

131

2004 CIO Magazine
(Prewitt, 2004)

28% had been using agile methods since 2001
85% initiated enterprise-wide agile methods initiatives
43% used agile methods to improve growth and marketshare

100

2006 Digital Focus
(Digital Focus,
2006)

27% of software projects used agile methods
23% had enterprise-wide agile methods initiatives
51% used agile methods to speed-up development

136

2006 Version One
(Version One,
2006)

86% reported time-to-market improvements
87% reported productivity improvements
92% reported ability to dynamically change priorities

722

2006 AmbySoft
(Ambler, 2006)

41% of organizations used agile methods
44% reported improved productivity, quality, and costs
38% reported improvements in customer satisfaction levels

4,232

2007 AmbySoft
(Ambler, 2007)

69% of organizations had adopted agile methods
89% of agile projects had a success rate of 50% or greater
99% of organizations are now using iterative development

781

2007 UMUC
(Rico, 2007)

70% of developers using most aspects of agile methods
26% of developers had improvements of 50% or greater
Agile methods are linked to improved website quality

250

8. Conclusions

The gaps and problem areas in the literature associated with agile methods and
website quality are numerous. First, there are few scholarly studies of agile methods.
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That is, this author has been unable to locate and identify very many scholarly studies
containing theoretical conceptual models of agile methods. Furthermore, few of the
articles in the literature review were based on systematic qualitative or quantitative
studies of agile methods. The literature review only mentions textbooks and articles
with notional concepts in agile methods. Most of the quantitative survey research
mentioned in the literature review was of a rudimentary attitudinal nature. In addition,
few of the articles mentioned in the literature review addressed all four of the factors
associated with agile methods (e.g., iterative development, customer feedback, well-
structured teams and flexibility). And, few of them were systematically linked to
scholarly models of website quality. So, the gaps are quite clear, a dearth holistic
scholarship on agile methods and scholarly outcomes such as information systems
quality.

There is a clear need for new studies on agile methods. We hope to inspire the
creation of a long line of scholarly studies of agile methods. Furthermore, we hope
to inspire more studies that attempt to link the factors of agile methods to scholarly
models of information systems quality. First and foremost, there is a need for a sys-
tematic analysis of scholarly literature associated with the factors of agile methods.
Then there is a need for a scholarly theoretical model of agile methods, depicting
the factors, variables and hypotheses associated with using agile methods. In addi-
tion, there is a need for an analysis of scholarly literature to identify the factors and
variables associated with website quality. Finally, there is a need to identify, survey,
select or develop scholarly measures and instrument items for both agile methods and
information systems quality, both of which together constitute new studies of agile
methods.
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Abstract
This chapter explores current state-of-the-art techniques that have been used in
software design testing, either to test the designs or to test implementations against
the designs. A common design notation that is in use today is UML. Originally,
techniques have been designed with the intentions of testing implementations
against their design artifacts provided in UML, but there are also techniques
that test the design artifacts directly. Given that UML is a defacto standard in
design notations, this chapter mostly focuses on testing techniques that either test
designs in UML directly, or use a design in UML to test its implementation. As
appropriate, we refer to general testing principles and techniques to illustrate their
application in the context of testing with software designs. The chapter covers
relevant testing criteria, testing techniques based on the type of UML diagram
and automated test generation.
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1. Introduction

Building of quality software is a major concern for software development organiza-
tions. Effective testing is an important part of a quality development effort. Software
testing research has provided a wide array of test and test generation methods,
particularly for code. More recently, testing methods have been proposed for designs.
Given that the Unified Modelling Language (UML) [35] is the defacto standard for
design artifacts, most of the testing approaches revolve around designs using various
UML diagrams. UML has made it possible to describe designs with a uniform notation
at a variety of design levels ranging from conceptual to detailed design [8].

There are two basic ways to use UML design artifacts for testing; either for testing
an implementation against its design (e.g., [10]), or to test the designs themselves to
evaluate their quality (e.g., [33]). This chapter covers both uses of UML artifacts for
testing. Testing rather than the more traditional inspection of design artifacts becomes
important for the following reasons:

• The complexity and sheer size of many designs.

• UML designs contain multiple notations allowing for complex interactions
between design artifacts.

Complex systems such as telecommunication systems can lead to hundreds of pages
of UML design in various notations, from Class Diagrams, to Sequence Diagrams, to
State Charts, etc. These diagrams commonly interact in ways such that their correct-
ness is far from being easily determined. Given the complexity and multiple views
through multiple models such as Class Diagrams, Sequence Diagrams, constraints in
Object Control Language (OCL) [35] and the like, the evaluation of the designs can
be difficult.

This results in an urgent need for devising a systematic (testing) approach to design
evaluation. To be comprehensive, one must provide:

• test criteria that cover all elements of UML models,

• test-generation techniques and tools to automate them

• test-execution environments including coverage measurement,

• test-validation techniques and tools (oracles).

This chapter surveys the state-of-the art techniques with respect to testing with
UML designs (with UML) and testing UML designs themselves ( for UML). As can
be expected, not all areas of systematic testing listed above have been covered widely.
Currently, a comprehensive set of testing criteria, approaches and tools does not
exist. This chapter analyses the currently available techniques. Roughly, more test-
ing techniques have been proposed for more commonly occurring diagrams, such as
Class Diagrams, Collaboration or sequence Diagrams, or Statecharts. There are more
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Table I
Classification of Existing Work on Testing (with) Software Designs

Design Methods With UML For UML

Testing criteria (Abdurazik and Offut, 2000, [1]) (Ghosh et al., 2003, [15])
(Andrews et al., 2000, [2])

UML artifacts:
Multiple diagrams

(Briand and Labiche, 2001, [10]) (Pilskalns et al., 2007, [33])
(Pilskalns et al., 2003, [34])
(Trong et al., 2005, [38])

Statechart (Briand et al., 2003, [9])
(Gnesi et al., 2004, [16])
(Latella and Massink, 2001, [24])
(Offut and Abdurazik, 1999, [29])

Class diagram (Briand and Labiche, 2001, [10])
(Scheetz et al., 1999, [36])
(von Mayrhauser et al., 2000, [39])

(Gogolla et al., 2003, [17])
(Pilskalns et al., 2007, [33])
(Pilskalns et al., 2003, [34])
(Trong et al., 2005, [38])

Collaboration/sequence
diagram

(Briand and Labiche, 2001, [10]) (Pilskalns et al., 2007, [33])
(Pilskalns et al., 2003, [34])
(Trong et al., 2005, [38])

Automated test
generation

(Briand and Labiche, 2001, [10])
(von Mayrhauser et al., 2000, [39])

(Pilskalns et al., 2007, [33])
(Knight, 2005, [23])

proposed techniques than automated test generation tools. Fewer solutions exist for
regression testing. Table I shows existing testing approaches, classified based on
whether they are with UML or for UML. In addition, the table distinguishes between
the areas of testing listed above (rows in Table I) as well as whether a particular tech-
nique targets a specific type of UML notation or covers multiple types of diagrams.
Section 2 describes test adequacy criteria related to testing UML. Section 3 surveys
testing methods, with UML and for UML. Section 4 discusses the limits of current
state-of-the-art techniques and suggests future testing improvements.

2. Testing Criteria

A test adequacy criterion defines requirements for sufficient testing. This area of
testing has been extensively analysed for white-box testing of code. For example,
a common white-box adequacy criterion is branch adequacy. If a program P is repre-
sented by a flowchart, then a branch is an edge of the flowchart. A test set T is branch
adequate for P , provided for every branch b of P , there is some t in T which causes
b to be traversed.

Associated with the definition of test criteria is the question of whether they are
‘reasonable’. This question can be assessed analytically or empirically. An analytic
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approach in [41] defines a general axiomatic theory for test adequacy criteria. The
motivation behind this work is to understand the strengths and weaknesses of the
proposed adequacy criteria and guide the definition of new adequacy criteria.

Test adequacy criteria were originally defined for code, either for white box testing
[40, 41] or for testing code against its specification [30]. Test adequacy criteria for
UML designs have been developed more recently [2].

Summarizing [41]:

• The first four properties state that:

1. Every program must be testable.
2. An adequacy criterion must be satisfiable in a non-trivial way.
3. Aprogram which has not been tested at all should not be deemed adequately

tested.
4. Once a program has been adequately tested, no amount of additional test

data can result in an inadequately tested program.

• The next three properties state that:

1. Programs which are closely related either syntactically or semantically, but
not both, may well require different test data.

2. The fact that all parts of a program have been adequately tested does not
necessarily imply that the entire program has been adequately tested.

3. Even though a program has been adequately tested, it does not follow that
each of its components has been adequately tested. This is due to the fact
that programs may contain unreachable code.

Weyuker [40] extended her previous work by showing that even though the
properties were useful in assessing the strength and weaknesses of the proposed
program-based adequacy criteria, they could all be simultaneously satisfied by obvi-
ously unsuitable adequacy criteria. Weyuker then adds three new properties to
substantially strengthen the set and, in particular, to rule out unsuitable adequacy
criteria. The three additional properties are:

• Renaming property: renaming of identifiers does not change an adequate test set
into an inadequate one.

• Complexity property: a program exists for every minimal test suite size n.

• Statement coverage property: test criteria must force statement coverage.

With some modifications, these properties can be extended to cover design-based
criteria:

• Property 1: For every design, there exists an adequate test set. A design can
be implemented in different ways, and there exists an adequate test set for each



TESTING WITH SOFTWARE DESIGNS 61

of those implementations. If each implementation can be tested adequately by a
particular test set, then there has to exist a test set that can adequately test the set
of all these implementations and thus the design itself.

• Property 2: There is a design and a corresponding test set that can non-
exhaustively and adequately, test that design. This means that a criterion cannot
always require an exhaustive test set for every possible design.

• Property 3: If there exists a subset of a test set adequate for a design, then that
test set is also adequate for that particular design.

• Property 4:An empty set is not adequate for any design. This means that a design
always needs to be tested.

• Property 5: There are designs that are equivalent but require different adequate
test sets. Since a functionality can be accomplished by different designs, we can
have equivalent designs. The fact that two designs are equivalent does not imply
that they necessarily have the same adequate test set.

• Property 6: If two designs are similar in structure, this does not necessarily mean
that they require the same adequate test set.

• Property 7: If a design is composed of smaller components, then an adequate
test set for the whole design does not guarantee an adequate test set for each
component of the design as an independent individual component.

• Property 8: If a design is composed of two or more components, then an adequate
test set would be more than just the union of adequate test sets for each design
component. This is due to the complexity added to the whole design because of
added interactions among the different components in the design.

While Weyuker [40, 41] did not use any concepts from UML, they influenced the
definition of test adequacy criteria for UML designs [2, 15]. In [15] and [2], a set
of testing criteria for UML-based design artifacts has been presented. The method
incorporates the use of test adequacy criteria based on UML model elements in class
diagrams and interaction diagrams. Class diagram criteria are used to determine the
object configurations on which tests are run, while interaction diagram criteria are used
to determine the sequences of messages that should be tested. Table II summarizes
the criteria derived for the class and collaboration diagrams. The basic approach
for defining these testing criteria is to define key building blocks for each type of
diagram (class and collaboration diagrams) and to enforce block coverage as a test
requirement. For class diagrams, these blocks are:

• Generalization relationships.

• Association-end multiplicities.

• Class attributes.
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Table II
Test Criteria for Class and Collaboration Diagrams Adapted from [2]

Association-end multiplicity (AEM) criterion
Given a test set T and a system model SM, T must cause each representative multiplicity-pair in
SM to be created.

Generalization (GN) criterion
Given a test set T and a system model SM, T must cause every specialization defined in a
generalization relationship to be created.

Class attribute (CA) criterion
Given a test set T , a system model SM, and a class C, T must cause a set of representative attribute
value combinations in each instance of class C to be created.

Condition coverage (Cond) criterion
Given a test set T and a collaboration diagram CD, T must cause each condition in each decision
for evaluation of both TRUE and FALSE.

Full predicate coverage (FP) criterion
Given a test set T and a collaboration diagram CD, T must cause each clause in every condition
in CD to take the values of TRUE and FALSE, while all other clauses in the predicate (condition)
have values such that the value of the predicate will always be the same as the clause being tested.

Each message on link (EML) criterion
Given a test set T , a collaboration diagram CD, T must cause each message on a link connecting
two objects in CD to be executed at least once.

All message paths (AMP) criterion
Given a test set T , a collaboration diagram CD, T must cause each possible message path (sequ-
ence of message numbers) in CD to be taken at least once.

Collection coverage (Coll) criterion
Given a test set T , a collaboration diagram CD, T must test each interaction with collection objects
of various representative sizes at least once.

For collaboration diagrams, they are:

• Conditions in the collaboration diagram.

• Each clause within each condition.

• Each message.

• Each message path.

The AEM and CA criteria are expressed in terms of representative values. A form
of category-partition testing adapted to UML diagrams can be used to establish the
set of representative values. The value domain is partitioned into equivalence classes,
and one value from each class is selected for the representative values.

In [2], preliminary results of a case study are presented. They are based on a fault
model for various types of UML design artifacts. Faults are classified as incorrect
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sequence numbering, missing flows, and dataflow gaps. It is shown that these types
of faults can be uncovered by the proposed criteria.

Offut et al. [29] propose test criteria for UML statecharts. They defined four testing
criteria:

1. Transition coverage: every transition in the statechart must be traversed.
2. Full predicate coverage: the test set should include a pair of tests for each clause

c in each predicate P so that the value of P directly correlates with the value
of c.

3. Transition pair coverage: for each pair of adjacent transitions Si : Sj and Sj : Sk

in SG, T contains a test that traverses the pair of transitions in sequence.
4. Complete sequence coverage: meaningful sequences of transitions should be

defined for the statechart.

Collaboration diagrams consist of messages that are passed between objects and
their sequences, thus they provide design-level control and data flow information.
Because many testing techniques use data flow and control flow information, collabo-
ration diagrams play an important role in testing designs. Abdurazik et al. [1] defined
testing criteria specifically for collaboration diagrams. They define testing criteria for
both static and dynamic testing of UML collaboration diagrams. The static testing
focuses on checking of the code without executing it as opposed to dynamic checking
where the software is executed on some inputs. The items that should be used in static
testing are described as follows:

• Classifier roles:An object plays a classifier role in a collaboration diagram. Those
classifier roles that originate from the same class should be tested to see if they
have all the required attributes and operations.

• Collaborating pairs: Any pair of objects that are connected to each other via a
link in the collaboration diagram are collaborating pairs. Each collaborating pair
should be tested at least once.

• Message or stimulus: Testing a message will reveal most integration problems.
Return value type, thread of control and input parameters are some aspects of a
message that needs to be tested. A stimulus is an instance of a message.

• Local variable definition-usage link pairs: Variable definition-usage link pair is
a pair of link which consists of the message that defines the variable and the
first message that uses the variable. Testing of variable definition-usage link pair
includes traversing the links between these two. This test would help the tester
in finding data flow anomalies.
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For dynamic testing, the test set should have at least one test case per collaboration
diagram that executes the complete message sequence of that collaboration diagram.
To check that the system will produce an event trace which conforms to the message
sequence path of the collaboration diagrams, instrumentations can be inserted at
the entry point of each method in the message path sequence in the original program.
These instruments are more like watchdogs that help keep track of run-time interaction
traces.

3. Design Evaluation Methods

In this section, we review testing methods that use UML. The first three methods
use UML diagrams as input artifacts in order to test code (With UML), as opposed to
other methods which use UML diagrams to test the UML design itself (For UML).
We will illustrate each testing method with the same example throughout the chapter.
The example represents a simplified course registration system. The registrar is the
only actor who interacts with the system. Figure 1 represents the class diagram for
the registration system.

The main functions of the system are classified into two groups based on whether
they are initiated by the registrar or executed automatically by the system itself. The
following functions are initiated by the registrar:

• Add /remove student.

• Add /remove instructor.

• Add /remove department.

• Add /remove course and sections.

• Add /remove course catalog.

• Add course to student’s schedule.

• Display course list, student list, department list and course catalog.

The following functions are executed automatically based on the system time:

• Archiving the registration information for the current semester at the end of the
semester.

• Removing classes that do not have the minimum number of students by the end
of registration deadline.

• Finalizing student schedules and list of students in each course right after the
deadline for dropping a course is over.
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Fig. 1. Class diagram for the course registration system.
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3.1 With UML

3.1.1 TOTEM
Briand et al. [10] introduce an approach to derive system test requirements. With

the availability of detailed design information, these test requirements can then be
transformed into test cases, test oracles and test drivers. Test requirements help in
devising the system test plan, in sizing the system test task and in planning appropriate
resources early in the lifecycle.

Derivation of system test requirements in [10] is part of a system testing methodo-
logy called TOTEM. In TOTEM, the goal is to compare implementation against
specification, hence the artifacts used are produced in the analysis stage. TOTEM
uses the following UML diagrams as input artifacts:

• Use case diagram.
• Use case descriptions.
• Sequence or Collaboration diagrams.
• Class Diagram for application domain classes.
• A data dictionary that describes each class, method and attribute.
• Class invariants and operation contracts expressed in OCL.

TOTEM consists of eight steps (A1–A8) as illustrated in Fig. 2. A1 ensures testa-
bility. Testability is defined as the degree to which a model has sufficient information
to support automatic test case generation. The next five steps are concerned with the
derivation of test requirements. A2 to A5 derive test requirements from different arti-
facts. A6 merges all of them into one set and derives a test plan. A7 and A8 generate
test cases and test oracles.

Fig. 2. TOTEM steps adapted from [10].
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Briand et al. [10] address steps A2, A3 and A5. We will explain the approach
by deriving test requirements for a part of our example course registration system.
The following are a subset of registration system’s functionalities that are used to
demonstrate this technique:

• Add (Remove) students to (from) the system.

• Add (Remove) courses to (from) the system.

• Add (Remove) sections for each course.

• Register (Drop) courses for each student.

There is a sequential dependency among the use cases. For example, assuming that
there are no students or courses when the system is first used, the Remove student
(course) use case can only be executed after Add student (course) is executed at least
once. This sequential dependency among use cases is used when test requirements
are required. Sequential dependencies are represented with an activity diagram for
each actor; vertices are use cases and edges are sequential dependencies. Figure 3
shows the activity diagram representing use-case sequences for actor registrar in the
example.

Use-case parameters (both input and output) are listed in parentheses to show the
dependencies between parameters during path execution. The activity diagram in
Fig. 3 is converted to the directed graph of Fig. 4. The use-case sequence derivation
is initiated by path derivation in the directed graph via a depth first search. Loops can
cause infinite paths. To avoid this, loop iterations are limited to zero (if possible), one,
an average value greater than one and a maximum value. Figure 5 shows the paths in
the form of a tree derived from the directed graph in Fig. 4.

Next, dependencies among actual use-case parameters along the path need to
be determined. For instance, going back to our example, in path AddCourse.
AddSection.RemoveSection.RemoveCourse, the parametercid for
use caseAddSectionmust be identical to parametercid inAddCourse. These
parameter dependencies are used to derive data flow information in use-case sequence
executions, which is necessary for the generation of test data. These dependencies
can be documented simply by representing the parameters in the sequence. These
use-case sequences are called parameterized use-case sequences. Using the example
path mentioned above, we obtain:

AddCourse(cid).AddSection(cid,secid)
.RemoveSection(cid, secid).RemoveCourse(cid)

Next, instantiated use-case sequences are derived by replacing parameters in each
use-case sequence with a symbolic value. Several instances of one parameterized
use-case sequence may be created depending on the number of objects participating in
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Fig. 4. Directed graph corresponding to Fig. 3.

Fig. 5. Tree derived from the directed graph in Fig. 4.
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the test. For instance, if the tester indicates one course and two sessions, the following
instantiated use-case sequence is derived from the parameterized use-case sequence
mentioned above:

S1:AddCourse(cid1).AddSection(cid1,secid1)
.RemoveSection(cid1,secid1).RemoveCourse(cid1)
S2:AddCourse(cid1).AddSection(cid1,secid2)
.RemoveSection(cid1,secid2).RemoveCourse(cid1)

All instantiated use-case sequences are combined into one set by finding com-
mon use cases across pairs of sequences. For each pair, all sub-sequences between
each common pair of use cases are instantiated by generating a subset of all
possible sequences resulting from combining the sub-sequences. For the example
(S1, S2), a possible combined sequence is:

AddCourse(cid1).AddSection(cid1,secid1)

.AddSection(cid1,secid2).RemoveSection(cid1,secid2)

.RemoveSession(cid1,secid1).RemoveCourse(cid1)

Next, a sequence of use-case scenarios to be tested is derived. Use-case scenarios
are represented by sequence diagrams. Thus, we need to have a sequence diagram
describing the use-case scenarios for each use case in the test plan. Figure 6 represents
the sequence diagram for the RemoveCourse use case. Each sequence diagram is
represented as a regular expression in sum of products from where its alphabets are
the public methods of the objects participating in the sequence diagram.

The ‘.’ represents sequences of message calls, while ‘+’ denotes alternative
sequences. The following regular expression is the sum of product form for the
sequence diagram in Fig. 6:

% TERM 1
diplayCourseListRegistrarTerminal
.removeCourseRegistrarTerminal
.displayErrorRegistrarTerminal
.displayCourseListRegistrarTerminal
+
% TERM 2
diplayCourseListRegistrarTerminal
.removeCourseRegistrarTerminal
.∼courseCourse.∼section*RegistrarTerminal
.updateSchedulesSchedule
.displayCourseListRegistrarTerminal
+
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Fig. 6. Analysis sequence diagram for RemoveCourse.
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% TERM 3
diplayCourseListRegistrarTerminal
.removeCourseRegistrarTerminal
.∼courseCourse.∼section∗

RegistrarTerminal
.displayCourseListRegistrarTerminal

Each term in the regular expression is associated with a number of conditions
enabling or disabling its execution. These path realization conditions are expressed
in OCL. The path realization condition for TERM 2 is:

[not self.Course->exists( c:Course-c.getID = cid)]

and

[self.Course.Section->collect(Schedule)->size()> 0]

After identifying the path realization condition for each term, the precise operation
sequences need to be identified taking into account the actual number of iterations. The
next step is to identify test oracles. Test oracles for each test sequence are derived from
post conditions for each operation participating in the operation sequence. One way of
deriving test oracles is to put assertions as pre/post conditions and class invariants at
entry/exit points of each operation and raise an exception whenever they are violated.

Next, test requirements are formalized in the form of a decision table. The deci-
sion table consists of variants for each use case. Each variant corresponds to a path
realization condition for one of the terms in the sum of products form of the regular
expression of the sequence diagram. The decision table also has columns for initial
conditions and the actions that are taken as a result of running the test cases. The
actions correspond to system state changes and output messages being sent to actors.
Steps A2, A3 and A5 are automated with a prototype tool.

3.1.2 Test Objectives and AI Planner-basedTest
Generation

Von Mayrhauser et al. [39] describe an approach to black-box test generation
in which an artificial intelligence (AI) planner is used to generate test cases from
test objectives derived from UML class diagrams. They developed a representation
method at the application-domain level that allows for the statement of test objectives
at that level and their mapping into a planner representation. A planner is an algorithm
that finds a sequence of actions (i.e., plan) to reach a specified goal from the specified
initial state, considering all the constraints and assumptions. Thus, AI planning is goal
oriented and assuming that the test objectives are derived, the planner then generates
a set of tests that achieves the test objectives.



TESTING WITH SOFTWARE DESIGNS 73

The test objectives are described as sets of objects in terms of the states they can
take on. Desired states for an object are determined through its attribute values and
its links to other objects. The approach in [39] to derive test objectives is based on
three steps:

1. Test objectives are derived for each class (and its instantiated objects) in the
diagram separately, considering the class’ relationship to other classes.

2. Test objectives are aggregated from those for individual classes (and their
instantiated objects, subject to constraints through class relationships).

3. Test objectives are expressed as states of objects instantiated from classes
depicted in the UML class diagram.

Test objectives are derived based on four parameters:

• number of instances of each class.

• properties for such instances.

• selections for how many instantiated objects should be brought into a particular
state.

• states that they can take on.

Table III lists the building blocks for test objectives. Test objectives are derived by
choosing one option for each of the four parameters. This leads to the 4-step process
for deriving test objectives for a class:

1. Select a class, for which the states to be used as a test objective need to be
identified.

2. Reduce the class diagram into a sub-diagram consisting of the classes and rela-
tionships that offer state information relative to the primary class. Table IV lists
the detailed rules used to create sub-diagrams.

3. Select the set of instantiated objects for the primary class. This is a subset of
the system configuration.

4. Determine the states for the set of instantiated objects. Select one or more of
these states as the test objective.

Table III
Building Blocks of Class-Based Test Objectives

Number of Objects Property Participating Objects States

1 p1 All s1
1 < n < max … Sampling one …
max py None sk
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Table IV
Rules to Create Sub-Diagrams

1. Ignore aggregations. They are captured in persistent initial condition of the test generator.
2. Substitute subclasses of generalization relationships. Subclasses inherit attributes, methods and

associations of the superclasses. There should be no superclasses or generalization relationships
in the diagram following this step.

3. Keep only classes that are in (bi)directed associations with the primary class.
4. Reduce bi-directed associations with the primary class to directed associations with the primary

class as the source class.
5. Remove any dangling associations (associations without classes on both sides).

Test objectives have two parts:

1. State information: desired goal states with regards to testing objects of this class.
2. Implications for necessary system configurations: how many objects could be

instantiated.

Test directives guide the generation of test cases by converting the test objectives
into a problem description. The AI Planner derives test sequences to achieve test
objectives based on this problem description. The postprocessor converts them into
executable test cases. A drawback of this approach is that when multi-object test
objectives are aggregated, the space of possible test objectives can become intractably
large.

Here, we will demonstrate the test objective derivation for the schedule class (as
primary class) of the registration system. The classes and relationships that offer
state-related information relative to class schedule are shown in the sub-diagram of
Fig. 7. Note that according to the rules in Table IV, the sub-diagram in Fig. 7 should
have included more classes (i.e., instructor, department and student), but since those
classes do not offer any state-related information, there is no need to include them in
the sub-diagram.

Figure 8 shows five test objectives derived specifically for the class schedule. The
second column shows the number of instances of schedule participating in each test.
For example in case of the first test objective, there are two instances of schedule
(i.e., sch0000, and sch0001) participating in the test scenario. The third
column shows the state-dependent attributes and their values. These attributes
are used to gather information about the state of the object. The fourth column
denotes the number of objects that should satisfy the test objective. Finally, the goal
state of the primary class for each test objective is defined in the last column. For
example, the following test objective is defined as the fourth test objective in Fig. 8:
From the four schedules participating in the scenario, add a section of a course to two
of the schedules where the section is full and there are already two other schedules
in the reservation list of that section.
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Fig. 7. Example of sub-diagram.

Fig. 8. Example test objectives.

3.1.3 Test Generation from State Charts
Offut et al. [29] derive test cases from UML statecharts based on the type of the

event. They defined four types of events: call events, signal events, time events and
change events. They use change events as the basis for test generation. Test generation
addresses four levels of test coverage: (1) Transition coverage, (2) Full predicate
coverage, (3) Transition pair coverage and (4) Complete sequence coverage.
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Each test case consists of the following: (1) an initial state, (2) a sequence of states
to reach the initial state, (3) a sequence of testing steps and (4) a final state. A testing
step is composed of the following components:

1. Action name: this is the name of the function(s) that is executed when the
transition is traversed.

2. Clause name and value tuples: a value is assigned to each clause in the predicate
on the transition.

3. Attribute name and value tuples: the before and after value of each attribute that
is changed by the execution of the transition is denoted.

4. The next state: the state which follows the test step.

An automatic test generation tool (UMLTest) has been developed to support the
process. A limitation of this work is that it does not support all the transitions in
statecharts.

Figure 9 represents the statechart for the registration system. The four automatic
tasks of the registration system are modelled using the five change events shown in
this figure. Figure 10 shows the general test-set structure and example test sets for the
registration system. Full predicate coverage has been used to derive these test sets. In

Fig. 9. Statechart diagram for registrarTerminal.
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Fig. 10. Example of test case generated using [29].

the first example, the predicate consists of two clauses, hence we should have three
different test cases. The initial state is the idle state. Since the system starts at the idle
state, there are no prefix states (i.e., denoted by φ). The change event in this example
executes when the deadline for registration has been reached and there exists at least
one class that has less than the minimum number of students required for a course.
As the transition is traversed, the removeSection function is executed. The next
state of the system is again the idle state. This means that there is no change in the
value of state attributes.

The second example demonstrates the transition of the system from the idle state
as the initial state to the archiving state as the final state. In this case there is only one
clause associated with the predicate.According to the full predicate coverage criterion
this will result in two test cases. One that executes and one that fails to execute the
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transition. Note that in the first test case the before and after value of the status
attribute is different as opposed to the second test case.

Briand et al. [9] propose a different approach for deriving test data from UML
statecharts. When statecharts are tested, two consecutive steps need to be performed.
First, a sequence of transitions (i.e., transition test sequence) needs to be defined.
The second step is to assign values to arguments (i.e., parameter values) for events
and actions in transitions. In the process of assigning values to test arguments, some
constraints on test data need to be solved (e.g., the value of an event’s parameter
should be smaller than an attribute’s value). Briand et al. focus on constructing a
problem domain for the constraints involving the test data.

The input domain to this approach consists of a specific class to be tested, its
statechart, its associated classes and a set of interacting statecharts belonging to some
of the associated classes. The output is a set of constraints on the state of the system and
on specific arguments for events and actions. For every path tested, the system state
for each event/transition and also the input domain for parameters are automatically
determined. Compared with the approach described in [29], this approach is less
restrictive. This means that in addition to change events, other kinds of events are
also dealt with. Furthermore, guards can involve attributes that are not necessarily of
boolean type.

This methodology is based on normalization and analysis of event/action contracts
and transition guards written with the object constraint language (OCL). The concept
of an invocation sequence tree (IST) is introduced: it defines the invocation chain
caused by actions received by objects that have state-dependent behaviour. This tree-
like data structure shows all possible invocation scenarios that may occur during
the execution of a transition test sequence. Constraints are derived from the tree by
normalizing OCL expressions. The normalization will support the analysis process
in terms of constraint derivation and consistency checking among OCL expressions.
An algorithm produces a sequence of sequences whose elements are constraints. This
is done by traversing the IST, starting with the first trigger event. As a transition test
sequence is traversed, all the associated constraints must be fulfilled.

We demonstrate this approach by using it to test the class Section of our reg-
istration system. The statechart of class Section is shown in Fig. 11. The set of
classes that are associated with Section are: Schedule, Instructor and
Course. Since Instructor and Course are stateless, the only interacting
statechart is the Schedule’s statechart, which is represented in Fig. 12.

A transition test sequence has the following general form: @state0@event0
[pred0]/actions0 @state1@event1[pred1]/actions1@...,
wherestate0,state1,... are the states of the statechart diagram;event0,
event1,... are the input events; pred0,pred1,... are the predicates
derived from the corresponding guard conditions and actions0,
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Fig. 11. Statechart diagram for class Section.
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Fig. 12. Statechart diagram for class Schedule.

Table V
Example of a Transition Test Sequence (TTS)

@section not full@self.Schedule.addCourse(s1)[true]
/self.confirmAdd(self.Schedule.getID)@section full
@self.Schedule.addCourse(s1)[true]
/self.reservationList.enqueue(self.Schedule.getID);
self.confirmReservation(self.Schedule.getID)
@section full@self.Schedule.cancelReservation(s1)
[self.reservationList.size > 0]/self.reservationList
.delete(self.Schedule.getID)@section full
@self.Schedule.removeCourse(s1)[true]/
self.confirmRemove(self.Schedule.getID);
@section not full@self.Course.removeSection(s1)
[true]/self.updateSchedules(
self->collect(Schedules));destroy;

actions1,... are the set of actions generated at each state upon receiving an
event if the guard condition is evaluated as being true. In case there is no predicate on
the transition, a [true] is written instead. Let us assume that we want to test the
transition test sequence (TTS) of Table V on an instance of section.
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This sequence corresponds to the following scenario: The registrar adds a course
(section s1) to the schedule of a student. Then that section becomes full. The reg-
istrar tries to add the same section to another student’s schedule. Since the section
is full, the request is put into the reservation list. At this stage, a withdrawal of
registration request (i.e., cancelReservation) is issued and in response the
corresponding schedule is removed from the reservation list of the section. Reg-
istrar then removes section s1 from a student’s schedule. Finally, the registrar
decides to completely remove the section from the system. Although the section
is not in full state, it is not empty, thus, the schedules of those students that are
registered in the section are updated and then the section is removed. Figure 13
shows the IST for this scenario. The directed arc between c5.1 and c5.2 means

Fig. 13. Invocation Sequence Tree corresponding to Schedule and Section Statecharts.
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that self.updateSchedules(self->collect(Schedules)) and
destroy are executed in sequence.

Each sub-scenario has at least one test constraint. The constraint is derived by
propagating constraints that appear in the tree branches of the sub-scenario (i.e.,
invocation conditions for edges and post-conditions for nodes) onto the first edge
of the sub-scenario (e.g., edge labelled (c5) for event (5) sub-scenario). The state
of the system is changed by the execution of each operation in the IST. This means
that for each operation, the pre- and post-conditions must be mapped to a condition
that is meaningful in the pre-state of that operation. It is important to eliminate all
local variables and query conditions in the OCL expressions before the constraint
propagation process is started. This is done simply by replacing them with their
actual values. The following is the test constraint derived for sub-scenario (5.2):

{[self->collect(Schedule)->size() > 0] or
[self->collect(Schedule)->size() > 0]} and
{[self.oclInState() = Section not full] or
[self.oclInState() = Section full]}

Latella et al. [24] proposed a formal testing framework for a behavioural subset of
UML statechart diagrams (UMLSDs). They also provide a way for effective automatic
verification of testing equivalence of statecharts, based on existing techniques and
tools. The approach converts statechart diagrams into Hierarchical Automata, which
are then analysed. A drawback of this technique is that it does not consider history,
action and activity states.

Latella et al. [16] extended this work and proposed a formal conformance testing
relation and a non-deterministic test-case generation algorithm. The test-case gene-
ration algorithm generates test cases in a language that is a mix of process algebra
(guarded action prefix, choice, and process definition/instantiation) and a simplified
version of the lambda calculus. The main contribution of this work is to set the
theoretical basis for test-case generation in a conformance testing setting. In order to
use the proposed test-generation algorithm in practice, proper test-selection strategies
are needed.

3.2 For UML

3.2.1 State Validation via Snapshot Creation
Gogolla et al. [17] propose an approach to validate system states. These states,

called snapshots, are represented by object diagrams which consist of objects, attribute
values for each object and links among objects. Snapshot validation is done using a
tool called USE, which the authors developed earlier. The goal here is to facilitate
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the snapshot generation by defining the properties that they need to satisfy. For this
purpose, Gogolla et al. developedASnapshot Sequence Language (ASSL) that allows
for the generation of desired snapshots by specifying their properties.

ASSL defines the sequence of operations that is needed to generate a snapshot
with USE. In other words, the properties of snapshots are integrated with ASSL
procedures. Test cases examine the system with respect to desired properties that
need to be satisfied by class diagrams. Each property in the test case is specified
using dynamic invariants as opposed to present invariants that need to be satisfied
globally. Dynamic and present invariants are defined using OCL expressions. When
a dynamic invariant is loaded into USE, it will make sure that there exists a snapshot
that satisfies both the dynamic invariant and the present invariant. This is done by
showing that there exists no valid snapshot that satisfies the present invariant as well
as the negation of the dynamic invariant.

A test case in USE is a script that contains commands to generate the desired snap-
shot. Table VI shows the commands needed to generate a snapshot of the registration
system that consists of one instance of every class in the registration system class

Table VI
Example Test Case for USE

gen start regsys.assl generateCourse(1)

gen start regsys.assl generateSection(1)

gen start regsys.assl generateInstructor(1)

gen start regsys.assl generateDepartment(1)

gen start regsys.assl generateRegistrarTerminal(1)

gen start regsys.assl generateStudent(1)

gen start regsys.assl generateSchedule(1)

gen start regsys.assl generateCourseCatalog(1)

gen load student schedule.invs

gen load student department.invs

gen load student registrarterminal.invs

gen load schedule section.invs

gen load section inctructor.invs

gen load section course.invs

gen load course department.invs

gen load course coursecatalog.invs

gen load course registrarterminal.invs

gen load coursecatalog registrarterminal.invs

gen load instructor department.invs

gen load instructor registrarterminal.invs

gen load department registrarterminal.invs

gen start regsys.assl generateScheduleStudentLink(1)
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diagram. For the sake of simplicity, we only considered the constraints on the
association-end multiplicities as invariants. In other words, we have thirteen invari-
ants i.e., one for each association link in the class diagram. The test case uses theASSL
procedures defined in regsys.assl to instantiate one instance of every class and
then loads the invariants for each association link from the corresponding .invs
file. Finally, the ASSL procedure generateScheduleStudentLink(1)
asks USE to generate a snapshot that has one link between the schedule and stu-
dent objects. USE automatically generates all the other links that are required
based on the loaded invariants. Note that in our example if one of the objects e.g.,
Instructor, had not existed, no snapshot would have been generated. This is due to
the fact that some of the invariants, namely, section_inctructor.invs,
instructor_department.invs and instructor_registrar-
terminal.invs require at least one instance of instructor to participate in the
snapshot.

3.2.2 Test Execution via JAL
Trong et al. [38] introduced a testing approach in which executable forms of UML

design models are exercised with test inputs generated from the class diagrams and
activity diagrams. Later, the expected behaviour and the observed behaviour are
compared and failures are reported. Their approach is supported by a prototype tool.
Class diagrams are used to characterize a set of valid object configurations, while
activity diagrams help define class operations. A Java-like Action Language (JAL)
[28] is employed to describe the semantics of actions. The testing process begins
with the introduction of the Design Under Test (DUT) into the testing system. DUT
is transformed into Executable DUT (EDUT). EDUT is a program that simulates
the behaviour modelled in the DUT. EDUT contains two parts: a static structure
representing the runtime configuration of the DUT and a simulation engine.

The static structure is derived from the class diagrams, while the simulation engine
is generated from the activity diagrams. Test scaffolding is added to EDUT to perform
failure checks (TDUT). Test cases are implemented on the TDUT and results are
reported by an observer class. Figure 14 illustrates an overview of this approach.

Figure 15 shows the activity diagram in the form of JAL specification for
addCourse operation of the RegistrarTerminal class and the related
partial class diagram. The corresponding EDUT is generated by combining informa-
tion from the class diagram and activity diagram. In addition to instances of classes
that are part of the test case, EDUT includes the following classes:

• SetOfC: Each instance of SetOfC maintains a collection of instances of class
C. The purpose of this class is to take care of association-end multiplicities.
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Fig. 14. Overview of the testing process.

• TFactory: This is a class that has public methods to create and destroy
instances of every class and association in the class diagrams.

Figure 16 represents the TDUT for the addCourse operation in Fig. 15. The
method _addCourse that is generated as part of EDUT is called from
addCourse. Lines 2–8 and 10–15 are inserted to check pre- and post-conditions
of the addCourse operation. The USE tool [17] is used to validate the objects’
configuration and pre- and post- conditions of each operation. Any detected violation
is reported as test failure.

Figure 17 shows a sample test case for operation addCourse. Test cases
are represented by an abstract class called TestDriver. The executeTest
is an abstract method in TestDriver which implements each test case.
For each test case, executeTest is implemented as a method within class
TestDriverImpl, which is a sub-class of TestDriver. executeTest
has two parts: a prefix to create the start configuration and a sequence of system
operation calls.

3.2.3 Testing Multiple DiagramTypes
Most existing testing approaches for UML designs provide simple static analy-

sis capabilities that can check model consistency. This can be done by validating
structural views (e.g., class diagrams) against invariants represented by OCL expres-
sions, or by validating behavioural views (e.g., sequence diagrams) against pre- or
post-conditions represented by OCL expressions. However, these approaches do not
validate dependencies between views. In other words, they do not address the problem
of revealing inconsistencies among behavioural and structural views.

Pilskalns et al. [33, 34] address this problem by introducing a framework to test
behavioural and structural aspects of UML designs by integrating the two views into a
single representation called Testable Aggregate Model (TAM)[33] (its earlier version
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Fig. 15. Partial DUT of Registrar System related to Add Course Scenario.



TESTING WITH SOFTWARE DESIGNS 87

Fig. 16. Partial TDUT generated for the addCourse operation.

Fig. 17. A sample test case.
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was called Object Method Directed Acyclic Graph (OMDAG))[34]. They provide a
framework to generate and execute test cases using TAM and to validate test results
by comparing them against OCL expressions.

The TAM is constructed by combining the behavioural information of sequence dia-
grams with the structural information of class diagrams. This aggregation of sequence
and class diagrams makes this approach different from [17] as it allows validation
of multiple types of diagrams at the same time, allowing for the effective testing for
cross-diagram defects. The approach consists of the following steps:

1. Build TAM using UML models.

(a) Construct a Directed Graph (DG) from each sequence diagram.
(b) Construct Class and Constraint Tuples (CCT) from class diagram and

OCL expressions.
(c) Combine DG and CCT into TAM.

2. Determine input model and generate test cases.

(a) Determine which attributes need partitioning.
(b) Partition attributes with domain analysis [7] to generate test cases.

3. Execute the tests.

(a) for each test:

i. record potential faults.
ii. validate test results.

Going back to our registration system example, Fig. 18 shows the sequence dia-
gram for a scenario where a course is added and then a course (which might be
different) is removed from the system. We will use this sequence diagram as an input
to demonstrate this methodology. At the very first step, a DG needs to be derived from
the sequence diagram. The construction of DG starts by traversing the first message
in the sequence diagram and creating its corresponding vertex. In general, if mi and
mj are two messages in the sequence diagram and vi and vj be the corresponding
vertices, an edge is added from vi to vj if it is possible to execute mj directly after mi.

ADG is represented by the tuple G = 〈V, E, s〉, where V is a set of vertices, E is the
set of edges and s is the starting vertex. A vertex in DG can be a simple vertex repre-
senting a message or a sub-DG representing a combined fragment, hence representing
several levels of abstraction. Combined fragments allow the developer to describe the
control flow of messages with conditions. In the context of [33], three kinds of com-
bined fragments are considered. These are option (i.e., ‘if’ statement), alternative
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Fig. 18. Example of sequence diagram.

(i.e., ‘switch’ statement) and loop. The loop fragment may contain a boolean guard
condition, as well as a minimum and maximum number of iterations.

The DG corresponding to the sequence diagram in Fig. 18 is represented in Fig. 19.
This graph has four Sub-DGs which correspond to the two alternative constructs.
Each sub-DG, vsub = 〈 [boolean, min, max], 〈V, E, s〉〉, is composed of a DG and a
guarded boolean expression. The boolean expression indicates the condition that must
be satisfied for sub-DG to be traversed and the min and max values indicate how many
times it should be traversed.Although the return messages of each function call are not
shown in Fig. 18, there is a vertex present for each of them in the corresponding DG.

In general, each message vertex, v, is defined by the tuple v = 〈o,m, lifeline,
ARGS,c〉, where o is an object calling m, m is the message, lifeline classifies an
object as new if it is being created, deleted if it is being deleted and exists otherwise.
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Fig. 19. Directed graph corresponding to sequence diagram of Fig. 18.

ARGS is a set of argument tuples and c the class name of the instance o. The ARGS
tuple is composed of 〈type, name, value〉, where the type is the argument type, the
name is the argument name and the value is any assigned value. For example, the first
vertex in Fig. 19 represents the message addCourse in Fig. 18. The calling object
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of addCourse is reg. The object registrarTerminal already exists.
The arguments for addCourse are courseName of type string, deptID
of type int and level of type int. Finally, the class name of the calling object
reg is Registrar.

Constraint Class Tuples (CCTs) contain structural and constraint information. Class
diagrams and OCL expressions are used to derive CCTs. OCL expressions contain
pre/post conditions as well as invariants. OCL invariants can represent association
and multiplicity information among classes. Constraint Class Tuples consist of a class
name, attributes from class and superclasses (if applicable), operations for the class
and superclasses and OCL information for both the attributes and the operations (e.g.,
pre/post conditions). A CCT of a class c has the form:

CCT(c) = 〈{〈ParentCCT 〉}, {〈Attribute〉}, {〈Operation〉}, {[invariant]}〉
where c is the class name, {〈ParentCCT 〉} is a set consisting of parent class CCTs

for each parent class of c, {〈Attribute〉} is a set of attribute tuples with constraints,
{〈Operation〉} is a set of operation tuples with constraints and invariant is a set of
constraints at the class level (e.g., number of instances). The Attribute tuple is defined
as follows:

Attribute = 〈attributename, attributetype, visibility, invariant, 〈CCT 〉〉.
The Operation tuple is defined as follows:

Operation = 〈name, returntype, visibility, pre_condition, post_condition,

〈Parameters〉〉.
Figure 20 shows an annotated CCT for the class Course. The final step in

building the aggregate model is to combine CCTs and DGs. This is done by replacing
class name c in the DGs with their corresponding CCTs. While CCTs and DGs are
being combined, static evaluation tests the consistency of methods and parameters.

Test cases consist of values for variables or attributes that enable traversing a path
in the TAM. Thus, variables and attributes that are present in conditional statements
constitute the input model. The set of values that they can obtain defines the input
domain. The following steps define the input model:

1. Identify the set of variables that occur in conditions.
2. Determine the range based on type of variable. Use one of the combinatorial

techniques in [7] to determine partitions and combinations of partitions.
3. Select test values based on the combinatorial techniques used in step 2.

Table VII shows the input model corresponding to the sequence diagram of Fig. 18.
The size of the complete test set is 3 × 6 = 18, but since many of the test cases are
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Fig. 20. Annotated CCT(course).

replicas of each other, we omitted those test cases. In general, in addition to ON and
OFF boundary values, a typical value needs to be included. Test execution traverses
the TAM using the generated test cases derived from the input model. To validate
the results, the changes to the system during test execution must be recorded. This is
facilitated by the use of an instance and trace table. The instance table keeps count
of the number of instances for each class. The trace table records each message, each
object and every attribute assigned values. The instance table is updated as execution
proceeds for the class type of the object as well as all of its super classes (if available).
For each conditional vertex vi attribute values are assigned and recorded based on
the executed test case. Tables VIII and IX show the trace tables for test cases T1 and
T2, respectively.

With the trace table and instance table, two types of faults can be revealed. The first
type is an OCL fault. It occurs when states recorded in the execution trace or instance
tables violate OCL constraints. Table VIII shows an OCL fault. This is due to the
OCL invariant that requires each section to have a capacity of at least one instead of
zero. The second type is classified as path fault, where a path may not be traversable
or may not exist. This can be caused by calling a private, abstract or non-existing
operation. An example of this kind of error is demonstrated in Table IX. This error is
caused because there is no path sequence to handle PHD course creation.

In addition to detecting OCL and path faults, the instance table can be used to
detect association end multiplicity violations. For example, Table X reveals this kind
of error. On the basis of the class diagram of the registration system, an instance of
Course should always be associated with one department. After the execution of
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Table VII
Input MODEL

Test Cases

Conditions Boundary T1 T2 T3 T4 T5 T6 T7 T8 T9

(level == MS) ON MS MS MS
OFF PHD PHD

(level == BS) ON BS BS BS
OFF PHD

(capacity ≥ 0) ON 0 0 0
OFF −1 −1 −1
TYPICAL 30 30 30

Table VIII
Trace Table for T1

Calling Object Operation Call Attribute Values

Reg addCourse courseName = “SE”, dep-tID = 1, level = MS
terminalWindow msCourse courseName = “SE”, dep-tID = 1
MsCourse addSection instID = 1, capacity = 0 (OCLfault)

Table IX
Trace Table for T2

Calling Object OperationCall Attribute Values

Reg addCourse courseName = “SE”, dep-tID = 1, level = PHD (Path fault)

Table X
Instance Table After

Execution of T6

Class Number

RegistrarTerminal 1
Course 1
Section 1
Department 0

T6, this constraint is violated. A suggested solution is to delete all courses associated
with a department before removing the department. Pilskalns et al. also provide a
prototype tool calledAdaptUML[23], which automates the test generation, execution
and validation.
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4. Conclusions

This chapter explored the existing approaches to test implementations against their
design, as well as testing approaches to test the design itself. Not surprisingly, most
work centered around the most commonly used UML design artifacts, i.e., Class Dia-
grams, Sequence Diagrams and State Charts. Some approaches either require or prefer
the use of OCL to diagnose inconsistencies, provide partial test oracles and locate
faults. Testing criteria have been defined for Class Diagrams, Sequence/Collaboration
Diagrams, and State Charts. We also provided a set of properties that reasonable
UML design testing criteria should exhibit. Many of the techniques on which we
reported are not (fully) tool supported. Some require information that is not included
in UML artifacts (e.g., partitioning of the input model for test generation purposes).
Most of the existing techniques provide testing methods for single types of UML
diagrams. Only one technique allows for cross-diagram analysis by combining struc-
tural and behavioural diagrams into one notation [33]. None of the testing techniques
goes beyond functional testing to evaluate other important design properties like
performance. Empirical and experimental validation of the techniques is extremely
limited.

On the basis of the current limitations of UML design testing, we recommend the
following:

• Include testing techniques that span a larger number of UML diagrams types,
including interfaces, components and phases (from business use case and analysis
models to deployment and implementation models).

• Provide more tools and increase the degree of test automation.

• Provide approaches that allow cross-diagram analysis by combining structural
and behavioural models to allow testing of more subtle interactions.

• Integrate multiple techniques for a more powerful approach. For example,
Pilskalns et al. [33] technique could be strengthened by combining it with the
technique of Trong et al. [38]. This would allow for actual test execution via the
JAL, instead of the more limited symbolic execution. It would also need less
OCL. Trong et al. [38] already make use of Gogolla’s tool [17].

• Extend testing to include assessment of performance, security, fault tolerance,
etc. Currently, a large body of work has been carried out to assess UML design
performance [3, 4, 6, 11–13, 25, 27, 32, 37, 42]. Similarly, there are papers on
assessing various security properties [5, 14, 20–22, 26, 31]. However, from an
evaluator’s point of view, it would be preferable if one did not have to work with
different representations for each type of analysis. Again, an integrated represen-
tation that can be analysed with different methods would make this task easier.
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Grassi et al. [18] suggest transforming a series of different design notations into
an intermediate model that includes a model extractor for each target analysis
(e.g., Petri net Analysis, Markov Processes, etc.). While this approach addresses
performance and reliability analysis rather than testing, it follows the same phi-
losophy as that of Pilskalns et al. [33], i.e., integrating different models for a
more powerful analysis.

• Provide more empirical and experimental evaluation. There are over 25 years of
testing technique experiments for code [19] including laboratory studies, formal
analysis, controlled experiments and field studies. Given that, existing techniques
used to test with UML designs are comparatively recent, we still have very little
evidence with regards to the nature of common faults in designs, their frequency
and the ability of the design test techniques to find them.
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Abstract
This chapter surveys pervasive computing with a focus on how its constraint
for transparency affects issues of resource management and security. The goal
of pervasive computing is to render computing transparent, such that computing
resources are ubiquitously offered to the user and services are proactively per-
formed for a user without his or her intervention.The task of integrating computing
infrastructure with everyday life without making it excessively invasive brings
about trade-offs between flexibility and robustness, efficiency and effectiveness,
as well as autonomy and reliability. While efficiency in resource management is
not the primary goal of pervasive computing, it should be considered in order
to best utilize a limited set of resources (bandwidth, computing, etc.) so as to
avoid congestion and creation of a visible and distracting bottleneck in the eyes
of the user. As solutions to efficiently manage the resources in a pervasive com-
puting environment, three techniques will be examined: the distributed caching
and sharing of data between mobile hosts, the broadcasting of services by public
service providers and the ability for mobile hosts to adaptively adjust the quality
of offered services. Likewise, security is often an afterthought in many computing
projects, though it should be of high consideration in a pervasive environment
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where users share public resources to operate on private data. Specifically, how
can a user be authenticated in this environment with minimal or no user
intervention? Solutions such as single sign-on via smartcards and biometrics
will be examined to carry out authentication in a pervasive environment. As the
feasibility of ubiquitous computing and its real potential for mass applications are
still a matter of controversy, this chapter will look into the underlying issues of
resource management and authentication to discover how these can be handled
in a least invasive fashion. The discussion will conclude with an overview of the
solutions proposed by current pervasive computing efforts, both in the area of
generic platforms and for dedicated applications such as pervasive education and
healthcare.
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1. Introduction

Pervasive computing explores the task of integrating technology with an environ-
ment, such that a multitude of computing devices are available to proactively perform
services for each user, thereby lightening the user’s workload. It has been pointed out
[1] that pervasive systems constitute the third wave in computing, after the main
frame era (one computer, many users) and the personal computer era (one computer,
one user). Pervasive computing is the next natural step in order to set a single user
in control of several computing elements. It should be noted that occasionally, the
literature has used the term ‘ubiquitous computing’ and ‘pervasive computing’ inter-
changeably. In this article, however, we are making a distinction between the two:
Pervasive refers to the invisibility and proactivity where the computer dissolves into
the fabric of the surroundings, while ubiquity refers to the availability. In other words,
ubiquitous computing facilitates a better pervasive computing.

In a pervasive environment, a user should always have access to computing
resources, whether the user is mobile or stationary; thus it is assumed that each user
is in control of a personal mobile device (e.g., a PDA or laptop). One’s device can
be used to connect to a multitude of resources: it can wirelessly tap into an access
point for connectivity to the global Internet; similarly, the device can tap into a local
access point for connectivity to a local network (e.g., a university or office network);
on the other hand, the device may not be able to tap into a structured network, but
may be able to join an ad hoc network of wireless devices in order to utilize those
resources.

As of the year 2007, the aforementioned forms of connectivity and resource
sharing are widely available. The field of mobile computing has provided some of the
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framework for pervasive computing, as mobile devices currently give users access to
computing resource at all times. Not only does pervasive computing require constant
access to resources, but it also requires that technology be seamlessly and invisibly
integrated into the lives of its users. Thus, the field of artificial intelligence must also
be employed, such that one’s mobile device can predict the desires of its user and can
independently carry out services for this user. This implies that a mobile device must
be aware of its surrounding context and must be able to locate and call upon remote
resources to carry out its user’s intent. Consequently, the field of distributed compu-
ting must be employed to provide techniques to divide out computations to remote
resources; this is especially important to a pervasive environment, as the environ-
ment consists of a variety of computing elements, ranging from powerful servers to
resource-constrained mobile devices.

These areas of computing can be adapted, fused and ameliorated to achieve the
goal of pervasive computing: balancing proactivity of services and transparency of
operation in order to saturate an environment with computing agents that automate
the trivial daily tasks of life (e.g., transferring one’s lecture notes from a PDA to a
workstation), leaving humans free to focus on the high-level tasks (e.g., delivering a
lecture). In other words, the focus of one’s action is intended to be the high-level task
rather than the technology.

Notwithstanding the availability of the required technology, true pervasive compu-
ting environments have not been realized, as only prototypes and theoretical designs
have been developed by the research community. A major open field is related to
the fact that pervasive computing faces the delicate issue of which choices can be
delegated to the system (in the form of local clients, neighbouring peers or a central
server) and which must be imperatively performed by the user. The goal of pervasive
computing is obviously to maximize the former and minimize the latter. This often
demands for smarter algorithms, architectures and technologies than those that are
presently available. In order to create a system that proactively issues tasks, yet
remains mostly transparent from the user, two broad-range issues, with ramifications
and follow-ons need to be addressed:

• The computing agents need to be able to predict the user’s intent based
on history and context awareness. Predicting a user’s intent implies that the
services performed for a user should be desired by the user. Thus, the system must
intelligently decide what services a user desires at each moment. For example, a
user commuting to work will want to know if there is traffic along his route, and
in this event he may need an alternate route. In the case where there is no traffic,
the user should not be notified. Therefore, the system should know to check for
traffic along the user’s normal route, and calculate alternate routes in the event
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of traffic and relay this information to the user, and in the case where there is no
traffic the user should not be bothered.

• A reliable way of integrating all the computing agents into a seamless entity
needs to be designed. The requirement for a transparent system brings about dif-
ficult questions and issues that need to be addressed. First, what is an appropriate
mobile device for a user? Should this device be a full-size laptop, capable of
running applications and providing standard I/O? Or should the device be a thin
client, which only provides I/O and outsources heavy computation to resource-
abundant machines? As more features are supported by a mobile device, more
resources are needed on the device, which implies a physically larger device. Yet,
a physically large device violates the transparency requirement. Ideally, these
devices would be wearable computers, implying that such a device can be carr-
ied as if it was a personal accessory, such as a wallet or wristwatch. Since a small
device lacks computational power and battery life, the device must outsource
its workload to more capable machines in order to provide the same features of
larger devices. Furthermore, the issue of security of operation, when combined
with the transparency requirement, raises additional caveats. First, the system
needs to be endowed with user authentication procedures that grant a sufficient
degree of security while at the same time retaining the invisibility feature of a
pervasive application. Second, only authorized agents should have the capability
of initiating processes for the user; a framework to scan and filter the available
services will then have to be integrated into the system.

In this chapter, we will focus on two issues that are crucial for the design of a
proactive yet transparent system, in which mobile devices outsource tasks and services
to remote machines. First, we will describe techniques for resource management in a
pervasive environment, considering a realistic assumption that the proactive issuing
of tasks may overwhelm the available resources and may bring about distraction to the
user. Second, we will present the issue of authentication and recognition of users and
services, again focusing on solutions that minimize the amount of human–machine
interaction but still provide the required level of security. We conclude our discussion
with the review of a spectrum of current pervasive computing projects.

2. Resource Management

As outlined in the Introduction, a reasonable strategy to reduce the computational
burden of small devices in a pervasive environment is to allow those clients to
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outsource their workload to larger machines. This outsourcing of work brings about
its own issues in the realm of transparency.

The machines that take on the outsourced work are known as surrogates.
A surrogate may be a standard workstation, a server-grade machine or even a
cluster of servers. A mobile device may outsource a computationally intensive
task to a surrogate through some type of remote procedure call. Thus, the mobile
device could act as a thin client, whereby the surrogate runs a user’s applica-
tions and the mobile device is only used for I/O. For simplicity, this article will
group all types of outsourced tasks under the label of services. Therefore, the
servers and surrogates processing the clients’ requests will be known as service
providers.

A main argument promoting the idea of pervasive computing is that computing
power is monetarily cheap, as the most powerful workstations of yesteryear (e.g.,
late 1990s to 2000) can be bought for a few hundred US dollars. These machines of
yesteryear are plentiful and can easily be set up as surrogates. While this is an easy
argument to make about the potential computing power of a pervasive environment,
one must also consider the number of users in this environment as well as the demand
placed on a surrogate by each user. In an urban or densely populated area, the number
of mobile devices requesting services may greatly outnumber the available surrogate
service providers, and the service rate of the providers may not meet the needs of the
users. Thus, the service providers may form the bottleneck in a pervasive environment.
The surrogate machines offering the services can be thought of as a public commodity;
therefore, it may be difficult to predict their load, and hence, difficult to provision
these resources.

While the cost to provision these resources as well as the efficiency of these
resources may not be the foremost goals of pervasive computing, there is rea-
son to address these concerns; the bottleneck may degrade the performance to
a degree where a user is annoyed by the high latency to perform a task. An
element of transparency is therefore lost, as the user becomes aware of the under-
provisioned and over-utilized system. Yet, provisioning the proper number of
resources may not be possible and the users may have to settle for the best-effort
provisioning.

Therefore, under best-effort provisioning, we will examine how resources can be
best allocated in order to minimize distraction to the user. However, this resource
allocation must not require users to micromanage their own resources, as this should
be done transparently from the user in a pervasive environment. Yet, this transparent
allocation must also provide users with the same level of satisfaction as if the users
were managing their own resources. This section will describe techniques to trans-
parently manage resources at the mobile-host level, as well as techniques to alleviate
the bottleneck at the service providers.
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2.1 Distributed Caching
One technique to alleviate the bottleneck and congestion at the surrogate level is to

distribute the workload of the surrogates among the mobile devices. This is not a novel
idea, as its application can be seen in decentralized peer-to-peer (P2P) file-sharing
systems. In a decentralized P2P system, the peers act as both clients and servers, as
they request and service queries. Regarding file sharing, a peer sends a request for a
particular file, and any peer who has a copy of this file can respond to this request
by sending the file to the requesting client. Thus, there is no central server to handle
requests, but rather, the clients themselves service each other’s requests. Therefore,
the workload is distributed among the clients instead of being concentrated at a single
source, which would act as a bottleneck.

Regarding a service-oriented pervasive environment, a user sends a request for a
common service from his or her mobile device to a remote server which handles the
request and provides the mobile client with the response. Common services could be
a request about the current weather condition or a request about the current traffic
pattern. In a centralized approach, all mobile clients would send these requests to
the same service provider. A provider would process a request by calculating the
most current state of the weather or traffic and relay this response to the requesting
client.

Distributing the load in a service-oriented pervasive environment is subtly different
than distributing the load in a P2P file-sharing environment. Files in a P2P system
are static, and as such, they do not grow stale. The same file can satisfy two requests
occurring at two different points in time. Whereas the data requested in a service-
oriented system is dynamic. Two requests for the weather at different points in time
(e.g., a few days apart) cannot be satisfied by the same response. Therefore, one must
keep in mind the idea of freshness of the data in a service-oriented environment.
For some services (e.g., weather and traffic requests), the service providers are the
only ones capable of producing fresh responses to the queries, as these machines are
connected to the weather centre or news centre via a local network or the Internet.
A mobile client, on the other hand, only has knowledge of the responses to its own
queries as well as those responses to the queries it overhears. It may overhear a query
if it is promiscuously listening to the wireless medium, or if the client is being used
to forward a query–response pair on the path between the client and server. For other
services (e.g., time of day requests), a mobile client may be capable of servicing
fresh data.

Thus, while a central server can be eliminated in the P2P file-sharing model since
the peers are capable of independently performing a service equivalent to that of the
central server, a central server cannot be eliminated in the service-oriented model.
The dynamic nature of the data in a service-oriented model suggests that clients will
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depend on a true service provider to obtain fresh data. A client providing a cached
response to a service request is not performing the equivalent service of the true source,
since the cache response grows stale over time. Thus, a pervasive environment must
incorporate true service providers and cannot distribute all the workload to the clients
themselves. A hybrid model is more appropriate, in which the true service providers
are used to service the clients demanding the freshest data, and the clients with cached
copies are used to service fellow clients who can tolerate stale data. The following
section details the advantages of this hybrid caching model.

2.1.1 Advantages of Caching in a Pervasive
Environment

The most obvious advantages of employing caching in a pervasive environment
are that the bottleneck at the service provider can be alleviated and the response time
for service requests can be decreased. The bottleneck is alleviated as requests are
dispersed away from the source and directed to the clients. Alleviating the bottleneck
lowers the congestion at the source and also lowers the source’s workload, which in
turn reduces the response time of a query to the source. More significantly though,
response time of a query can be lowered if a mobile client chooses to send its request
to another mobile device servicing cached data instead of sending this request to the
source. A mobile device serving cached data will be most likely be less congested
than the actual source and will also be geographically closer than this source. Thus,
response time is decreased due to the reduced congestion and a lower round-trip time.
However, the most significant advantage of caching is its scalability. As more clients
are introduced to the pervasive environment, these clients soon become servers of
cached data. Therefore, even though the demand for services will increase due to an
increase in the number of clients, the availability of cached data will also increase, and
thus, the increase in demand will be met by an increase in supply. One caveat when
the number of clients are increased is that as more clients exchange cached data, stale
data is propagated to more nodes and the lifetime of this stale data is increased. Stale
data propagation will be addressed later in this article, but first, a simple software
architecture for implementing a caching system in a pervasive environment will be
presented.

2.1.2 Software Architecture of a Caching System
In the protocol presented in [2], mobile devices act as both clients and servers,

requesting and responding to service requests. The software architecture of the pro-
tocol consists of three entities: Providers, Consumers and Information Managers. All
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three entities are housed on a user’s mobile device. A Provider process simply offers
a service, which it can provide to remote devices or to the local device on which the
Provider process is located. A Consumer process requests a service. Lastly, the Infor-
mation Manager is a process that manages all the Providers and Consumers within
a single mobile device and also communicates with the Information Managers of
remote devices. Figure 1 illustrates the communication between these entities.

In order to provide a service, a Provider will register itself with the local Information
Manager. The Information Manager will then advertise this service to all mobile
devices within its transmission range (i.e., one-hop neighbours) by broadcasting an
advertisement. When querying for a service, a Consumer will send its query to the
local Information Manager of the device. The local Information Manager will first
check a cache of queries, and if it has a cached response for the very same query,
it will respond with the proper answer. Otherwise, it will check the list of Providers
that are registered within this device in an attempt to satisfy this query locally. If no
local Provider is found within the device, then the query will be broadcast to one-hop
neighbours with the hope that a neighbouring device will have a cached response to
this query or will have a Provider who can answer the query. In [2], a broadcast query
is limited to one-hop as a means to regulate the flooding. As an alternative, one-hop
neighbours could subsequently broadcast the query further. However, broadcasting
a query aimlessly can easily congest the network, thus it is important to limit the
size of the flood. Rather than expanding the flood radius, a host whose query cannot
be answered by neighbouring hosts may, instead, send its query directly to a known
data source, such as a weather centre when attempting to obtain the current weather
conditions.
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Fig. 1. Communication scheme between Providers, Consumers and Information Managers.



108 M. WENSTROM ET AL.

2.1.3 Propagation of Stale Data
While having much in common with a decentralized peer-to-peer file-sharing

protocol, the aforementioned protocol [2] also resembles a proxy cache through its
use of cached responses. A proxy cache, or web cache, is located between the true
web server and a querying client. It can answer a client’s request by serving the client
a cached HTML page, instead of forwarding the query to the server. In the protocol
offered in [2], each Information Manager can cache queries and responses which
it overhears or forwards. If the Information Manager receives a query for which it
has cached a response, it will respond with this answer. As with a web cache, the
response to this query may be stale. In this situation, a trade-off has been made to
serve stale data in an attempt to shift some of the load off the service providers. In
[2], simple techniques to deal with stale data are offered. First, cached responses have
a timeout period, such that an entry is deleted after some period of time. Similarly,
instead of deleting an entry after a timeout, the Information Manager may re-query
for this service, as a means to update its cache with more current data. Unfortunately,
a re-query may result in the same stale data being sent by another remote device, and
thus there may be prolonged existence of the stale data in the system. These timeout
and update schemes are simple, but do not offer the user much control, nor do they
guarantee that fresh data will be received after a timeout. Implicit to the pervasive
goal, a user’s mobile device should be an unobtrusive tool, and as such, it must be
elegantly customized and tuned to its user. A user may require more than a simple
timeout to govern the updating of data. The user may want a certain level of freshness
when accepting cached data, and therefore, the user may wish to know when the
cached data was generated by the source. On the basis of the time at which the data
was generated, the user may wish to know the probability that the cached data is fresh.
The following section offers a different technique to combat stale data, in which the
user controls the level of freshness of the cached data that he or she receives.

2.1.4 Imposing a Quality-of-Service Metric on
Cached Data Objects

The previous sections have discussed the advantages of employing a caching system
to alleviate the bottleneck at the service providers; nevertheless, the issue of stale data
propagation remains a problem. In general, this issue concerning the spread of stale
or fresh data is known as data consistency. Some environments require a strong
consistency for cached data. For example, in a multi-processor environment in which
each processor has its own cache, the same data object may reside in multiple caches;
yet when any processor reads this object, this read must reflect the latest write to this
object. The requirement where any read must reflect the most recent write is known
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as strong consistency, and thus, stale data will never be read. In a multi-processor
setting, maintainenance of this condition is important to ensure the correctness of
an executed program. Relaxing this condition to a point where the latest read of a
data object may not return the value of the latest write yields a weaker consistency.
The caching protocol discussed in Section 2.1.2 assumed a weak consistency for data
objects, allowing the propagation of stale data. The problem of stale data can be
addressed by a technique described in [7]. While the offered technique was intended
for Internet caching, it is just as appropriate in the domain of pervasive computing,
as the service-oriented architecture of pervasive computing is similar to the service-
oriented architecture of most websites. This technique allows the user to adjust the
level of consistency for the requested data objects in order to meet one’s personal
needs.

It should be noted that maintaining a strict coherency between a data object at the
source and all cached copies of the object held at the clients is very time-consuming.
The classical cache coherency protocols come in two patterns: update and invalidate.
These require some service to manage a directory, which stores the list of locations of
all cached copies as well as state information describing the current access permissions
of the clients. In a pervasive environment, the number of clients will likely be too
large to manage such a directory. In addition, broadcasting (or multi-casting) the
invalidate messages, or the larger update messages, would congest the network with
great deal of overhead traffic. Moreover, connectivity to the mobile hosts in a pervasive
environment is not guaranteed. Thus, the invalidate and update messages are not
guaranteed to reach all of the hosts, and therefore, the coherency protocol would only
be best-effort. Settling for a controlled weak consistency is therefore an appropriate
solution in a pervasive setting.

2.1.5 Trading-off Consistency for ResponseTime
When servicing the requests in a pervasive environment where caching is permis-

sible, there is a trade-off between the consistency of the data served and the response
time. If a user requires strong consistency, then the request must go to the source
serving the data in order to ensure that this user receives the most recent copy of the
data (e.g., only the server in the weather centre can provide the most recent weather
conditions). If we reasonably assume that there is congestion at the main source, or
that the mobile client has intermittent connectivity to the source, the client will expe-
rience a high response time when querying this source. On the other hand, if a client
can tolerate a stale data object, then a cached copy of the object can be received from
one of many less-loaded, and possibly physically nearer, clients, thereby, reducing
the response time. In the technique introduced in [7], the user can decide, for each
data object, whether consistency or response time is important.
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Fig. 2. Quality-of-service domain.

The decision for consistency or response time is not a binary decision, but rather,
there is a continuous domain from which a user can select a point between strongest
consistency (high response time) and weakest consistency (low response time) for
a particular data object. In [7], this domain is known as a quality-of-service (QoS)
domain, and it is illustrated in Fig.2. Values in this domain represent the minimum
probability, between zero and one, that the data object received will reflect the latest
write to this object. By selecting a value of one, the user is guaranteeing with 100%
probability that he or she receives the latest version of a data object. By selecting a
value of zero, the user is suggesting that he or she is willing to receive any version
of the requested data object, no matter whether it is stale or fresh. By selecting an
intermediate value, say 0.3, the user is suggesting that he or she is willing to receive a
version of the data object where there is a 30% or greater probability that the received
object reflects the most recent version.

Users in a pervasive environment can set a QoS value for each service performed by
their mobile device. For example, on the one hand, an investment banker would select
a high QoS value for the service updating stock quotes. Only the most current quote is
important to the banker. On the other hand, a casual investor may set a low QoS value
for the stock quote service. Similarly, a golfer checking the weather at the course may
set a low QoS value for the weather service. The golfer may believe that the weather
does not change drastically within a day, and therefore a stale cached value would
be sufficient for offering the approximate temperature and weather condition. Yet, a
newscaster reporting on a tornado may require the most accurate weather condition
and therefore set a high QoS value for the weather service. Thus, a user must be able
to customize this setting for each service.

How can the system determine the probability that a cached object is fresh and
reflects the latest write? This probability depends on how often an object is updated
and on the time of the last update. To implement this, the source for a service would
maintain a table of entries, in which an entry is inserted after an update is made to the
data object. An entry to the table consists of the time between updates (the time from
the last update to the most recent update). An average can be calculated across these
entries to acquire the mean time between updates (MTBU) along with its standard
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deviation (STDVMTBU). The source would maintain the MTBU, STDVMTBU and
time-of-last-update values and would provide these to a client requesting its service.

A client will use these metadata values to determine the probability that cached
object is fresh and has not been modified. When receiving a request for a cached data
object, the servicing client can calculate the probability that the data object has been
changed since the time the object was cached. This assumes that the time-between-
update values follow a normal distribution pattern. The servicing client needs to first
calculate how much time has passed since the time-of-last-update. Using this value
along with the MTBU and STDVMTBU, the servicing client can calculate the area
under the normally distributed bell curve for this object (e.g., by integrating over the
probability density function or using a simplified statistical z-score table) to determine
the probability that the object has been modified (PM). Equation (1) describes the
probability density function (PDF) for the time between updates, where the indepen-
dent variable t represents the time since the last update. Figure 3 graphically illustrates
this curve. Once the PM has been determined, the simple calculation in Equation (2)
will determine the probability that the object has not been modified (PNM).

PDF = 1√
2π · STDVMTBU

2
· e

−(t−MTBU)2

2·STDVMTBU
2 (1)

PNM = 1 − PM (2)

Fig. 3. PDF for the time between updates.
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Before a request is satisfied, the requesting client should compare the PNM value
of a cached object to the QoS value set for this object. If the QoS value is less than or
equal to the PNM , then the request can be satisfied by the cached data. Otherwise, a
different servicing client can be sought, or the true source of the object can be queried.
It should be noted that the servicing client and requesting client may be one and the
same. Before a client uses an object in its own cache, it should calculate the PNM for
the object and compare it with its own QoS value for the object.

2.1.6 Alternative QoS Metrics
While the proposed method [7] achieves its goal by allowing users to customize the

quality-of-service level of their requested data objects, there are alternative metrics for
quantifying quality of service which may be more appropriate in a pervasive setting.
The offered QoS metrics should give the pervasive user control and flexibility, such
that the user attains high satisfaction and minimal distraction. The method discussed
in Section 2.1.5 uses freshness as the metric for calculating a QoS value. For services
reporting data such as stock quotes or breaking news, the freshness metric is well
suited for characterizing quality of service. The changes made to these types of data
are important and worth noting. Those individuals requesting these services expect
up-to-the-minute data, and thus, the current metric is fitting. However, for a service
such as the weather, the freshness metric might not be as fitting. A weather centre
may update the current temperature, pressure and wind speed every minute or even
every few seconds. Yet, most people do not require an up-to-the-minute report on the
weather. Thus, stale data is permissible here. This raises the following question: how
should a user set the QoS value for this service? Consider that the user does not mind
receiving stale data, as long as the data was generated within the last twelve hours. It
would be difficult for the user to set an appropriate QoS value for the object, if QoS
values are based on the probability of receiving fresh data. Even once an appropriate
probability value is found to satisfy this case, any change in the mean time between
updates or standard deviation will lead to change in the range of acceptable objects.

Therefore, the time an object was last modified may be a better quality-of-service
metric for some data objects; or an even more complicated metric could be devised
based on the payload of the data object. Again referring back to the weather example,
an individual typically only cares about significant fluctuations in the temperature.
Similar to the mean time between updates, a weather centre could record the mean
change in temperature and a user could select a QoS value based on this value. On
the days where temperature greatly increases or decreases, a user would require more
current data, and on the days where temperature is stagnant a user could accept older
data. Even within a single day, temperature may go through periods of change and
periods of consistency; for example, the temperature may greatly increase during the
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morning, remain stagnant during the afternoon, fall during the evening, and remain
stagnant overnight. Thus, even though the weather centre may update their temper-
ature reading every minute, a user may only require updates when the temperature
significantly changes (i.e., during the morning and evening periods). Therefore, to
offer flexibility and customization options to the users in a pervasive environment,
multiple QoS metrics should be available.

2.1.7 A Cache Replacement Policy
Query resolution based on the quality-of-service of cache contents brings about

the issue of a cache replacement policy. In [7], a technique is offered for replacing
objects in a client’s cache. This policy attempts to keep the most appropriate objects
in the client’s cache under the assumption that coherence is not maintained between
the cached object and the master copy. The issue of coherence changes the definition
of an appropriate object for caching between the context of a traditional system
and that of a pervasive computing environment. In a traditional system, coherence is
maintained, and therefore, when describing an appropriate object, spatial and temporal
localities are well-suited indicators of appropriateness. Traditionally, the least recently
used (LRU) policy is employed to take advantage of spatial and temporal localities
of objects. In a pervasive environment, spatial and temporal localities may still be
relevant, yet the opportunity for objects to grow stale should be considered in the
replacement policy as well. Objects that are frequently read by mobile clients and
infrequently updated by the service provider should be kept in cache, as copies of
these objects will remain fresh for a long period of time, and moreover, a client with a
cached copy becomes a suitable server for fresh data. On the other hand, those objects
that are infrequently read by clients and frequently updated by the provider should be
replaced, as these cache copies become stale quickly, and clients with cached copies
become poor servers for fresh data.

To create a cache replacement policy based on the previous definition of appro-
priateness in the pervasive environment, a second set of statistical values needs to
be maintained regarding the read history of a data object in order to find the mean
time between reads (MTBR). Using the MTBU and MTBR values, a Caching Quality
Factor can be calculated, as illustrated by Equation (3). This quality factor is a simple
ratio of the MTBU and MTBR. Each cached object will be ranked by this factor; the
higher the rank, the more appropriate an object is for caching. Thus, if a new object is
to be cached, it must have a higher Caching Quality Factor than the object currently
in the cache with the lowest Caching Quality Factor.

Caching Quality Factor = MTBU

MTBR
(3)
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2.1.8 Alternative Cache Replacement Policy
The cache replacement policy outlined in Section 2.1.7 keeps the freshest data

objects in cache, and as such, mobile clients become effective servers of cached data
to their fellow clients; however, clients in a pervasive environment should not be
concerned with serving others, but rather, be concerned with serving themselves.
The proposed policy [7] is intended for use in a web cache, where the purpose
of the cache is to benefit the global population of clients. A pervasive environ-
ment is slightly different in that the client itself is hosting the cache in order to
serve itself first and other clients second. Users in a pervasive environment have
the independence to manage their cache according to their wish. It can be assumed
that users are selfish, and therefore, they want a policy whereby a maximal num-
ber of their local requests can be satisfied from their local cache. Assuming that
users only accept objects that meet the aforementioned QoS setting, it can be
shown that the proposed cache replacement policy is not optimal for each user.
For example, if a user gives a QoS value of zero to an object which he or she
frequently reads, the user would not want the object to leave the local cache. There-
fore, even if this object has the lowest Caching Quality Factor, it should not be
replaced.

A better replacement policy would consider the number of reads one makes to each
object (as in the LRU policy), as well as the QoS value for each object, in addition to
the MTBU statistics. Using all these factors, a user can calculate if a cached object
meets his or her personal QoS setting. If an object meets the QoS value and this object
is frequently read by the user, then it should be kept, and otherwise it can be replaced.
Equation (4) describes an Alternative Caching Quality Factor in the range of [0, 1],
where FR is the read frequency as a percentage cache reads for this object, PNM is
probability that the object has not been modified, and QoS is the quality-of-service
setting. As long as PNM is greater than QoS, this factor is positive, indicating that
the cached object meets the user’s QoS requirement. When PNM is less than QoS,
this factor is negative, indicating that the cached object does not meet the user’s QoS
requirement. The greater this factor, the more appropriate an object is for caching.
Those objects which do not meet a user’s QoS requirement will have a negative
caching factor and will be replaced by objects which meet the user’s QoS requirement.
FR scales the factor such that an object meeting the QoS requirement is scaled up by
its read frequency (i.e., making it more appropriate for caching, indicative of an LRU
policy), and an object failing the QoS requirement is scaled down by its read frequency
(i.e., making it less appropriate for caching, since it is read often but fails the QoS
requirement).

Alternative Caching Quality Factor = FR · (PNM − QoS) (4)
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This alternative cache replacement policy is intended to be user-centric, as users
in a pervasive environment are independent, and as such, serving oneself is more
important than serving others. Thus, the alternative policy favours objects which meet
the individual user’s QoS requirements and are read frequently by the user. Consider
the aforementioned situation where a user sets a low QoS value for an object. The
object will remain appropriate for caching as long as the PNM for that object is greater
than its QoS. Thus, even when there is a low probability that an object is fresh, it may
be appropriate for one’s cache; and the fact that this low-probability object may not
be suitable to serve other clients is irrelevant to the selfish user. In addition, the selfish
user wants to retain in cache those objects which he or she frequently reads; and the
access patterns of other users are irrelevant. In summation, users are not altruistic and
should not base their caching decision on their ability to benefit others, but rather on
their ability to benefit themselves.

2.2 Broadcasting
As with distributed caching, the simple technique of broadcasting can be used to

alleviate the bottleneck and congestion at the service providers. The idea of broad-
casting is not unique to pervasive computing, nor is it unique to computing in general.
During a broadcast, one speaker delivers information to all the listeners in an area. To
apply this idea to a pervasive environment, consider a service provider broadcasting a
response of a query to all mobile devices within its wireless range. The mobile devices
in range could store a response if it may be of need to the user, or may ignore a particu-
lar broadcast. To extend this idea further, consider a service-provider broadcasting
data that has not been specifically requested, but there is a high probability that this
data is in demand by the mobile users. This is the idea behind the broadcasting of
analog radio and television. A listener does not request that a radio feed is sent to him
or her, but the listener just tunes into the frequency on which the desired station is
being broadcast.

The service-oriented environment offered by pervasive computing could benefit
from this basic principle of broadcasting. The benefits of broadcasting in a wire-
less setting have been advocated in [3], [4] and [6]. First, broadcasting scales well
to the number of users in a pervasive environment. Consider the example where
commuters wish to know the traffic report in their area. Whether there are ten or
ten million commuters, the service provider for the traffic report performs the same
amount of work when broadcasting this data. Not only does it scale to the number of
listeners, but broadcasting can minimize the workload of the service provider, as the
service provider only needs to broadcast a data object once in order to transmit it to the
listeners, as opposed to responding multiple times to individual queries requesting this
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identical data object. This same reasoning can be used to argue that broadcasting can
minimize the amount of bandwidth consumed. If a broadcast settles more than one
potential request for a data object, then it has saved bandwidth by sending this object
in one transmission, rather than multiple individual transmissions. Even if a broad-
cast only settles one potential request, bandwidth has been saved, as an actual request
did not have to be sent to the provider. These scenarios show how broadcasting can
minimize bandwidth and the workload of the service provider. Yet, if a broadcast
data object is not requested by any user, then the broadcast has wasted bandwidth
and wasted resources at the service provider. Bandwidth is the targeted resourced in
a wireless setting, as wireless bandwidth is much smaller than wired bandwidth, and
therefore it must be allocated more efficiently. Another subtle advantage of broad-
casting in a wireless setting is that battery-constrained mobile devices can reduce the
number of expensive wireless transmissions if they do not need to actively request
certain data objects.

2.2.1 Published vs. On-Demand Data Objects
In [4], techniques are presented to maximize the efficiency of broadcasting data

objects, and therefore minimize wasted resources. The context for these techniques is
a general wireless setting, yet the same ideas can be applied to the pervasive environ-
ment. Data objects, or services in the pervasive environment, are partitioned into two
categories: published and on-demand.Apublished object is one that is broadcast with-
out request, and an on-demand object is one that is only transmitted upon the request of
a user. There must be an elegant balance of objects between these types. If all objects
are broadcast all the time, resources will be wasted from the broadcast of those objects
that no user desires. Thus, only the most popular objects should be broadcast to mini-
mize wasted resources. In addition, the bandwidth allotted to published objects cannot
be so great as to limit the resources for those on-demand objects, thereby increasing
the access time for the on-demand objects. The constraints of the analytical model
[4] for allocating resources between the two object types are as follows: minimize
the number of transactions and minimize the access time for a data object. The first
constraint implies that a provider should publish as many high-demand data objects as
possible, in order to eliminate redundant transactions. The second constraint implies
that there should be adequate bandwidth allotted to the on-demand requests. Simi-
larly, there should not be too many published objects in order to give each published
item a fair share of the published bandwidth. It is apparent that providers benefit
from broadcasting via a reduced workload, but users in a pervasive environment also
benefit by means of a less congested network due to the elimination of redundant
transactions.
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In [4], the authors have modelled the access of data objects as a class-based
open-form queuing network. Each data object represents a class with its own arrival
rate of requests and service rate. Equation (5) shows the expected access time, t, for
any data object. It is defined in terms of the arrival rates, λi, for each of the n data
objects as well as expected access times, tbroadcast and ton−demand , for each group of
objects. There are k objects in the published group and n – k objects in the on-demand
group. Equation (6) is a simplified equation for expected access time for broadcast
data objects, where S is the size of an object and Bb is the bandwidth allotted to
the published, or broadcasted, data objects. It is simplified in that it assumes that
all published objects are of the same length, and there are no replicated objects in
the broadcast cycle. Thus, the expected access time for published objects is half the
cycle time of a broadcast. A more complete equation for the expected access time of
published object can be found in [4]. Finally, the expected access time for on-demand
objects, ton−demand , is described by Equation (7). It is defined in terms of the aggregate
arrival rate for on-demand objects, λd , and the service rate for on-demand objects,
μd . The service rate, μd , is further defined in terms of the bandwidth allotted to
on-demand objects, Bd , the size of a data object, S, and the size of a request, R.

t =
k∑

i=1

λi · tbroadcast +
n∑

i=k+1

λi · ton−demand (5)

tbroadcast ≈ k · S

2 · Bb

(6)

ton−demand = 1

μd − λd

(7)

μd = Bd

S + R
(8)

λd =
n∑

i=k+1

λi (9)

With basic calculus, Equation (5) can be optimized in order to minimize expected
access time. The optimized equation provides the optimal allocation of bandwidth for
on-demand objects, Bd , and published objects, Bb. Once optimized, the equation can
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be used to partition a real set of data objects into published and on-demand groups
by the following iterative algorithm:

1. All objects are initially categorized as on-demand.
2. The object with the greatest arrival rate of requests (i.e., most demanded) in the

set of on-demand objects is moved to the set of published objects.
3. The expected average access time for this configuration of objects is calculated

using the optimized equation for expected access time, and the time is compared
to some predefined threshold.

4. If the access time is less than the threshold, steps 2–4 are repeated.
5. Once the access time is greater than the threshold, the algorithm stops and the last

configuration to satisfy the threshold is used.

To further save bandwidth, one can batch the responses of on-demand requests [4].
This technique suggests that a service provider should not immediately respond to a
single on-demand request with a unicast response to the client. Rather, the provider
should wait for a small period of time with the hope that one or more identical queries
will be received within this time.After this waiting period, a single multi-cast response
can be sent to all clients querying for the same data object. This technique increases
the access time for the clients by imposing a waiting time. However, bandwidth is
saved whenever multiple requests can be satisfied by a single multicast. Therefore, a
trade-off exists between access time and bandwidth controlled by the waiting time.As
the waiting time increases, there is a greater chance for more requests to be received
and more bandwidth can be saved in the multi-cast, at the expense of a greater access
time for the pervasive user. This technique is a blend of the on-demand and published
realms, as requests are taken in an on-demand fashion, but responses are sent in the
broadcast fashion.

2.2.2 Broadcast Cells
In [3] and [4], there is insight into implementing a broadcasting system in a real-

world wireless setting. For a real-world implementation, geographical areas should be
partitioned into cells, whereby each cell has an access point for receiving on-demand
requests and for broadcasting published objects. Each cell should not necessarily
publish the same objects, but rather, each cell should publish the objects which are
of greatest demand in that geographical area. For example, in an airport, arrival and
departure schedules should be broadcast. In a grocery store, the current sale items
can be broadcast. Figure 4 illustrates this idea. To notify users of these published
objects, each cell must broadcast a directory, which describes a schedule for a time-
division multiplexing of data objects. A client can use this schedule to identify the
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Fig. 4. Partition of a geographical area into broadcast cells (adapted from [4]).

data objects it overhears, as the data objects are broadcast in the order detailed by
the directory. When moving between cells, there is no guarantee that the new cell
will be broadcasting the same data as the old cell. Even if two cells are broadcasting
the same object, the scheduling for this object may be different between the cells;
thus for a client to continue to receive a particular service as it moves from one cell
to the next, it must read the new directory to determine if the service is broadcast
in the new cell and when this service can be retrieved in the broadcast. It should be
noted that cells may overlap, and as such, the broadcast of one cell must occur on a
different channel(s) than is used by the broadcasts of overlapping cells. The concept
of multi-channel broadcasting is described in the following section, and the concept
of how overlapping cells can share the wireless medium will become evident.

Further, the idea of partitioning geographic regions into different broadcast cells
is appropriate in many real-world applications, as a person’s needs are dependent
upon his or her geographical location. One’s needs while at work in an urban centre
are quite different from one’s needs at home in a rural suburb; hence the need for
location-awareness and location-dependent services varies. To implement this idea,
an administrator of a cell could determine which objects are to be published in a cell,
or this set of published objects could be dynamically determined. The aforementioned
algorithm for deciding which objects are published and which remain as on-demand is
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applicable to the situation of dynamically determining the set of published objects in
a cell. Under the dynamic allocation, all objects would initially be cast as on-demand,
and a fixed number of the most requested objects would move to the published group
while maintaining some minimal access time threshold. One caveat of the dynamic
allocation is the determination of whether an object of the published group should be
removed or replaced after some period of time. Once an object is published, the arrival
rate of requests for this object will be low, as only those clients who have not read the
directory and are not aware of the published objects would send an on-demand request
for a broadcast object. Thus, it is difficult to determine how desirable each published
object is to the users when the arrival-rate-of-requests metric cannot be used. Yet,
even in the midst of this caveat, it should be obvious that dynamic determination of
the set of published object is the best solution to meet the needs of users, as these
needs vary region by region, day by day, and hour by hour.

2.2.3 Balancing ResponseTime and Power
Consumption

After decisions have been made as to which data objects should be broadcast in a
region and how the airtime should be partitioned into broadcast and on-demand time,
there are additional subtle issues which need to be addressed, such as how clients
locate requested data objects on a broadcast medium and the ordering by which a
client retrieves multiple broadcast data objects. These issues can be discussed in the
context of a single-channel or multi-channel broadcast. However, before these issues
are discussed, there are two goals which should be kept in mind when considering
solutions to these issues.

First, the response time for retrieving data objects should be minimized. This helps
maintain the distraction-free environment for the pervasive user. Second, the amount
of power consumed by the mobile host should be minimized. A mobile host has a
limited battery life, and therefore by reducing power consumption, the lifetime of a
mobile host is increased. The mobile host’s ability to switch between different modes
of operation allows it to save power. In active mode, the host can actively listen to
the wireless medium, whereas in doze mode, the host cannot listen to the medium
as its wireless access card is not in use. Therefore, the ideal way for a mobile host
to minimize power consumption is for it to only listen to the wireless medium when
it is receiving data objects that it desires. During the time when undesirable objects
are being broadcast, the mobile host should not listen and should go into doze mode.
Since the benefits of pervasive computing are lost when a user’s mobile device(s) is
powerless, battery conservation is essential. In addition, the frequent need to recharge
one’s mobile device creates distraction, which disturbs the seamless integration of
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technology with one’s life. In [6], techniques to address these issues of response time
and power consumption are discussed in the context of broadcasting.

2.2.4 Indexing
The first issue which will be discussed is known as indexing. Previously, it was

mentioned that a directory was to be broadcast along with data objects to describe the
ordering of data objects on the broadcast channel. An indexing scheme has the same
objective: inform the clients as to when a data object will be broadcast. An index for
a particular data object may be a hash of certain attributes of the data object, such
as a filename or URL. A client desiring a data object will first compute this index by
performing a hash of the appropriate attributes. Once computed, this index can be
used in a variety of ways in order to locate a data object on the broadcast medium.
This section will describe two such schemes for locating data objects: distributed
indexing and aggregate indexing. Either indexing scheme will benefit the pervasive
user by reducing the amount of power consumed by one’s mobile device, therefore
extending the battery life of the device. The point has already been made that one’s
mobile device is his or her connection to the pervasive computing world, and thus, it
is essential that these devices remain powered for a sufficient period of time without
recharging.

Under a simple indexing scheme, known as distributed indexing, an object’s index
is broadcast immediately before its associated data object. To retrieve a desired data
object, a client will listen to all the indices on the medium and when it hears the index
that matches that of the desired object, the client will retrieve the data object following
its index. What are the implications of this in respect to the two aforementioned goals?
Without any indexing scheme, the only items that are broadcast on the medium are
the data objects themselves. With distributed indexing, index objects are broadcast
along with data objects, and therefore, the length of the broadcast has increased. This
is illustrated graphically by Figs. 5(i) and 5(ii). A longer broadcast length implies
a longer response time. The trade-off for a longer response time is that indexing
allows for a reduction in the power consumption of mobile devices. A mobile client
only needs to listen to these short indices and the desired data objects; thus when
undesired objects are being broadcast, the client can save power by switching into
doze mode.

As an alternative indexing scheme, the individual indices for each data object can
be combined into an aggregate index. The aggregate index can be organized as a
serial list of individual indices, describing the order of broadcast data objects much
like a directory. The aggregate index can also be structured as a tree, which can be
searched faster than a list. The organization of the individual indices in the aggregate
index may not be of critical importance and will not be discussed further in this
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Fig. 5. Graphical representation of indexing schemes.

chapter; yet it is important to note that aggregate indexing can further reduce power
consumption with respect to the reduction achieved by distributed indexing. Under
the distributed indexing scheme, a client has to frequently tune into the medium to
hear each individual index, switching in and out of listening mode. Switching modes
require some power. By aggregating the indices, a client only needs to switch into
listening mode once in order to hear the entire index; thus, consuming less power.

Next, when should the aggregate index be broadcast? A simple solution is to broad-
cast this index once at the beginning of each broadcast cycle (see Fig. 5(iii)).Although
under this solution the broadcast length is the same as it is under distributing index-
ing, the average response time is worse. If a client has not yet read the aggregate
index, the client will have to wait half of the broadcast length, on average, before
reading the index. Then, the client will have to wait an average of half the broad-
cast length, again, to retrieve the desired data object. With distributed indexing, a
client only has to wait half the broadcast length for the desired index and data object
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(since these are always broadcast in sequence), but this decrease in response time is
at the expense of an increase in power consumption. Another option is to broadcast
the entire aggregate index m times throughout the broadcast cycle; this is known as
(1, m) indexing. Figures 5(iv) and 5(v) illustrate this indexing scheme with two dif-
ferent values for m. Here, the average waiting time for the index is L / (2m), where
Lis the broadcast length and m is the number of index replicas in the broadcast. The
average waiting time for the data object will again be half the broadcast length. This
solution increases the broadcast length, but reduces the response time in compari-
son to the once-per-cycle broadcast of the aggregate index. Power consumption is
the same as the once-per-cycle broadcast scheme as well. Thus, the (1, m) indexing
scheme is recommended in [6]. The (1, m) indexing is suitable for a pervasive envi-
ronment, since less power is required under this scheme in comparison to distributed
indexing scheme. Response time under (1, m) indexing is only slightly worse than
the alternatives.

Thus, when choosing (1, m) indexing as the appropriate indexing scheme, we are
assuming that it is more important to the users to extend the lifetime of their mobile
device than to experience a slightly lower response time when retrieving broadcasted
data. Due to the nature of the service-oriented architecture in a pervasive environment,
response time for broadcasted data does not seem to be critical. The mobile host is
expected to predict the user’s intent and to retrieve data that it believes the user will
want in the near future; thus, data will be ready for the user earlier than if the user were
to personally request such data. That is to say, users will not be actively waiting for
completion of services, due to the proactive nature of the mobile device in a pervasive
setting.

2.2.5 Broadcasting Over Multiple Channels
Another issue brought about in [6] which needs to be resolved is whether to broad-

cast all the data objects on a single channel, or to distribute the data objects across
multiple channels. Until this point, a single broadcast channel has been assumed. The
trade-offs of broadcasting over multiple channels will now be explored. The most
obvious gain from switching from a single channel to multiple parallel channels is
that the length of the broadcast cycle decreases. Assuming d data objects and c chan-
nels, each channel must only broadcast d/c objects. Consequently, a shorter broadcast
cycle implies a lower response time. Thus, as more channels are introduced, response
time decreases. This relationship is true when response time is used to describe the
time taken to satisfy a single request. Thus far, response time and power consump-
tion have been analysed under this single-request scenario. Analysis of the impact
of multiple channels with respect to these metrics becomes more complicated in a
situation where a client is requesting more than one data object. We must note that in
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a multiple-channel, multiple-request environment, response time describes the time
taken to satisfy all requests.

The main issue when expanding to an environment with multiple channels and
multiple requests is the possibility for conflicts. It is assumed that a mobile host
can only listen to one channel at a time and that switching of channels requires
some amount of time and energy. For simplicity, we can assume that each channel is
partitioned into the same number of equally sized time slots. Therefore, if two desired
data objects are broadcast during the same time slot on two different channels, a client
will have to retrieve one object during the first cycle, switch channels and retrieve
the other object during the next broadcast cycle. Even if objects are found in adjacent
time slots but on different channels (e.g., Object1 is broadcast on ChannelA in slot
ti, and Object2 is broadcast on ChannelB in slot ti+1), a client will have to wait for
a second broadcast cycle before retrieving the second object. This is due to the fact
that channel switching requires some amount of time.

How do channel switching and conflicts affect response time and power con-
sumption? By nature, switching of channels consumes power; therefore, power
consumption increases linearly as the number of channel switches increases. Response
time is not so much a function of the number of channel switches, but more a func-
tion of the number of conflicts. Yet, it is not as easy to classify the relationship
between response time and the number of conflicts. It is obvious that when a conflict
is introduced in a situation where there are only two requested data objects, response
time will increase because a second broadcast cycle will be necessary. Yet, when
conflicts are introduced in a setting where more data objects are being requested,
additional cycles may not be the consequence. Figure 6 illustrates these situations.
Fig. 6(i) shows how an additional broadcast is necessary when there is a conflict
between the only two requested data objects. Figure 6(ii) illustrates a more compli-
cated retrieval where multiple data objects are requested, and two passes are necessary
for the retrieval. Figure 6(iii) is an extension of the example from Fig. 6(ii), with an
additional sixth object in the retrieval. The sixth object is in conflict with the first data
object retrieved in the first pass. However, this sixth object can be retrieved during the
second pass, and therefore no additional passes were necessary to resolve this conflict.
The response time between 6(ii) and 6(iii) remains the same, even though a conflict
has been added. In general, conflicts increase response time, but this does not hold in
all cases.

It was shown as to how indexing could reduce power consumption at the expense
of a slightly longer response time in the case of a single broadcast channel; however,
in the case of multiple broadcast channels, indexing will lower both response time and
power consumption. Thus, it is obvious that indexing is beneficial to the pervasive
clients under a multi-channel broadcast. First, consider the case where indexing is
not used. A client must scan all broadcast channels sequentially to find the desired
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Fig. 6. Examples illustrating how conflicts affect response time.
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items. If the broadcast length is L time units and there are C channels, the full scan
requires LC time units. When indexing is used, the length of the broadcast cycle will
increase, but a full scan may be avoided. Consider the simple case where only one
object is requested. A client may read an aggregate index from ChannelA and skip to
ChannelD to read the desired object in the same broadcast cycle. Thus, scans through
the intermediate channels were avoided and response time is lower than it would be
under a situation where indexing was not used.

Therefore, for implementation in a pervasive environment, it is beneficial to imple-
ment multiple broadcast channels along with an indexing scheme in order to lower
the response time for service requests as well as reduce the power consumption of
the mobile device. However, the number of channels implemented in a real-word
pervasive environment depends on the resource availability. For a wireless medium,
the number of channels depends on the number of available radio frequencies. Ana-
logously, the bandwidth of a fiber network depends on the number of fiber cables
laid. It is obviously advantageous to increase bandwidth, yet the amount of fiber laid
depends on financial resources. This relates back to the motivating factor for this sec-
tion on resource management. Even if computing power and technological resources
are cheap, they are not endless; hence, resource management techniques are necessary.
To the point of broadcast channels, a maximal number of channels should be imple-
mented with respect to financial and physical constraints. Once the number of channels
has been determined, a (1, m) indexing scheme can be implemented on each channel to
describe the broadcast objects. As an alternative, one or more broadcast channels can
be solely dedicated to broadcasting indices, while the other channels broadcast only
data. Under this solution, the waiting time for an index is reduced, and hence, response
time for a data object is reduced at the expense of a dedicated index channel(s).

2.2.6 Retrieval Algorithms
This section will describe three algorithms for retrieving data objects on a multiple-

channel broadcast medium. While the details of these algorithms can be found in [6],
this section will only present the basic idea of each algorithm in order to find a
fitting algorithm for a pervasive environment. With each algorithm, it is assumed
that the client has read the aggregate index and knows the broadcast location of each
desired data object. Knowing these locations, the retrieval algorithms attempt to find
an optimal order by which to retrieve the objects.

The first, and simplest, algorithm is a Row Scan, where the term row is synonymous
with channel. Here, a client tunes into each channel, on which desirable objects reside,
for one pass of the broadcast cycle. During the pass, the client will retrieve each
desired object that is broadcast on the current channel. After one pass, the client
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Fig. 7. Row scan and next object access retrieval algorithms.

will then switch to the next channel on which desirable objects reside. Figure 7(i)
illustrates this algorithm. The Row Scan provides the client with a minimal number
of channel switches. It also requires minimal computation to determine the ordering;
a client simply uses the index to determine which channels are broadcasting desirable
objects, and sequentially cycles between these channels.

Second, there is a greedy algorithm known as Next Object Access. Under this
algorithm, a client begins by retrieving the first available object with respect to time.
It then continues to select the next earliest object which can be retrieved, no matter
in which channel that next object resides. Figure 7(ii) illustrates this algorithm. As
a greedy heuristic, it does not guarantee optimal performance. This algorithm will
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Fig. 8. Simulation results from [6] illustrating how response time varies with the number of requested
objects.

usually require more channel switches than a Row Scan, and at best, it will require as
many channel switches as the Row Scan. Thus, power consumption is greater under
this algorithm. Simulation results from [6], shown in Fig. 8, find that this algorithm
provides a lower response time than Row Scan when the number of requested object
is low and yields a higher response time than Row Scan as the number of requested
object increases. Figure 8 plots response time as the number of broadcast cycles
needed to retrieve all requested objects.

Finally, finding the optimal retrieval order of objects in a broadcast is similar to
finding the optimal order of cities to be visited in the classical traveling salesman
problem (TSP). The goal of TSP solutions is to avoid an exhaustive search through
all possible orderings of data objects. Simulation results, shown in Fig. 8, show
that TSP heuristics yield a lower response time than both the Row Scan and Next
Object Access algorithms. Furthermore, the number of channel switches under the
TSP algorithm will be greater than or equal to the number of channel switches of the
Row Scan algorithm; therefore, power consumption will not be improved compared
with the Row Scan.

Which retrieval algorithm is most appropriate for a client in a pervasive environ-
ment? Because users have different needs, the easy solution is to push this decision
to the individual user. A user could select some point between minimal response time
and minimal power consumption, and the most appropriate algorithm can be chosen.
This would be similar to the aforementioned technique for choosing QoS levels for
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cached data objects, presented in Section 2.1.5. However, regarding the retrieval of
broadcast data, the users in a pervasive environment would most likely value power
consumption and computational cost over response time. As argued in Section 2.2.4,
since a mobile device predicts a user’s intent and request services in advance, the
response time of these services is not crucial. Reducing power consumption, on the
other hand, is important to extend the battery life of a mobile device. In addition,
computational cost is important to the pervasive user. Given that a mobile device
independently performs services for its user, it is safe to assume that many services
and decision-making processes will be competing for computational time on a user’s
mobile device. Thus, the choice for a power-conserving, computationally simple algo-
rithm which sacrifices response time may be appropriate. The Row Scan algorithm
fits this description because it has the lowest computational cost and power consump-
tion and yields a response time that is close to that attained by the TSP heuristics,
especially when the number of requested objects is high.

2.3 Adaptive Fidelity
Another resource management technique which can help create a distraction-free

user environment is fidelity adaptation. The term fidelity is used to describe the qual-
ity of an offered service; thus, fidelity adaptation implies a dynamic adjustment in the
quality of a service in order to meet the current resource constraints. Lower fidelities
require fewer resources, while higher fidelities require more resources. Examples of
fidelity parameters include frame rate and resolution for a streaming video service.
In this example, a streaming video player may lower the frame rate or resolution if
bandwidth is decreased due to a congested network. If the bandwidth increases, the
frame rate and resolution can be increased. For traditional services, users can control
these fidelity parameters to meet their needs. A user may request low-resolution video
stream if his or her bandwidth is low, or may request a web page without images in
the same scenario to reduce the latency. In a pervasive environment, a user should
not be bothered about manually setting fidelity parameters each time resource levels
change. Micromanagement of fidelities takes away from the transparent user experi-
ence, in which technology is seamlessly incorporated into the everyday activities of
the user. Thus, the system must make dynamic decisions about fidelity without user
input. There are two questions which the system must answer when making decisions
on fidelity adaptation: How do different settings of fidelity parameters affect resource
consumption? What are the user’s preferences in terms of which fidelity factors to
adjust in a given situation? Section 2.3.1 will address the first question by presenting
a technique to determine resource consumption as a function of fidelity parame-
ters. Section 2.3.2 will address the second question by presenting a technique that
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determines the level of user satisfaction (i.e., utility) provided by a configuration of
fidelity parameters.

2.3.1 Modelling Resource Consumption as a
Function of Fidelity

Narayanan et al. have designed an empirical method for estimating resource con-
sumption as a function of fidelity. This method captures and logs resource usage levels
as well as the associated fidelities during the run of an application. On the basis of these
historical values, resource consumption can be modelled as a function of fidelity at the
expense of computation and storage overhead. As an alternative to this technique, an
analytical model can be used, whereby the application developers provide a function
for resource consumption in terms of the fidelity factors that their application offers.
Yet, it would be difficult for developers to construct a function that is generic enough
to apply to a variety of machines with different hardware configurations. In order to
tailor such a generic function to any hardware configuration, the function would be
to incorporate a sufficient number of input parameters that can be used to describe
the architecture and organization of any machine (e.g., processor speed and mem-
ory size are two such input parameters). Unfortunately, systems are defined by more
parameters than simply by clock rate and memory size. Other important parameters
include memory organization, processor organization, processor architecture, cache
hit rate and many more. These parameters all affect how resources are consumed,
but the incorporation of these parameters into a function is difficult. However, there
is no need for the empirical model in [5] to consider any of these parameters, as it
only uses historical statistics as its basis for estimating resource consumption. Thus,
its simplicity makes it a better choice than the complicated analytical approach. The
empirical approach can be applied to any application on any machine.

The empirical method implemented in [5] is broken into three phases: logging,
learning and an online phase. During the logging phase, a service is run at different
fidelity levels while the resource consumption is monitored by hardware and software
monitors. The learning phase uses the logged results to build an estimation function
for resource consumption in terms of multiple fidelity factors. For an inexpensive
computation, a linear regression is used to map the fidelity parameters (e.g., frame rate
and resolution) to the consumption level of a single resource (e.g., computation time
or bandwidth). At the end of the learning phase, each resource is estimated by its own
function. Initially, the logging and learning phases are performed offline. Thus, when
a user first uses a service, the logging and learning phases will have been performed,
such that during the online phase, the fidelity parameters of the service can be tuned to
meet the resource constraints. In order to tune these parameters, the current resource
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constraints (e.g., available CPU and bandwidth) become the input parameters to the
functions, and the maximum fidelity levels that satisfy these constraints are returned.

Equations (10) through (13) show an example of the set of functions determined
by the learning phase. In this example, the consumption of four resources is modelled
by four functions with respect to three fidelity parameters. During the online phase,
the availability of each resource will be monitored and will become the input to these
functions. The functions will be used to determine the appropriate levels of fidelity
to satisfy these resource constraints. Consider the case where Resource1 represents
bandwidth, and there is 10 Mbps of available bandwidth. Equation (10) will then be
fixed to 10 Mbps and solved to determine the configurations of the three parameters
(i.e., Param1, Param2,Param3) that can satisfy the constraint of 10 Mbps. Consider
that these parameters are frame rate, resolution and audio quality. There will be
multiple configurations of frame rates, resolutions and audio qualities that satisfy the
bandwidth of 10 Mbps. Which configuration is most appropriate? As the available
bandwidth decreases, should frame rate, resolution or audio quality degrade? In [5], it
is assumed that there exists a utility function that details a user’s preference between
fidelity parameters. Hence, the utility function may show that a user prefers a drop
in frame rate to a drop in resolution as bandwidth is reduced. The following section
will take a deeper look into techniques to estimate the utility functions of a user.

Resource1 = f1(Param1, Param2, Param3) (10)

Resource2 = f2(Param1, Param2, Param3) (11)

Resource3 = f3(Param1, Param2, Param3) (12)

Resource4 = f4(Param1, Param2, Param3) (13)

2.3.2 Modelling Utility as a Function of Fidelity
As part of Project Aura [9] at Carnegie Mellon University, an analytical model has

been developed to determine the configuration of fidelity parameters that maximizes a
user’sutility in thepresenceof resourceconstraints [8].Theanalyticalmodelefficiently
finds an optimal configuration of fidelity parameters for a service by considering a
set of service providers, a set of fidelity configurations for each provider and the
utility provided to the user by each configuration. For example, fidelity configurations
for a video player would be the pairs of frame rates and resolutions that satisfy a
given bandwidth. It is assumed that given a fixed resource level, it is possible to
find all the configurations of fidelity parameters which satisfy the resource constraint.
The functions constructed by the empirical technique presented in Section 2.3.1 can
providesuchconfigurations.Once this setofconfigurations isknown, theconfiguration
which provides the user with the greatest utility should be chosen.
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The proposed model calculates a single utility value for each configuration of
fidelity parameters. Utility assumes a value in the range of [0, 1], where zero implies
that a user is completely unsatisfied, while one implies that the user is completely
satisfied. The simplest way to map utility values onto fidelity configurations is to
have the user choose a utility value for every possible configuration. However, the
number of possible configurations can be undoubtedly large. For example, the set
of configurations for a streaming video player is the Cartesian product of the frame
rate and resolution offerings. Consider that the set of offered frame rates includes
20, 30 and 40 frames per second (FPS) and the set of resolutions includes the qual-
itative values high and low. The Cartesian product of these two fidelity parameters
produces the complete configuration domain shown in Table I. This domain grows
quickly when either the number of fidelity parameters is increased (e.g., adding a
third fidelity parameter of audio quality) or the set of offered values for a particu-
lar fidelity parameter is increased (e.g., adding 50 FPS to the set of offered frame
rates). To avoid this large configuration domain and its rapid growth, each fidelity
parameter can be considered independent from one another. Therefore, instead of
mapping a utility value to each configuration in complete configuration domain, a
utility value only needs to be mapped to each offering in the individual fidelity-
parameter domains. In our example, instead of mapping utility values to each of the
six possible configurations in the complete configuration domain, utility values only
need to be mapped to each of the three frame rate offering and to each of the two
resolutions.

For discrete fidelity-parameter domains, such as the ones presented in Table I,
a mapping table suffices to capture the mapping between utility and fidelity. These
mapping tables would need to be manually set by the user in a pervasive environment.
These could be set once in an initial offline setup procedure. The user would not
be distracted by such configuration decisions after the initial setup. For continuous
domains, such as the volume of an audio track, a mapping table cannot be used
since there are an infinite number of elements in these continuous domains. Instead,
a sigmoid function can be constructed to capture the relationship between utility and
fidelity over a continuous domain. Figure 9 depicts a utility function in the form of
a sigmoid function. The function asymptotically approaches a lower limit and an
upper limit. By knowing the range and the knees of a sigmoid function, a continuous

Table I
Discrete Fidelity-Parameter Domains

Frame Rate Domain {20, 30, 40}
Resolution Domain {high, low}
Complete Configuration Domain {(20, low), (30, low), (40, low),

(20, high), (30, high),(40, high)}
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Fig. 9. Utility function over a continuous domain.

function can be interpolated. Therefore, storing a utility function for a continuous
domain parameter only requires storing the two knee values, as the upper and lower
limits are known to be one and zero, respectively. Upon setup, a user needs to manually
determine the knees. These can be prompted to the user by asking him or her for the
domain value which is insufficient for the service (lower knee) and a domain value
which is good enough for the service (upper knee).

Equation (14) is the basic formula for determining the maximum utility over a
set of service providers and fidelity configurations within each provider. The inner
most term, F

wp
p (cp), is the aforementioned utility function for an independent fidelity

parameter. This function is either given by a mapping table or a sigmoid function.
The power term, wp, is a weight that denotes the importance of a fidelity parameter
to the user. This is also a manually set parameter in the range of [0, 1], where zero is
the highest weight and one is the lowest. This weighted utility value is calculated for
each fidelity parameter in a configuration and the results are multiplied together; the
resulting product will be between [0, 1]. This result denotes a user’s overall utility from
a single configuration offered by a service provider. A consequence of multiplying the
individual utility values together to form the overall utility is that if the utility received
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by a single parameter in the configuration is zero (i.e., completely insufficient), then
the overall utility will be zero and will indicate a completely insufficient configuration.
Finally, this product is then multiplied by the value, Fs, indicating a user’s preference
for the service provider. Again, this value is manually set by the user in the range of
[0, 1], where zero denotes that the provider is insufficient and one denotes that the
provider is completely sufficient. A user may prefer one service provider over another
due to some qualitative features of the providers which are not captured by the utility
function. For example, Emacs and Microsoft Word are both word processors, but a
user may prefer Microsoft Word over Emacs because of the formatting options offered
by Microsoft Word. The value, Fs, allows a user to express these preferences.

Maximum Utility = max

⎡
⎣Fs ·

⎛
⎝ ∏

p∈QoS Param(s)

F
Wp
p (cp)

⎞
⎠

⎤
⎦ (14)

When finding the maximum utility value, the work of an exhaustive search through
the configuration space can be reduced by implementing an elegant stop condition.
First, service providers are to be visited in descending order of their Fs values.
A utility value for each configuration is calculated and the greatest value is saved
as the current maximum. Before repeating this process for the next service provider,
the Fs value of the next service provider is compared with the current maximum
utility value. If the next Fs value is less than the current maximum, the algorithm can
be stopped, as the current maximum will be the global maximum. This is true because
the aggregate product term is upper-bounded by one, and therefore the overall utility
is upper-bounded by Fs for a service provider. Therefore, a service provider does
not need to be considered if its Fs value is below the current maximum. By visiting
the providers in descending order, it is safe to stop the algorithm once this condition
is met.

The proposed algorithm achieves its goal, but it has its limitations. The analytical
model offers a solution to find the configuration of fidelity parameters that offers the
highest utility. It is distraction-free during the online phase, but requires the user to
set: (i) utility values for the elements in the individual fidelity domains; (ii) weights
for each fidelity parameter; and (iii) preferences for each service provider. It makes
the assumption that by considering each fidelity parameter independently, the optimal
global configuration will be found. Finally, its early termination condition can only be
used if a user has different preferences towards service providers. When this condition
is used, the algorithm will only show a great improvement over an exhaustive search
if there is significant deviation in the preferences towards service providers. When
homogeneous service providers are considered, those for which a user has equal
preference, an exhaustive search must be performed. Therefore, while the analytical
approach may reduce the storage by assuming independence of fidelity parameters,
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it has not been proven that fidelity parameters should be interpreted independently.
Furthermore, the search time can only be reduced when there is enough deviation
between a user’s preferences towards service providers.

2.4 Conclusions
This section covered three solutions to the resource management problem in

pervasive computing: distributed caching, broadcasting and adaptive fidelity. One
motivating factor for these solutions comes from the fact that pervasive comput-
ing is intended to be service-oriented, and thus there is foreseeable congestion at
the service providers. Therefore, to prevent congestion at the service providers, the
solutions must be scalable with respect to the number of clients which are sending
requests to these providers. The techniques of distributed caching and broadcasting
were offered to alleviate this congestion in a scalable manner. A second motivating
factor for these solutions comes from the fact that many of the clients in a perva-
sive environment will be mobile devices, whose resource capacity is low. Resources
such as battery power, wireless bandwidth, CPU time and memory must be used
efficiently in order for the mobile device to provide the user with a distraction-
free experience. Realizing that the independent actions (i.e., service requests) made
by a mobile device may place a high demand on system resources, a technique
was offered to adaptively adjust the fidelity of the services in a manner that pro-
vides the user with the most utility. Resource conservation, specifically regarding
power consumption, on the mobile device was also considered when a choice was
made for the appropriate implementation for a broadcasting system in a pervasive
environment.

Distributed caching shows its scalability, which is obvious from the fact that clients
become service providers for cached data. As the number of clients increases, the
number of service providers increases as well. However, the caveat is that cached
data becomes stale over time. To combat stale data, a technique was presented to
allow users to select some quality-of-service level for the data objects they receive.
For some data object, a user may sacrifice response time to obtain the most recent
version of the object, or may relax the constraint for fresh data, thereby decreasing
the response time. The mean time between updates was the key metric in defining
quality of service.

Broadcasting proves its scalability, which is obvious from the fact that as the num-
ber of clients receiving broadcast data increases, the resources required to broadcast
this data remains the same, since the service provider does not process requests for
this data, nor does the provider need to transmit more data onto the network as the
number of clients increases. An algorithm was presented to partition the bandwidth
between broadcast and on-demand data objects, in order to minimize the access time
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of requests. Furthermore, the idea of indexing was presented as a solution to minimize
power consumption at the clients, with the only trade-off being an increased response
time under a single-channel allocation. As the number of channels increases, response
time decreases. It is necessary to implement a proper retrieval algorithm to acquire
all desired data objects in the face of conflicts. In a pervasive environment, the choice
for a retrieval algorithm as well as for an indexing scheme depends on the trade-off
between power consumption and response time. By slightly sacrificing the optimal
response time, indexing can be implemented to greatly decrease power consump-
tion, and the Row Scan retrieval can be employed to offer the minimal number of
channel switches. Since one’s mobile device is intended to issue requests without
user interaction, response time is not crucial, for the user will not be actively wait-
ing for each issued request. The effect of power consumption on the battery life of
the mobile device is important, with the goal being to prolong the usage time of the
device. Thus, a small increase in response time is worth a larger decrease in power
consumption.

Finally, the adaptive fidelity technique is capable of effectively managing the
resources of a user’s mobile device. In a service-oriented pervasive environment,
it is foreseeable that many applications will compete for the limited resources on the
mobile devices, resulting in high utilization, which will degrade the performance of
the individual applications. The presented technique for adaptive fidelity monitors
the resource usage and adjusts different fidelity factors of each application according
to the current resource constraints and predefined user preferences. When a resource
such as bandwidth becomes constrained, applications will lower their dependence
on this resource by adjusting appropriate fidelity factors, such as the resolution of
received images. By predefining preferences to each fidelity factor, the user will not
be distracted with on-the-fly decisions to increase or decrease the load on resources
in order to better the performance; these decisions will be made behind the scenes,
transparent to the user. This solution is fitting for a pervasive environment, since it
prevents the user from being distracted by an over-utilized system and also shifts the
decision-making responsibility of adjusting fidelity factors away from the user and
onto the system.

3. Security

The concept of an environment saturated with computing agents that seamlessly
interact with one another as well as with human users lends itself to many poten-
tial exploitation hazards. Security measures will be required in order to guarantee
the integrity of operations; however, the authentication overhead must be limited to
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ensure seamless interaction. Two main identification issues have been recognized and
addressed in the literature [11]:

1. User identification: the computing environment needs to be aware of the
identity of each user in order to properly handle access to data and services.
The smoothness of the identification protocols is particularly critical when
synchronizing and transferring data across multiple platforms.

2. Service identification: users need a method to check that a particular service
is trustworthy before engaging in its use. This prevents malicious services,
which may be disguised as trusted services, from infecting a mobile client with
malware or viruses. It also gives the user a sense of comfort and confidence
when calling a service, such that the intended service is the one that is actually
called.

Although they are both related to the common area of minimal-overhead security
maintenance, these two tasks are very different in nature and need separate treat-
ment. We will address strategies for user and service identification in the next two
sections.

3.1 User Identification
The field of user identification is one of the unresolved issues in the context of com-

puting services, and many secure solutions have been elaborated. First, it is appropriate
to distinguish between user authentication, where the user claims an identity and the
system verifies the validity of that claim, and user recognition, where the system
proactively identifies a user (usually based on physical features) without any action
on the user’s part. User authentication can be further divided into two categories:
knowledge-based (i.e., the identity claim is validated on the basis of some informa-
tion provided by the user, usually a password or a PIN) and token-based (i.e., the
identity is confirmed through the possession of a token, which can be anything from
digital keys to smart cards).

Quite obviously, user recognition is conceptually more appropriate to the perva-
sive idea of a smart environment than user authentication, as the user will not need to
undertake any distracting action to gain access to desired services. However, recogni-
tion is computationally more challenging than authentication, in that the system will
have to compare the user’s features against a potentially large database of identities
in order to determine if the presented features match any stored entry. Authentica-
tion, on the other hand, only requires the comparison of presented information (i.e.,
username and password) against a single database entry in order to determine if the
presented password matches that of the stored password for the presented username.
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This distinction implies that the relative efficiency of authentication with respect to
recognition can only be determined on a case-by-case basis, establishing which of
the two (the user-initiated process of authentication, or the waiting time to search a
database in recognition) is more bothersome for the user. In the next two sections, we
will examine two user identification methods: token-based authentication and bio-
metric recognition. We will compare and contrast the two approaches and describe
the respective benefits and limitations.

3.1.1 Token-based User Authentication: Kerberos
Protocol with Smartcards

In the effort to strike an optimal balance between low computational complexity
(and therefore transparency) and security of operations, secure hardware has promi-
sing features. It provides secure storage for highly sensitive information (such as
the user’s cryptographic keys) and also offers the ability to perform cryptographic
operations in hardware, thereby allowing for efficient and transparent authentication
strategies. The user is not responsible for the initiation and execution of authentica-
tion protocols, since the secure hardware contains all the necessary information to
complete the authentication in an independent manner.

One possible strategy that has been proposed involves the integration of
Kerberos V5 with a smartcard [10]. In order to understand the role played by the
secure hardware, let us first examine an ordinary Kerberos authentication:

1. As a preliminary step, all users and services need to have a long-term crypto-
graphic key registered with an Authentication Server.

2. When a registered user wants to login to a particular service, it will send the
Authentication Server a request for an initial ticket to connect to the Ticket
Granting Service. The Authentication Server will then provide a session key
encrypted with user’s long-term key.

3. The user will receive the session key, decrypt it and use it to request a ticket from
the Ticket Granting Service (TGS) in order to connect to the desired service.
The Ticket Granting Service will now return a session key encrypted with the
initial Ticket Granting Service key, rather than the user’s long-term key.

Kerberos thus provides two layers of indirection in order to limit the use of the
user’s long-term key, therefore increasing the security of this protocol. Short-term
session keys are used to encrypt the communications between the user and service
provider. Due to the volume of transactions encrypted with a short-term key, these
keys are susceptible to be being discovered by an eavesdropper. Yet, a discovered
key only allows the eavesdropper to listen to a single session, as these keys change
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session by session. The long-term key is used in very few transactions, preserving its
security. However, two issues remain unaddressed:

1. The long-term key will have to be used occasionally, since the session keys from
the TGS are only temporary. Furthermore, the encryption/decryption operations
will be performed on the user’s workstation, which is not necessarily a secure
place.

2. In order to guarantee a sufficient level of security, the long-term key will have
to be protected by a safe password, which the user will have to enter every time
the key is required. In a pervasive scenario, this might result in an excessive
burden on the user.

In [10], an authentication method is used where the user’s long-term key is stored
in a smartcard. All the encryptions and decryptions are performed by the card, which
guarantees the security of operations (addressing the first problem) and eliminates the
need for a user password (addressing the second problem), in that all the information
necessary to login is securely stored in the card.

Note that this process will of course still suffer from the drawbacks of token-based
authentication methods; above all is the risk connected to the token’s misplacement.
Whoever possesses the smartcard can authenticate as the smartcard’s owner. However,
simply introducing PIN-activated smartcards, at the expense of a little user interaction,
might ease the problem.

3.1.2 User Recognition: Biometric Applications
The basic working principle of biometric recognition can be summarized as follows:

1. A photometric sensor detects the user and converts the relative information into
a digital form.

2. The digital information is then processed by a feature extractor, which isolates
the traits which are relevant to the recognition process.

3. The user’s features are then compared against a template database. The result
of the comparison will return the user’s identity or a no-match.

The first step of biometric recognition poses the question: which human character-
istics should be used in the detection process? Ideally, these characteristics will have
to satisfy two conditions: (i) the trait will have to be unique and non-reproducible, in
order to unambiguously identify a user and avoid system circumvention and (ii) the
information should be easy to acquire and acceptable on the user’s end, since a tech-
nology that is invasive (like a retinal pattern read) or has criminal reminiscences (such
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as fingerprints) may be unwelcome to users and may disrupt an otherwise seamless
environment.

There are currently several biometric sensors on the market and under develop-
ment. Biometric sensors can be used to recognize facial features (using optical or
thermal techniques), as well as a human iris, written signatures, fingerprints and hand
geometry. Facial thermography proves to be perfect solution, for it satisfies the two
aforementioned requirements, as it is resistant to forgery and is least invasive. A ther-
mographic sensor will detect and map the temperature distribution on the user’s face.
Since the blood flow pattern seems to be unique to each individual (and also hardly
modifiable through surgery), the identification is highly secure. The features are also
relatively easy to acquire.

The second and third steps of biometric recognition bring about a different aspect of
identification, namely, the computational cost and performance.As mentioned earlier,
one of the fundamental requirements of a pervasive environment is the transparency
of operations; not only should tasks be performed with minimal (if any) user inter-
vention, but their execution should also be as invisible as possible. The process of
matching biometric features against a template should therefore carry a computational
complexity that does not exceed a small fraction of the system’s resources.

As a last remark, note that security and invisibility are two conflicting objectives,
in that increasing one will necessarily degrade the other. This is well expressed in
Fig. 10, which shows the False Match Rate (FMR) – False Nonmatch Rate (FNR)
plane. FMR represents the probability of erroneously detecting a match (i.e., when the
matching procedure is not restrictive enough, due to computational limitations such
as the pervasive requirement for invisibility), while FNR represents the probability
of failing to detect a match (i.e., when the matching procedure is too conservative,
as in situations where security is of utmost importance).

Different applications will result in different trade-offs between FMR (computa-
tional simplicity) and FNR (security). A high-security access application will have
very restrictive matching rules, whereas applications where a match is missing is
undesirable (like criminal identification and forensics) and will have a high FMR at
the expense of FNR. Determination of a pervasive environment’s collocation on the
graph is an open problem that requires careful examination of the computing capa-
bilities of the system, the sensitivity of data and applications in the system’s domain,
and the details of the identification process (complexity of feature extractor, size of
user template etc.).

When compared to the solution provided by secure hardware, biometric recognition
offers a solution that is more transparent and resistant to forgery. At least for the
type of identification described in this section, the recognition process is completely
invisible and hassle-free. However, the present level of the biometric technology is far
from the ideal, exploitation-proof condition that is required for a secure application.
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Most Liberal

Most Conservative

Fig. 10. Optimal set in the False Match Rate–False Nonmatch Rate plane. These two objectives, which
represent, respectively, the computational simplicity and the security associated with a recognition method,
are conflicting, and cannot be maximized simultaneously. An appropriate trade-off between FMR and FNR
depend on the goals and requirements of each specific application (image adapted from [11]).

Feature extractors will also play a fundamental role in determining how secure and
computationally expensive the process will be.

On the other hand, smartcards are not associated with any of the previous issues
related to pattern recognition. The identification is performed in the traditional, well-
established cryptographic key methods, which are not associated with FMR and FNR
issues. However, the use of smartcards is less invisible than biometric recognition
and will always be subject to the risk of misplaced or stolen cards, even in the case
of password-protected cards. While the risk of false identification with biometric
systems is likely to be reduced by the constant improving technology, the risk of false
impersonation due to fraudulent card possession will be very hard to control.

3.2 Service Identification
A similar, yet distinct, security issue that is inherent to pervasive systems is the

integrity of the services available to the user. In the pervasive scenario, the user does
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not initiate jobs; instead the jobs are proactively launched based on user preferences,
history and context. Therefore, it makes sense to provide service identification in addi-
tion to user identification. In other words, the system will have to be endowed with
an authenticating structure that filters out possible fraudulent services and restricts
job initiation capabilities and data access only to those services that have been
authorized.

Similar issues are already present in the area of network systems, where users
are constantly faced with the task of locating services (such as printing or storage
services), verifying the trustworthiness of these services and submitting a query to
those trusted services. Many different methods for service lookup and discovery have
been proposed in the past [13] [15], with philosophies and designs that are fitting
to the pervasive idea. Such architectures usually involve the existence of discovery
and authentication servers, which mediate the interaction between users and services
by providing information about service capability, service authentication and user
authentication. In most cases, they will invoke the participation of other actors, such
as additional certificate databases that physically hold the required information. The
structure helps users search for particular services and verify their identity. At the
same time, services will broadcast their presence and capabilities within the net-
work, with the possibility of filtering (or customizing) the set of amenities offered to
each user.

Similar types of network architecture, presently used to manage and secure the
use of distributed computational resources in the standard sense (users initiating pro-
cesses), can finally be adapted to pervasive system by letting the services, rather than
the users, control the execution of tasks. The missing link necessary for the last step
is represented by the integration of intelligent devices with the above architectures,
i.e., the capability for storing the user’s profile and performing pattern recognition on
the present context. In the following section, we will discuss the secure Ninja Service
Discovery Service (SDS) architecture [13].

3.2.1 Secure SDS with Ninja
The Ninja architecture is based on five classes of agents:

1. The users (clients)
2. The services
3. The SDS servers
4. The Capability Managers
5. The Certificate Authorities

Each SDS server governs its own domain, which comprised a number of agents
from the other four classes. Domains are organized in a hierarchical fashion, allowing
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for easy scalability in case of overload; whenever a SDS server is unable to handle
all the services and broadcasts in its domain, it will start a new child SDS server that
will take over a sub domain. The following shows the interaction between the main
entities:

• Each SDS server sends authenticated messages over a global multi-cast chan-
nel, which includes a description of the domain itself, descriptions of services
registered in the domain, the multi-cast group address for each service in the
domain, the address of the Certificate Authority and the address of Capability
Manager.

• Each service is responsible for registering itself with a live SDS server (who
multi-casts their presence via periodic advertisements). This implies that when
a SDS server crashes, a service under this server is responsible for regis-
tering itself with a new server; this ensures some degree of fault tolerance.
A service periodically multi-casts its service descriptions (using authenticated
and encrypted messages) to its SDS server as well as clients in its multi-cast
group.

• Each client submits its queries for services to the SDS server responsible for its
domain. The server will then reply with a list of matches corresponding to the
client’s query, the available resources and the user’s privileges. It is assumed
that there is trust between the clients and the SDS server, such that the client
can trust that the service descriptions received by the SDS server are accurate.
However, this does not imply anything about the functionality or correctness of
the services; it simply verifies the descriptions of the registered services. The
client can then choose a service from list and join the multi-cast group on which
this service is being transmitted.

The core of the security framework of SDS is contained in the encryption of all
messages between the system’s entities, especially between servers and services.
The use of asymmetric encryption would be the best choice for all encryptions, but
efficiency requirements (which play an important role in simple network systems,
and even more so in pervasive environments) suggest that a hybrid symmet-
ric/asymmetric method would be best. Therefore, the service multi-casts follow
the three-segment format illustrated in Fig. 11. The first part of the message con-
tains the sender ID. The second part, ciphered with the SDS server’s public key,

Sender ID Ciphered Text (containing symmetric key) Payload (encrypted with symmetric key) 

Fig. 11. The format of a service broadcast.
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contains several pieces of information (again the sender ID, the destination, etc.)
along with a symmetric key that can be used to decipher the third, and largest, por-
tion of the message, which is the actual payload. Thus, computationally expensive
public-key decryption is only necessary to obtain the symmetric key, while compu-
tationally cheaper symmetric-key decryption can be done on the larger payload. This
reduces the decryption overhead while at the same time securing the messages against
eavesdropping.

In addition to encryption, the system implements a global authentication proce-
dure to guarantee the integrity of the associations between the system components
and their public keys. In other words, security against fraudulent identities must be
guaranteed not only by encrypted communications but also through authentication of
the endpoints. This is the role of the Certificate Authority and is accomplished in two
steps:

1. The Certificate Authority collects certificates from the various system
components.

2. Clients can query the Certificate Authority for a certificate to assess the validity
of a public key associated with a service.

Since the keys and the certificates are public, the service of a Certificate Author-
ity would not require computationally expensive encryptions when in operation (as
the Certificate Authority only performs the signing of certificates offline) and there-
fore would blend well with a pervasive system where thin agents with low latency
responses are a priority.The only requirement for implementing a CertificateAuthority
is that it must reside on a secure server.

The last component in this architecture is the Capability Manager, which stores
the lists of clients’ privileges in order to determine which user has access to which
services. This greatly simplifies the amount of user interaction needed for each single
query, since the SDS servers will prompt the Capability Manager for possible access
restrictions, instead of asking the user to authenticate. In addition, the user is only
returned a list of matches which he or she is authorized to use; all other services are
effectively invisible to the user.

Let us consider the example structure in Fig. 12 depicting an SDS that manages
resources in a computer science building. The hierarchy comprises four SDS servers,
which can either be responsible for the administration of a specific physical location
(such as the ‘CS Hall”, ‘4th Floor’ and ‘Room 443’ servers) or for the control
of certain services (like the ‘Systems’ server). In this figure, solid lines represent
one-time communications, while dashed lines represent the system’s various periodic
broadcasts. One-time communications include the Remote Method Invocations by
which each server can generate additional servers, as well as the clients’ queries
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SDS Server

“4thFloor”
SDS Server
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Capability
Manager

Client

Fig. 12. The structure of a SDS architecture: dashed lines indicate periodic broadcasts, while solid
ones represent one-time communications. Lines marked with (1) are the authenticated server connections
between a server and its offspring; lines marked with (2) represent the authenticated client connection;
lines marked with (3) are the service broadcasts and lines marked with (4) are the server broadcasts (image
adapted from [13]).

for services. The periodic broadcasts include the periodic server broadcast that
disseminate the information about the server domain and the service broadcasts that
publicize the available facilities.

From a pervasive perspective, this architecture provides an infrastructure that
satisfies the demand for a transparent, yet trustable, provisioning of services. The
identification of services is assigned to the SDS servers, which keep track of their
identity (which has been verified by a Certificate Authority) and only share with the
clients the existence of those services with trusted identities. All a client needs to do is
submit a service query to the server, and the resulting matches will be, by construction,
already authenticated. As an aside, the structure provides the additional benefit of a
straightforward organization of the user’s privileges through the Capability Manager.
Lastly, it should be strongly noted that the level of trust guaranteed by this architecture
is only as strong as the trust between a client and the Certificate Authority and the
trust between a client and the SDS server.
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In order to incorporate this architecture into a pervasive system, an additional step
is required to eliminate the need for explicit queries for services made by the user,
transferring this task to the control of the mobile device itself.

3.3 Conclusions
This section has presented a set of available tools and platforms to address security

issues in the specific context of a pervasive environment, i.e. in a system with strong
constraints on transparency and minimal user distraction. The issues of identification
have been separated into two categories: user identification and service identification.
Furthermore, user identification has been partitioned into authentication and recog-
nition, and each has been reviewed in order to offer a spectrum of different (and
possibly, complementary) identification mechanisms which realize different degrees
of security and transparency.

Finally, we have described a model service identification architecture equipped
with a selective discovery protocol that not only prevents unauthorized users from
using the available resources but also prevents them from detecting those services
to which they have not been granted access, increasing both the efficiency and the
security of the system in a context-adaptive fashion.

4. Current Projects

As a realistic illustration of the challenges posed by resource management and
security requirements, as well as the practical solutions that have been devised over
the years, we present here a few projects that are currently under way.

The applications of pervasive computing span the entire spectrum from generic,
multi-purpose distributed computing to the implementation of specific services like
home automation or pervasive healthcare. An extensive list of ongoing projects is
shown in Table II. This section will focus on a selected group of these projects,
including:

• Multi-purpose systems providing proactive services to the users: MIT’s Oxygen,
Carnegie Mellon’s Project Aura and Berkeley University’s Smart Dust all belong
to this category.

• The Pervasive Continuous Curriculum (PCC) project from Pennsylvania State
University [14] andAULAfrom University of Castilla investigate the application
of pervasive systems to academic issues, such as the administration of classes
and the design of individual curricula.
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Table II
A Sample of Current Pervasive Computing Projects Based

on Category

MULTI-PURPOSE SYSTEMS

Oxygen (MIT, [16])

Aura (CMU, [17])

(Berkeley, [18])

Spectacles (Johannes Kepler Universität Linz, [19])

PerComp (Federal University of Campina Grande, [20])

Application SuperNetworking - All-IP (University of Oulu, [21])

Particles (University of Munich, [22])

Mundo (Technische Universität Darmstadt, [23])

MOBIUS (European Mobius consortium, [24])

OTOGI (Waseda University, [25])

ACAMUS (Kyung Hee University, [26])

LOCAL (University of Minho, [27])

Disappearing Computer Initiative ([28])

EDUCATION

PCC (PSU, [14])

AULA-IE (University of Castilla - la Mancha, [29])

HEALTHCARE

MyMD (MIT, [30])

Context Aware Health Monitoring (University of Technology, [31])

Abaris (Georgia Institute of Technology, [32])

TMBP (Denmark Centre for Pervasive Healthcare, [33])

Centre for Pervasive Healthcare, [33])

UniCare (Imperial College, [34])

HOME, OFFICE AND URBAN AUTOMATION

LiveSpaces (University of South Australia, [37])

FlexHaus (Fraunhofer Institut SIT, [38])

SSLab (Keio University, [35])

SmartLab (University of Deusto, [36])

Interactive Workspaces (Stanford University, [39])

Cityware (Imperial College et al., [40])

Shared Worlds (University of Limerick, [41])
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• Medical services: the projects MyMD (from MIT) and TMBP (Centre for
Pervasive Healthcare, Denmark) provide a framework for healthcare monitoring.

• Smart environments naturally lend themselves to home, office and urban automa-
tion applications. Existing projects propose the implementation of pervasive
devices at several different scales, spanning from the automation of daily home
tasks (like powering on/off the lights or operating appliances) to the concept of
connectivity and service provision as integral components of urban design and
architecture.

4.1 Multi-Purpose Systems
One of the founding ideas of pervasive systems is the concept of a single user

served by a multitude of computing agents, which saturate the environment in order
to monitor the context, predict the user’s intent and offer a wide range of services
(ideally, all services that are necessary to the user and do not require his or her
interactive participation) in a proactive fashion. A vast number of current pervasive
projects deliver a generic framework for the provision of services, from a simple
weather forecast update to more complex business transactions. In this section, we
will describe two such frameworks: MIT’s Oxygen and Project Aura from Carnegie
Mellon University.

4.1.1 Transparent Security with Oxygen
Traditionally, the interaction between humans and computers has required humans

to learn and adapt to the logic and working principles of the specific machinery at hand.
Conversely, the Oxygen project orbits around the idea of bridging this interaction by
teaching computers to communicate in a human-friendly manner, supplying the user
with service-providing agents that completely mask the underlying technology. This
framework involves three principal entities: Users, Devices and Networks:

• Users: the human clients, and main focus, of the system. In other words, the
computational platform provides a set of technologies that enable the user to
automate tasks, network with other users, and communicate information in a
completely natural and transparent fashion:

◦ Automation: low-level actions are represented by basic automation objects,
and user technologies include scripting tools capable of manipulating these
objects and constructing arbitrarily sophisticated actions from the basic
building blocks. The objects can be physical (which can include per-
ceptual devices, temperature or light sensors and power switches among
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others) or virtual (which comprise software agents and daemons capable
of processing information and making decisions). As an example, a set
of physical objects could be combined in a script specifying user prefer-
ences such as indoor temperature, light and sound levels, computer screen
resolution, preferred font size and so forth; this script could then be run
whenever the user enters a building or a computer lab, allowing him or her
to concentrate on high-level tasks rather than on adjusting the environment
settings.

◦ Collaboration: the system also provides a platform that keeps track of the
interactions between users, using context-aware agents to classify the content,
the properties and the parties involved in each specific collaboration instance.
This information is then passed to the global system to provide collaboration-
related services, such as teleconference infrastructure, scheduling of meetings,
and collaboration in database management.

◦ Knowledge access: data can be produced, searched and shared among users
with the aid of the knowledge access subsystem, equipped with semantic search
capabilities and tools for extensible data representation and acquisition. The
Haystack platform [42], the Semantic Web [43] and the START language [44]
are all components of this subsystem.

• Devices: the entities responsible for detecting the user’s intent and providing the
appropriate services. They can be portable or embedded in the environment.

◦ Users are provided with Handy21s (H21s), i.e. handheld devices that are
associated with a specific user, rather than with an environment. The hand-
helds provide continuous connectivity for the users wherever they are, at
any time.

◦ Vehicles, buildings and public spaces are assigned one or more computing
agents called Enviro21s (E21s). These are responsible for the provision of
services that pertain to the given environment, such as receiving and sorting
telephone calls within a certain building or delivering travel information and
driving directions in a user’s car.

A visual representation of these two categories is illustrated in Fig. 13, showing
the implementation of devices in a given environment: the space is pervaded by
several Enviro21s (for instance, one in each room of a building); in addition,
the mobile devices Handy21s move across the domain communicating with the
relevant Enviro21s and between each other, as appropriate.

• Networks: the infrastructure that establishes connectivity between users and
devices. The networks (N21s) can dynamically reconfigure themselves to provide
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Fig. 13. A typical oxygen environment, with fixed devices embedded in each section (for instance,
each room of a building) for the provision of room-related services such as controlling the appliances and
guaranteeing the access to a certain set of users only. Handheld devices move through this structure com-
municating with the ambient devices and between each other, and negotiating all the low-level procedures
that are required by each action, thereby absorbing most sources of user distraction.

the interconnection between subsets of computers, also referred to as collabora-
tive regions. Networks also play a fundamental role in the discovery of services by
mobile agents. When a user enters a new smart space, the user’s handheld device
will automatically explore the surrounding environment, through the provided
network, and record the available services for future use.

Oxygen thus provides a realization of several of the security techniques described
in Section 3. For ordinary operations, the system resorts to a token-based method
of authentication. The tokens are, in this case, the handheld devices H21s, which
are furnished with the capabilities to authenticate the users with the surrounding
services, eliminating the need for any other type of access control (the system is also
endowed with a Discovery Service architecture responsible for resolving the service
requests). Furthermore, the token-based authentication can be combined with more
secure identification methods (such as fingerprint identification implemented on the
H21s) for those specific applications that require an increased level of protection,
such as bank transactions or access to sensitive information. In addition, the H21s
can be instructed to identify each other, in order to form a collaborative region, i.e. a
self-organized set of mutually authenticated users who may share data or have access
to specific services. The routing infrastructure is provided by Chord [45], a scalable
framework for peer-to-peer overlay networks.
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4.1.2 Project Aura: Resource Management by a
User Proxy

Project Aura from Carnegie Mellon University is a pervasive platform based on
the concept of a personal aura, i.e. an abstract representation of the user’s intent
and preferences, which facilitates the user’s mobility by taking control of all the
migration-related duties [17].

In particular, the project addresses four types of causes of user distraction due to
heterogeneous computing infrastructure: (i) a migration to a different environment,
as the user moves between different locations and chooses to transfer the pending
tasks across devices; (ii) a change in available resources, as network connectivity
and/or computing power fluctuation due to time-varying system load; (iii) a change
in the executing task, due to a change in the user’s task priority; and (iv) a change
in the context, which requires the suspension of prior tasks and the inception of
new ones.

Ideally, the user proxy plays the role of a coordinating entity that decides on the
services to request, on the quality-of-service that can be considered acceptable and
on all the other issues related to the aforementioned distraction sources. The system
architecture comprises four components:

• The Task Manager, or Prism, constitutes the user proxy. Prism resorts to a plat-
form independent description of tasks, treated as high-level, conceptual objects
rather than just as a collection of specific applications. This allows the system
to be more aware of user intent (e.g., denoting one’s action as ‘editing a text
document’ as opposed to ‘using Microsoft Word’) and to easily migrate the tasks
between different platforms.

• The Service Suppliers provide the service wrappers for the specific environment
they reside in. The Suppliers will respond to an abstract service request (such as
‘editing a text document’) by invoking the specific application (e.g., Microsoft
Word) present in the current environment. This is the system component that
targets the heterogeneity of computing environments by encapsulating all appli-
cations with the required capabilities in one high-level wrapper. The other system
components do not need to be aware of these details.

• The Context Observer monitors the physical context, passing the relevant infor-
mation to the other units in charge of the migration of tasks. The Context Observer
is, for instance, responsible to detect when a user leaves a specific environment
and joins a new one.

• The Environment Manager plays the role of a domain coordinator, monitoring
the available resources and organizing the users’ requests.
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Fig. 14. The outline of Aura’s architecture.

Every environment is equipped with an Environment Manager, a Context Observer
and an instance of Task Manager for each user in the environment. The environ-
ment also contains Suppliers for each available service, which is registered with the
Environment Manager through a XML-based feature description system. A pictorial
representation of the system interactions is provided in Fig. 14.

Project Aura represents a solution to the resource management problem that relies
on a complex unit (the Prism) making smart decisions based on context and user
intent.

4.2 Dedicated Systems
The concept of computing agents that permeate the environment has also stimulated

work in the realm of specific applications, such as education, healthcare, unmanned
vehicles and home automation.

Quite understandably, predicting user intent and preferences in a dedicated environ-
ment is simpler than it would be in a generic environment, as the system architecture
can be tailored to the specific properties and constraints of the application at hand. In
other words, it is feasible to trade some of the flexibility of multi-purpose systems for
simple and accurate prediction of user intent. We will now describe two application-
driven scenarios, illustrating how some of the issues of non-specialized frameworks
find here a natural solution.
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4.2.1 Pervasive Education
The task of curriculum design in collegiate programs is an elaborate, often time-

demanding procedure that involves evaluating the student interests, establishing the
required corpus of knowledge or expertise needed for a specific degree and avoiding,
to the largest possible extent, duplication of material across courses.

There is a conspicuous list of issues connected with such a task:

• Curriculum development and access tools:

◦ To each degree, it is necessary to associate a set of modules that constitute the
essential, indispensable core of knowledge for that specific curriculum. This
set should also be as uniform as possible across different institutions, in order to
guarantee that the same denomination is indeed affixed to the same educational
path; this is particularly suited to computer science and engineering degrees,
but can be extended to other areas.

◦ On top of the standardized core, each student can build a collection of individ-
ual subfields of expertise. The selection of the appropriate units involves the
interaction between the student, his or her academic advisor, and the faculty
members offering course modules in related areas. This process presupposes
the existence and availability of relevant, up-to-date information, and the
ability to process this information efficiently.

• Teaching practices: The course offering itself should present a similar degree
of flexibility and 1-1 interaction between parts. In the first place, class syllabi
should be fine-grained to allow individual students to only select the topics which
they have not yet learned. Ideally, the granularity should eventually be so fine
that the degree consists in a continuous knowledge acquisition rather than a
discrete course-based learning process. Second, interactive methods should both
facilitate the course offering and increase classroom participation, making sure
the student’s progress is fed back directly into the system.

It is apparent that the advances obtained in the area of database management, learn-
ing structures, distributed computing, mobile agents and pervasive systems provide
a feasible solution to many of these issues. As an example, the Pervasive Continuous
Curriculum (PCC) project constitutes an effort to collect the relevant technologies
emerging in these fields in order to construct a pervasive education framework. The
platform includes three sets of components:

• The set of instructors, I

• The set of students, S

• The set of courses, C.
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The members of each set and their interactions are realized on the backbone
provided by the Pervasive Information Community Organization (PICO) framework
[14], which consists of software agents (called Intelligent Delegates or delegents) that
can self-organize into dynamic communities with the purpose of sharing data between
one another, processing different sources of information, and making context-aware
decisions. For example, as a course is scheduled within an academic program, a course
delegent Dc is created, which holds information about the course syllabus and records
the student delegentsDs that are created for each student that registers for the course.
The Ds will perform extensive checks on each student’s background to determine
whether he or she meets the prerequisites to attend the class and whether the class
contents match the student interests and/or satisfy the chosen degree requirements.The
Ds will also interact with the instructor’s delegent Di to create an effective 1-1 learning
scenario, where individual questions and difficulties are addressed on an adaptive, per-
sonalized basis. An illustration of the system’s components and interaction is shown
in Fig. 15.

4.2.2 Pervasive Healthcare
In this section, we will describe how a pervasive system can offer continuous health-

care monitoring for patients with critical medical conditions. Quite understandably,
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Fig. 15. A model of the interactions involved in course administration using a computer science course
in algorithms as an example.
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the delicate issues involved in patient treatment demand for a strict set of constraints
regarding the system’s quality-of-service and, to some extent, privacy and security.

One such system is MyMD, a project developed at MIT [30]. The platform is
composed of five entities:

• Sensors, which monitor the patient’s vital signs

• Sensor proxies, in charge of combining and coordinating the readings of all the
different sensors

• A real-time streaming database, for fast access to the patient’s history (both for
reading and updating purposes)

• Storage capabilities, to provide database support

• Communication facilities to promptly issue alerts and provide emergency
directions

The realization of this architecture poses several challenges within the domain of
resource management: the medical devices will need to be portable yet autonomous
entities, capable of performing their task with minimum energy consumption. The
system will also have to constantly, proactively monitor the network conditions in
order to predict possible failures and promptly effectuate the transition to alternative
procedures in case communication is lost.

4.3 Conclusions
In order to provide a realistic sample of the features and requirements for the imple-

mentation of a pervasive system, we have reviewed a sample of ongoing pervasive
computing projects, along with their strategies to tackle the challenges described in
Sections 2 and 3.

Acrucial element in this scenario is represented by the following inherent challenge
to pervasive systems: while dedicated applications come with intrinsic and well-
defined notions of the minimum quality-of-service and security levels necessary for
safe operation, generic platforms required by pervasive environments must be more
flexible to satisfy the heterogeneous requirements of the clients, service providers and
intermediate networks.

5. Final Remarks

Pervasive computing is the third generation of computing in which many computing
devices, of different shapes and forms, concurrently serve the individual user. Much
of the groundwork for pervasive computing, with respect to hardware, is already
present, such as wireless networks, powerful mobile devices and an abundance of
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workstations and servers. Furthermore, many traditional theories and algorithms are
applicable to pervasive computing. Yet, there is an important property of pervasive
computing which requires these traditional hardware and software elements to be
modified; it is the requirement for a transparent integration between the user and the
computing resources. Services must be performed for the user in a least-invasive,
distraction-free manner. A possible resource bottleneck at the surrogate servers, who
act as service providers to multitudes of mobile devices, may disturb the users’ inter-
action in the pervasive environment. In addition, the constant need to authenticate
oneself with different services in the environment can obstruct the user’s interac-
tion. This chapter presented ways to smoothen this interaction and to maintain a
distraction-free environment.

Regarding resource management, the techniques of distributed caching, broadcas-
ting and adaptive fidelity were offered. Distributed caching and broadcasting allevi-
ate the bottleneck at the service providers. Distributed caching spreads the workload
across the mobile devices, while broadcasting eliminates the need to process redun-
dant requests and transmit redundant responses. Both techniques scale well and
are therefore suitable for a large-scale pervasive environment. Since mobile clients
become mobile servers with distributed caching, as more clients enter an environ-
ment, the increased client demand will be met by an increase in server availability.
In addition, the spread of stale date in a caching environment can be thwarted by
imposing some quality-of-service guarantee on the data received. With regards to
broadcasting, the resources consumed in a broadcast are independent of the number
of clients, thus implying the scalability of this technique. Moreover, the power of a
mobile host can be conserved when an indexing scheme is integrated with a broad-
cast, and the response time for a request can be decreased as more parallel channels
are introduced. Furthermore, to efficiently utilize the limited resources of a mobile
device, an adaptive fidelity technique can be implemented to dynamically adjust the
fidelity of services in a manner which yields the greatest utility under the given set
of resource constraints. The presented techniques for adaptive fidelity are suitable
for pervasive computing as they offer portability and limited user distraction. Since
resource consumption can be modelled empirically, regardless of the architecture and
organization of a machine, this aspect of an adaptive fidelity algorithm can be ported
to the diverse assortment of machines in a pervasive environment. By considering
fidelity parameters independently from one another with respect to their offered util-
ity, less setup is required from the user and less storage is required for these settings,
thus, limiting the interaction from the user and limiting the storage requirement on the
resource-constrained mobile device. With sufficient resources in the available service
providers as well as in the mobile clients and communication network, these resource
management techniques would not be necessary; yet for a realistic implementation
of pervasive computing, resource management techniques should be employed to
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compensate for an under-provisioning of resources and to allow for a distraction-free
environment.

We have also discussed how multiple security issues must be addressed before
pervasive systems become a trustable environment to perform important tasks. In the
first place, the identities of the system’s clients need to be verified in a way that is both
secure and transparent. While the integrity of the system operation is naturally a non-
negligible concern, the pervasive philosophy brings about an additional, conflicting
priority: to minimize distraction to the user, allowing his or her focus to remain
on the high-level tasks. The design of valid identification strategies that integrate
themselves with the seamless ensemble of pervasive components is an extremely
complex task. Token-based authentication with smartcards and biometric recognition
have been discussed and contrasted against each other in order to present a profile
of the complications involved. In addition, the idea of a smart environment initiating
processes on behalf of the user demands for an additional identity check: the services
and the service providers themselves will have to be authenticated before they can be
integrated with the system. We have discussed an architecture that provides service
identification without placing any additional burden on the user’s workload. Before a
similar type of organization becomes effective in the pervasive context, the concept
of users querying for services will have to be replaced with the concept of processes
initiating services based on the situation and on the user’s preferences and history.
Drawing upon the field of artificial intelligence to supply the groundwork for context-
aware devices will provide this last step towards the third generation of computing.

As a practical counterpart of our analysis, we have reviewed a few current attempts
to achieve a safe yet transparent pervasive operation, commenting on the many
different strategies and designs.
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Abstract
Radio Frequency Identification or simply RFID has become an integral part of
modern computing. RFID is notable in that it is the first practical technology to
tightly couple physical entities and digital information. In this survey, we cater
to the computing professional who is not familiar with the specifics of RFID,
which we discuss in the context of supply chain management, its most popular
application. We begin with a primer on supply chains, with particular reference to
the relationship between efficiency and information flow. We recognize universal
identification with bar codes and electronic data interchange as the two princi-
ple computing technologies that have played a central role in the optimization
of supply chains. We then discuss RFID and supporting network technologies
and identify their novel features and capabilities. We proceed by examining the
performance improvements in supply chain management due to RFID and dif-
ferentiate between different levels of tagging. We explore consumer applications
and services using item-level RFID in particular. Such applications not only offer
novel opportunities for business but also raise important social and policy chal-
lenges primarily related to privacy protection, which we discuss in more detail.
We conclude by exploring how European law is attempting to address the new
issues arising from the use of RFID and look ahead at the challenges encoun-
tered when computing with RFID before it can be made an effective end-user
technology.
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1. Introduction

Several authors would have you believe that RFID is the greatest information
technology innovation: it will deliver cheaper, better quality and safer food for the
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global market; it will simplify the manufacturing of cars and airplanes; it will save the
environment by allowing every single product to be recycled; it will save human lives
by preventing medical mistakes; it will make the world a safer place by averting acts
of terrorism; it will do away with counterfeiting, especially of drugs; and of course
it will spark the next computing revolution by creating the Internet of Things. Few
computer technologies have sparked such excitement.

In this survey, we attempt to separate fact from fiction and develop an understanding
of RFID based on evidence and the experience gained through field implementations
of this technology. A common theme will be RFID as the catalyst for change in
business information system implementations due to its capability to intimately link
physical and digital assets and establish relationships that can be processed auto-
matically without need for any manual intervention. For this reason, and despite its
relative simplicity, RFID has found numerous applications. Its influence is nowhere
more pronounced than in the supply chain, where its popularity has been growing
rapidly. There are already several very large-scale deployments of RFID within this
sector, which often also takes a leading role in the development of RFID technology.
RFID in the supply chain and its extensions in consumer services will also be at the
centre of our discussions.

We structure this discussion as follows: first we introduce the basics of supply chain
management and the role that computing plays within it. Then, we provide an analysis
of RFID technology in this context and identify the role that it can play to provide
novel information sources that significantly enhance its efficiency. Yet, the use of
RFID in the supply chain has unintended consequences, especially when objects are
tagged at the item – rather than the container – level. We conclude by reviewing such
implication with particular reference to privacy protection and identify areas where
law and policy have to play a significant role if RFID would have a long-term effect.

2. Supply Chain Basics

Supply chains are at the core of modern globalized open markets. Each supply
chain has unique characteristics and requirements but they all comprise a network of
coordinated organizations, which collaborate in diverse activities to transform raw
material and components into finished products and deliver them to the end consumer.
Such material and information resources move link by link from supplier to retailer
across the supply chain, adding value at each stage, bringing the product farther from
the point of production and closer to the point of consumption.

A simplified example of a supply chain for grocery products is displayed in
Fig. 1: Raw materials are received by suppliers, who process them in usable forms
for example, turning polystyrene and polypropylene granules into plastic film rolls
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Fig. 1. An idealized typical grocery supply chain.

that can be used for packaging, or fresh milk into pasteurized milk and stored in large
containers suitable for travel over long distances. Processed materials are received
by the manufacturer and are used to fabricate and package the product which is then
transported to a retail distribution centre. From this location, products are delivered
to retail outlets and displayed at the point of sale for purchase by consumers. To be
sure that this is a somewhat simplified view of the process, as at each link there would
be more than a single bilateral relationship for example, several suppliers would be
needed to provide the full list of materials required for the manufacture of a particular
product, and many manufacturers would deliver products to the same distribution
centre. Nevertheless, Fig. 1 provides a good model for thinking about the process
and helps identify the main issues related to the performance of each step of the
process. In practice, the majority of supply chains would include a much longer and
complex network of exchanges which spans great distances and more often distances
no longer than state borders. Needless to say that supply chains provide great vari-
ation. As a point in case, consider the delivery of munitions to the field needed to
support operations for the Department of Defense, or the special traceability require-
ments of so-called cold chains where products are temperature and environment
controlled.

One could argue that it is possible to avoid such complexity and the complications
of developing and maintaining a multi-partner supply chain by keeping full control
of the whole process within a single company. Although this idea may be concep-
tually attractive, in actual fact this approach would require a single organization of
enormous size, which in some cases would far exceed even the largest companies
in existence today. In fact, there is some evidence that such a massive organization
would be highly inefficient and would suffer due to internal difficulties that would
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negate any benefits derived from the internalization of the supply chain. Furthermore,
collaborative supply chains have gained prominence as a result of the globalization
of production and commercial activity and due to the dominance of network effects
within this environment. Consequently, supply chain management has increasingly
attained greater significance and is today a core factor in establishing competitive
advantage. In turn, this fact has brought into focus the role of business relationships
which extend beyond traditional enterprise boundaries.

According to the Council of Supply Chain Management Professionals, supply
chain management (SCM) encompasses the planning and management of all activi-
ties involved in sourcing, procurement, conversion and logistics management. These
activities include coordination and collaboration with channel partners, which can
be suppliers, intermediaries, third-party service providers and customers. Note that
SCM activities travel both upstream (from retailer to supplier) and downstream (from
supplier to retailer) across the supply chain. For example, new products (travelling
downstream) could be produced and delivered as a result of an order (transmitted
upstream) placed to the pertinent distribution centre by a particular outlet.

The principal metric for measuring SCM success is consumer satisfaction, that is,
whether the product on offer completely satisfies the needs of a particular consumer
and if it is available for purchase at the appropriate time and location as required. This
task clearly requires that demand for specific products must be predicted and matched
to production and the ability to deliver so that the two sides are in sync. There are
many reasons why this may not happen: products may not be produced or delivered
in time or may not be delivered in the required mix (for example of colors, sizes,
quantities and so forth), may be misplaced, may be stolen by employees or externals
or may have expired. Making an inaccurate prediction in excess of true needs can
also have negative effects since the extra stock will not be sold and will have to be
discarded at a loss. Finally, there are performance issues that are inherent to the modus
operandi of the supply chain itself, primarily related to the time lag between ordering
and delivery. For example, in cases when demand fluctuates considerably and cannot
be met responsively, it is common practice that products are ordered in excess of what
is required so as to maintain a stock buffer. Unfortunately, such safety stock orders
create false demands lower in the supply chain, which are amplified downstream
and result in wasted effort and resources – this condition is often referred to as the
bullwhip effect.

To provide good performance, it is necessary that SCM addresses the following
tasks:

• Distribution network configuration, that is, how to structure all levels of the sup-
ply chain network including the selection of suppliers, the number and location
of production facilities, distribution centres, warehouses and retail outlets.
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• Distribution strategy, that is, the organization of transportation of products
between the different links of the distribution network. Options available to SCM
are centralized versus decentralized coordination, direct shipments, cross dock-
ing between trading partners, pull or push strategies and the use of third-party
logistics.

• Inventory management, that is, how to ensure that records of the quantity
and location of inventory levels are accurate and updated in a timely manner,
including raw materials, work-in-process and finished goods.

To be sure, to effectively conduct these tasks, SCM requires detailed information man-
agement and coordination across business boundaries throughout the supply chain.
As a result, it is a particularly critical component in implementing any SCM strat-
egy as this scale is the effective use of information technology. Despite the fact that
to a certain extent SCM is about processes, training and business partnerships, it is
inconceivable that its objectives can be achieved to any significant extent without
computing and communications. In particular, it is necessary to integrate systems
and processes, taking into consideration the complete structure of a particular sup-
ply chain, to share information including demand signals, forecasts, inventory and
transportation and reduce delays in transmitting this information between trading
partners.

3. Business Computing and the Supply Chain

Thursday 29 November 1951 marks the beginning of business computing. Before
that, computers had only been used in scientific and military applications. On that
day, at the offices of J. Lyons & Co1 LEO, the Lyons Electronic Office, became the
first ever software used to conduct business. LEO was able to calculate the amount
and cost of raw materials required to meet the nationwide orders for bread placed
with the company [10] and initiated a trend for computers to support and improve the
efficiency of business processes through a detailed understanding of the objectives of
business users.

Supply chains offer great variety ranging from supplying fresh food from the farm
to the supermarket shelf, to delivering uniforms from the manufacturer to the soldier in
the desert. Yet, they all share the same objective: to keep the process simple, standard,

1 J. Lyons & Co. was founded in 1887 and grew to become one of the largest catering and food
manufacturing companies in the world. At its peak, Lyons owned the popular Baskin Robbins and Dunkin
Donuts brands, but in the 1970s the company was severely affected by high interest rates and finally became
defunct in 1998.
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speedy and certain [32]. To achieve this goal, it is necessary that all trading partners
across a particular supply chain exchange information frequently and accurately, that
supply chain costs be minimized, and that all goods and services moving through the
supply chain be unequivocally identifiable at all times. An essential element to any
solution that can meet these requirements is the use of open, worldwide data standards
for globally unique product identifiers and a universal product classification system,
combined with internetworked information services that can be used to track and
trace goods and services.

Automation in open supply chains is becoming even more important due to the
increasing use of RFID which can provide the required high product visibility and
the free flow of information into fully automatic systems that can identify product
items and link them to their associated information without any manual input. This
level of interoperability through direct machine-to-machine interactions at such large
scale demands the availability of open shared specifications describing every aspect
of business activity.

In the decades since LEO became operational, two ingredients in particular have
played a central role in facilitating such automation: the availability of standard prod-
uct identification and classification schemes and the ability to exchange messages
about business processes between trading partners across a supply chain in stan-
dardized formats. Unique product identification in particular has become ubiquitous
and highly visible through the popularity of bar codes which are exactly represen-
tations of such identifiers. Moreover, the majority of transactions between trading
partners is carried out through some dialect of the Electronic Data Interchange (EDI)
standard, which defines templates for common business actions, for example order-
ing and invoicing. We discuss each of these developments in turn in the following
sections.

3.1 Unique Product Identification
Tracing of the history of business computing in the supply chain identifies a second

landmark date as Wednesday 26 June 1974, when the first bar code was scanned and
the collected identifier used for a commercial transaction. This was the culmination
of a long process that lasted over 30 years to develop automated ways of capturing
product data. Since then, supply chain automation has grown rapidly and the use
of bar codes has spread from retailers to suppliers and ultimately to the suppliers’
supplier.

The history of modern bar coding began in the 1940s, when in response to a
challenge by the president of an American food chain, Woodland and Silver of Drexel
University, created a system to encode information in combinations of concentric
circles printed on paper. At that time, their solution was limited by the inability to
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automatically input the encoded product identifier in a computer system. This problem
was not addressed until the mid 1960s and until the advent of lasers which made
reading bar codes practical. The initial idea received little attention in the grocery
sector until 1968 when RCA, which had acquired the intellectual property, developed
a similar symbol and corresponding scanner and tested it extensively during the early
1970s [3].

Bar coding was also investigated in the rail industry as a means of tracking
individual railway wagons. By 1962, Sylvania Corporation introduced a system
using optical scanning devices to read orange and blue coloured bars on a non-
reflective black background. By 1968 the colours were eliminated, and by 1971
about 95% of all railway wagons had been bar coded. At that point, only 120 scan-
ners had been installed, and recession in the mid 1970s led to the system being
abandoned.

Owing to such diverging activities, it soon became apparent that separate groups
would develop different and incompatible systems for product identification that
could considerably hinder the wider acceptance of a common standard. As a result,
in 1969 the American National Association of Food Chains (NAFC) proposed a
product-marking system to representatives of all sections of the grocery industry,
including manufacturers, retailer, and retail associations. The result of these efforts
was the recommendation in 1973 by the Ad Hoc Committee of the Grocery Industry
of the Universal Product Code (UPC), a common standard for the representation of
the information held in bar codes. By the end of 1973, over 800 manufacturers were
assigned UPC numbers, and the following year scanners from IBM and NCR were
supplied to retailers. It was such a UPC code that was used in 1973 for the first
bar-code-based transaction.

3.2 Universal Product Identification
The original UPC was a ten-digit code, with five digits used to identify the man-

ufacturer and another five for the product line, and also a symbol design that would
be printed on products was defined. A core management activity under the scheme
is the allocation of prefix numbers to companies, to manage the numbering space
and ensure that each number is unique. This task was assigned to the Uniform
Grocery Product Code Council established for this purpose in 1971 and became
Uniform Product Code Council in 1974 by which time it had over three thousand
members. Since 1984 the Council is known by its current name, the Uniform Code
Council (UCC).

Naming this solution, the Universal Product Code was of course an exaggeration.
Not only was it not universal, but it did not even extend beyond North America.
Soon after their introduction, these ideas were taken over by European retailers and
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manufacturers, who made it truly international. Moreover, they were extended and
developed in several ways, for example, where UPC concentrated on the point of
sale, the European approach adopted a supply chain perspective and code semantics
were further developed beyond the manufacturer/product identification pair.

This work was carried out by a core group of collaborating companies, which
formed was for this reason in 1977 under the so-called European Article Number-
ing (EAN) system. EAN worked closely with its national counterparts such as the
UK-based Article Number Association (ANA). Such collaboration was uncommon
within the fiercely competitive consumer goods sector and was the result of the clear
need to adopt common open standards.

One of the new features of the EAN system that make it particularly flexible is the
separation of data from the data carrier, that is, the product identifier from its bar code
representation. This feature has enabled the introduction of more types of bar code
symbols in addition to the original EAN specifications. For example, RFID tags can
be used to encode existing EAN product numbers and this is indeed the method of
choice for the ISO item-level tagging standards which we discuss in the following
section. In any case, the focus on item identity rather than product information in
automatic data capture has provided great adaptability and efficiency over the years,
which seems to suit well current technologies.

EAN extends well beyond Europe and to mark this orientation in 1981 EANA was
renamed as International Article Numbering Association (IANA). EAN codes are
the standard product identification scheme across the world except North America,
where UPC is still the dominant form. Several provisions ensure that the two
systems are compatible, notably the formal agreement in 1990 between EAN and
UCC to co-managed global standards for identification of products, shipping units,
assets, locations and services, as well as a variety of other business standards that
have become known as the EAN.UCC system. To complete the integration of
UCC within EAN International, the organization was re-launched across the globe
as GS1.

3.3 Anatomy of a Bar Code
Looking closer at a typical bar code for example, the one following the EAN-13

standard2 displayed in Fig. 2, it is a symbol which encodes strings of 13 decimal
digits, which represent unique identifiers for specific products following the Global
Trade Item Number (GTIN-13) specification. This symbol can be read into a computer
system using a (portable or fixed) low-power laser scanner, which can translate the
sequence of white and black bars into the corresponding digits.

2 Other EAN schemes follow a similar structure but support different identifier lengths.
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5 012345 678900

Fig. 2. A typical example of an EAN-13 bar code.

The encoded number follows a scheme designed to ensure that each number
assigned to a product line is unique and includes a unique number which identifies a
particular user (most commonly its manufacturer):

• The first two digits are called the indicator digits and specify the particular num-
bering system used. In the case of the EAN-13 bar code of Fig. 2, the indicator
digits correspond to the GTIN-13 system.

• The following five digits is the GS1 company prefix, which represents the
manufacturer of the product.

• The following five digits represent the product code, which identifies a product
line (but not individual items).

• Finally, the last digit is a checksum used by acquiring computer systems to
confirm that the code has been retrieved correctly.

The company prefix which is also known as the manufacturer code is assigned to the
particular business by GS1, while the digits corresponding to the product code are
selected by the manufacturer.

The GTIN number itself does not contain classification information in it – infor-
mation about the industrial sector, the country or the region where the product was
manufactured or the type of product (for example clothing, food, electronic device
and so forth) cannot be retrieved from the code. It is a simple unique identifier akin to
a key in database parlance, and to obtain associated product information, it is neces-
sary to query a related product information repository. Moreover, the unique identifier
characterizes the product, for example, one carton of 1-liter orange juice made by the
Squeezed Juice company, rather than a particular instance of the product for example,
the specific carton of Squeezed Juice orange juice which was produced at 12:15:01
on January 1st 2007 at the Orange Grove facility.

Note that these are many bar code varieties, of which several of these outside the
EAN.UCC system and some of which carry additional information, for example, sell
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by dates or product weight, or designed to deal with specific environments including
pallets, locations and returnable assets. Specialist formats have also been employed in
specific situations, for example, the datamatrix standard for small items used to mark
surgical instruments, and new higher capacity symbologies have also been introduced,
some of which employ colour and three-dimensional structures.

3.4 Electronic Data Interchange
The second core ingredient of modern supply chain management information sys-

tems unfortunately is not associated with a specific landmark, but has come about as a
process rather than as a single event. Electronic Data Interchange (EDI) is the ability
of direct computer-to-computer transactions between vendor and ordering systems,
for example, to place orders, create invoices and reconcile transactions. EDI has very
considerable advantages over paper-based procurement systems since it can reduce
the time needed for product replenishment, labour costs, accuracy and access to infor-
mation. The final point is of particular importance: by recording detailed information
about patterns of consumption over time, it becomes possible to develop an accu-
rate model of product use and a strategy for product movement through the supply
chain.

Development of EDI started in the early 1960s as a response to the perceived
need for a common vocabulary of business exchanges. Of particular relevance to the
current discussion is the work carried out under the remit of the United Nations Direc-
tories for Electronic Data Interchange for Administration, Commerce and Transport
(UN/EDIFACT). Unfortunately, the resulting system has been particularly complex
and overloaded, hard to deploy and often leads to unnecessarily irksome implementa-
tions. As a result, several groups have identified and promoted the independent use of
particular subsets that satisfy the needs of specific industrial sectors, specific business
processes or specific supply chains. For example, GS1 has developed EANCOM to
support cross-border trade and cover only the functions required to effect a complete
trade transaction.

Another case of a partial EDI vocabulary within a specific market segment defined
with the EAN.UCC system is the Trading Data Communications standard (TRADA-
COMS). TRADACOMS was developed in the early 1980s and employs EAN codes
for product identification. Similar to other EDI activities, TRADACOMS came about
as a response to the desire of several leading retailers in the UK at the time to
establish electronic communications with their suppliers, which was failing due to
different and incompatible message structures and content used by each company.
Successful implementation of TRADACOMS in trials allowed electronic invoicing
to become supported in law, and indeed the system is still widely used in retail
applications.
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3.5 The GS1 System
The benefits of the common product identification schemes and business message

exchange formats outlined in the previous sections highlighted the advantages of an
open and standard supply chain management system, but fall short of providing a
complete solution. The incorporation of GS1 as a global umbrella organization for
such activities provided the structure for the formalization of the so-called GS1 System
(One Global System), which aims to support the efficient operation and management
of supply chains and in this way create added value for the consumer. This objective is
addressed through the provision of the technological foundation for the construction of
inter-operable systems for asset tracking, traceability, collaborative planning, order
management and logistics across all the organizations participating in the supply
chain. GS1 standards address three areas:

• Part I deals with unique identifiers for products, companies and so forth and data
standards for attribute encoding.

• Part II relates to the encoding of this information into data carriers such as bar
codes and RFID tags.

• Part III sets data standards for automatic electronic communication through sup-
ply chains, including conventional EDI standards (mostly employed in closed
networks) as well as the ebXML family of standards for open supply chains.

ebXML in particular is a recent development which employs modern technolo-
gies including the Unified Modelling Language (UML) and the Extensible Markup
Language (XML).

In practice, GS1 is a complex system in perpetual development, which affects a
large business community coordinated by more than 100 national organizations oper-
ating across 133 countries. Over a million member companies worldwide use GS1,
and every day more than five billion transactions are made using GS1 standards. GS1
national organizations play a critical role within this community: they help members
implement current bar coding systems and business-to-business communications such
as EDI, and they also represent their corresponding countries in international initia-
tives for new standards and solutions. Notable recent additions to the GS1 standards
include reduced space symbology (RSS) bar codes, radio frequency identification
(RFID) tags and the EPCglobal network.

3.5.1 Messaging for Open Supply Chains
The design of EDI is limited by its focus on closed, proprietary networks and as

a result in many ways it is not suitable for use over the Internet. This is primar-
ily due to the fact that it was designed primarily as a one-to-one technology and
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lacks flexibility. Moreover, the requirements for the development and operation of an
EDI-based system have proven in practice to be quite significant and hardly afford-
able by small- and medium-sized companies, which until recently have been largely
excluded from participating in electronic data exchanges as a result.

To address these restrictions and to capitalize on the business opportunities opened
up by the Internet, ebXML has been introduced as an altogether new messaging
technology for GS1 under the Organization for the Advancement of Structured Infor-
mation Standards (OASIS). Unlike EDI, ebXML assumes that the communications
substrate is the Internet and aims to provide a modular rather than a rigid set of
specifications for conducting business. The use of open and well-understood Internet
standards implies that ebXML can be implemented at relatively low cost due to the
fact that it is supported on commodity internet platforms.

Nevertheless, ebXML is a very extensive set of specifications with universal scope
both in terms of geography and industrial sector [27] and is structured around the
following parts:

• Messages: ebXML messaging functions directly extend EDI functionality and
follow the standard Simple Object Access Protocol (SOAP) envelope-and-
message format.

• Business Processes: ebXML offers standard models that capture the flow of
business data among trading partners recorded using UML. This systematic defi-
nition of specific business processes is then used as the basis for common message
sequences across industry boundaries. Several such processes have been recorded
in detail.

• Trading Partner Profiles andAgreements: Complementing models of specific
processes, ebXML also provides systematic representations of company capabi-
lities to conduct e-business in the so-called Collaboration Protocol Profile (CPP).
Using the CPP, a company can list the industries, business processes, messages
and data-exchange technologies that it supports. Trading partners use such CPPs
to specify Collaborative Protocol Agreements (CPA) that define the business
processes, messages and technologies employed.

• Registries: Registries are ebXML-shared repositories that hold descriptions of
industry processes, messages and vocabularies used to define the transactions
exchanged with trading partners in CPP and CPA formats. Such repositories can
be queried by other business to retrieve details of e-business capabilities for
inspection so as to locate companies with the capabilities desired in forming
partnerships.

• Core Components: Core Components (CC) are standardized XML schemas
that represent the core entities involved in ebXML scenarios. CCs are lower level
descriptions of the main entities that participate in business transactions and can
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be viewed as the extension of more traditional GS1 data structures updated for
use by open supply chains operating over the Internet.

3.5.2 Global Product Information Repositories
The final ingredient for effective data dissemination in the supply chain according

to GS1 vision is the Global Data Synchronization Network (GDSN) specification [5].
GDSN maintains master data alignment, or else authoritative information about any
entity that can be assigned a unique identity within the EAN.UCC system including
products, prices, promotions and locations. GDSN is a database-based mechanism
(called GS1 Data Pools in GDSN parlance) of global reach that guarantees accurate
and synchronized information across supply chains.

GDSN acts as a shared electronic directory between supply chain partners used
to increase the quality of information across all supply chain activities and thus the
efficiency of transactions. GDSN is a highly controlled environment supported by
a small number of providers authorized by GS1, which are responsible for ensur-
ing that the service is available and provides good-quality information at all times.
GS1 operates the root of the directory called the GS1 Global Registry, which holds
information about the location of all participating data pools. Individual suppliers and
retailers gain access to GDSN via subscriptions to local data pools (often provided
by GS1 national organizations) and either publish or retrieve information pertaining
to specific supply chain tasks.

Product information maintained within GDSN must be organized into categories
so as to be useful and easy to access. Such structure is provided by yet another
GS1 standard, the Global Product Classification (GPC), which defines exactly such
a hierarchical scheme. At the top of this hierarchy is the Segment which represents a
particular industrial sector, for example, food, beverages and tobacco. Within a par-
ticular segment, there are one or more families which represent broad sub-divisions;
in the same example, a particular family would be milk, butter, cream, yoghurts,
cheese, eggs and substitutes. The next level in the GPC hierarchy is the Class which
represents a collection of like-product categories, for example, milk and substitutes
and at the bottom is the brick, which represents product lines. Each brick is associated
with attributes that define the specifics of the product line.

Products manufactured by a particular company would correspond to one brick that
can also be assigned GTIN numbers which, as noted earlier, are printed on bar codes
and affixed on products. The mapping between the GTIN and the corresponding brick
as well as detailed associated information about the product would be published by
the manufacturer and via its local Data Pool into the Global Repository of GDSN. So,
when a vendor receives a shipment of such items, they need only query the GDSN to
retrieve complete information about the product. This information is guaranteed to
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be fully up to date and authoritative and the whole process can be completed without
any manual intervention and without the need for any direct bilateral communication.

Although clearly this is a much more complex system, this approach removes all
limitations inherent in closed systems like EDI and does provide a scalable informa-
tion infrastructure, which is dynamic and open to all partners. The main benefit of
this approach is that by federating responsibility for the maintenance of such data, it
is possible to improve accuracy of orders, invoices and other business documents, to
reduce the number of delivery errors, and last but not least, to reduce the administrative
requirements related to maintenance of product and location information.

4. Supply Chain Optimization

Improving the performance of a supply chain depends on identification of the ineffi-
ciencies and resolution of their causes. Typically, this requires detailed measurements
of performance and then implementing changes in those areas that appear to block
products, services or information. Information technology can play a central role in
two ways: providing the information needed to identify the causes of inefficiencies
and in improving communication between partner organizations.

4.1 Causes of Supply Chain Inefficiencies
Recent research in supply chain efficiencies has identified several common prob-

lems and quantified their effects on performance, concentrating on five areas:
out-of-stock, shrinkage, invoice accuracy, unsealable products and inventory accu-
racy [41]. Upstream supply chain inefficiencies affect the relationships of all trading
partners and result in high out-of-stock conditions at the point of sale, high rate of
returns and prolonged lead times. Inefficiencies in the downstream direction nega-
tively affect demand forecast accuracy, which results in low on-shelf availability and
thus loss of revenue despite the fact that products are available on site.

Preventing out-of-stock situations. Recent investigations of out-of-stocks [19]
estimate their level for the retail industry to 8.3% (varying between 7.9% in the US
and 8.6% in Europe). According to this study, in 47% of the cases, this was a result
of erroneous forecasting and ordering; in 28% by various upstream activities; and in
25% by inadequate shelf restocking. The latter requires particular reference as in this
case the required product was available in the backroom of the retail store but was
not available on the shelf. Another study [17] specific to the grocery sector found that
for promotional items, the out-of-stock level was almost twice as high.

Preventing Shrinkage. Inventory shrinkage or simply shrink refers to the loss of
products and can happen anywhere between their manufacture and the point of sale.
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In recent years, shrinkage has been identified as a serious problem [22], which may
be as high as 1.7% of sales. Almost half of it is due to employee theft, but shoplifting
and administrative errors also play a significant role.

Improving invoice accuracy. Inaccurate invoices have a particularly painful effect
as they lead to reduction of the expected revenue and give a misleading view of the
financial standing of the organization. Yet, they are not uncommon and on average
they lead to deductions estimated to between 4.9 and 9.9% of annual invoiced sales
[18]. Even top-10 retailers face invoice deductions averaging 5.9%. The main causes
for such deductions are erroneous pricing, coupons and penalties.

Reducing unsaleables. Products may become unsaleable for a variety of reasons,
with damage being the most common, followed by expired and discontinued items.
Loses due to this cause amount to about 1% of sales [30].

Improving inventory accuracy. In a recent case study of inventory accuracy, over
70% of SKU records per store were found to be in error [35]. These figures are based
on actual inventory counts at six stores in the US (each representing in excess of 9000
SKUs) conducted specifically for this study and compared against the records held.
Higher than actual quantities were recorded for 42% SKUs and lower than actual
quantities for 29%. For an average inventory of 150 000 product items per store, the
total difference was 61,000 items or else about 7 items per SKU.

Among all retail sectors, supermarkets are the most competitive as they operate with
minimal profit margins. It is then even more important for grocery retailers to exploit
any opportunities to reduce the inefficiencies outlined above wherever possible using
information technology. Over the past fifty years, they have certainly pursued this
objective with considerable success.

4.2 Efficient Consumer Response
Grocery products and/or Fast Moving Consumer Goods (FMCG) have been one

of the main beneficiaries of the improved understanding of the structure and per-
formance of supply chains. The development of strategies that employ this new
understanding to achieve improved performance has become possible through the
use of technology, notably bar codes, messaging and resource planning and opti-
mization software. Implementation of these techniques in the field requires extensive
coordination between trading partners and to a large extent is orchestrated by Efficient
Consumer Response (ECR), a voluntary industrial initiative to raise performance lev-
els across the entire retail sector [31]. ECR promotes the premise that improvements
will be made as a result of the continuous and detailed self-examination of processes
and procedures across the sector, the development of concrete guidelines and recom-
mendations and by closely promoting their implementation. ECR was initiated in
the United States but its perceived advantages from a business perspective have
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extended its scope to the rest of the world, with national and regional initiatives in
action.

ECR has developed a specific strategy around three objectives:

• to increase consumer value,

• to remove costs that do not add consumer value, and

• to maximize value, while at the same time minimizing inefficiency throughout
the supply chain.

In practice, these priorities are used to identify and fulfill specific goals, for example,
providing consumers with the products and services they require, reducing inven-
tory, eliminating paper transactions and streamlining product flow. To meet these
goals, distributors and suppliers are making fundamental changes to their business
processes that can only be enabled through the implementation of novel information
and communication systems.

4.3 Information Flow and ECR
Nevertheless, fifteen years of ECR involvement and the introduction of information

systems in production and logistics control have not completely removed inefficien-
cies in modern supply chains, which directly impact retail operations. Despite the fact
that information is shared between trading partners more frequently and in finer detail,
such exchanges are still not adequate to provide the required accuracy of demand fore-
casts and thus the scheduling of the replenishment process. Indeed, changes in patterns
of consumer demand change frequently but propagate relatively slowly through the
supply chain. As a consequence, upstream partners have an inaccurate, time-delayed
view of the current situation, which is often the cause of the bullwhip effect discussed
previously. Another direct consequence of low-demand forecast accuracy is that trad-
ing partners have to maintain increased inventory levels as a security measure in
response to unpredictable increases in demand, which further increased warehousing
and logistics costs.

In practice, it is still common to forecast consumer demand by processing
historical point-of-sale data, using decision support systems that utilize data ware-
housing and data mining techniques. One core limitation of forecasts conducted
in this way is that they are not effective in taking into account the influence of
promotions and other marketing instruments since the success rate of such mech-
anisms is generally hard to quantify beforehand. Even when the use of real-time
point-of-sale data is possible, forecasts still have lower accuracy because demand
patterns are changing rapidly and such fluctuations cannot be captured in a timely
manner at the point of sale but have to be identified earlier in the consumption
process.
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One approach developed within ECR to address the problem of accurate forecast-
ing is the so-called Vendor Managed Inventory (VMI) where the vendor, rather than
the customer, specifies delivery quantities sent through the distribution channel [40].
This reversal of roles in the procurement process has become possible through the
deployment of EDI. VMI had succeeded in reducing stock-outs and inventory buffers
in the supply chain. Common benefits of VMI implementations include a signifi-
cant reduction in supply chain length, the centralization of forecasting and frequent
communication of inventory levels. VMI has a particularly noticeable effect on fleet
management since the order in which delivery vehicles are loaded is defined by the
system with items that are expected to stock out have top priority, then the items that
are furthest below the targeted stock levels, then advance shipments of promotional,
and finally, items that are least above targeted stock levels.

In addition to EDI, VMI also depends on the common use of universal product
identifiers and bar codes to record and process shipments with only limited manual
intervention. Bar coding in particular is essential for the automated initiation and
entry stages of the order cycle and can reduce the total cycle time by several days
at a time. When used together, standardized messaging and bar codes can enable
collaborative relationships in which any combination of retailer, wholesaler, broker
and manufacturer can work together to seek out inefficiencies and reduce costs by
looking at the net benefits for all participants in the relationship. Such techniques
work at the Store Keeping Unit (SKU) or container level, for example, a case, a pallet
or a truck. However, an inherent limitation of existing SG1 bar code schemes is that
they cannot differentiate between two SKUs from the same product line. As a result,
the specifics of a particular SKU cannot be recorded unambiguously and so large
inaccuracies in inventory levels can be observed [24].

Overall, VMI has been successful in significantly reducing inventory levels and
the number of stock-outs. The latter issue is particularly important not only because
of lost sales but also because shelf availability is central to supermarket strategy.
Indeed, a significant proportion of supermarket profit margins are due to interest-free
periods for products already available on the shelves. Thus, one of the main concerns
of retailers implementing VMI has been the perception that reduced inventory will
result in less product being available on the shelves at any one time and therefore
loss of market share. A partial solution to the problem is to fill shelf space with other
SKUs from the same vendor, but this approach does not fully address the problem.

The quality of information flow between trading partners can be improved in two
ways that can have significant impact:

1. By extending unique identifier schemes at the containment level and in such a
way that different instances of the same type of SKU can be unequivocally
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identified. In this way, individual containers can become traceable and
associated with location and other related meta-data. Moreover, the concept of
identification can be taken into the next level and schemes that identify uniquely
specific product items can be developed, thus assigning a single identity to a
particular product item.

2. By fully automating the product identification process so that the need for man-
ual operation is removed. This can remove a variety of errors in data input, and
also with the appropriate hardware provisions, it can supply faster and more
points of control across the supply chain.

Both of these improvements can be achieved using RFID technology which we discuss
in detail in Section 5. A more ambitious approach to improve forecasting accuracy
involving RFID would aim to capture information much earlier in the consumption
cycle, for example, when products are removed from the display, or even earlier when
already purchased products are used by the consumer and their packaging discarded,
thus initiating the replenishment process. The latter approach would require fully
automated unique product item – rather than container or SKU – identification and is
further explored in Sections 8 and 9.

5. RFIDTechnology Basics

Although RFID is a relatively simple technology, it offers a unique advantage in
that it allows highly compact battery-free electronic devices, the so-called tags, to
be embedded in objects, artifacts, locations or living organisms and automatically
identify their carrier using wireless communication and without any need for man-
ual processing. Generally, this identification information would be a code that would
uniquely pinpoint the carrier within a numbering scheme. In some cases, a tag would
also hold and transmit a small amount of additional data associated with it. The infor-
mation help in a tag is retrieved by a higher capability device called the reader which
transmits power to the tag and directs the communication. As a result, RFID is never
used in isolation but it depends on a variety of supporting information technologies
to create usable systems.

In this section, we will consider each element of a complete RFID system, but
before delving into the details it is worth exploring how the different components fit
together. Unlike other wireless communication systems, RFID is asymmetric in that
the tag and the reader are devices with very different characteristics that take distinct
roles in the process. In addition to readers and tags, an RFID system would also have
a number of associated services which provide the reader with a scan plan and receive
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Fig. 3. Components of a complete RFID system and sequence of events.

the results of the actions specified. The sequence of operations follows the following
common pattern which is depicted in Fig. 3:

1. An observation plan is programmatically specified by the system developer and
implemented in purpose specific middleware, which relays the instructions to
one or more readers for execution.

2. Upon receipt of the observation plan, the reader starts transmitting with the
immediate effect that tags within its vicinity receive power which they can use
to power up.

3. After conducting an inventory of all tags that are within range, the reader selects
a specific tag according to the parameters specified in its observation plan
and interrogates it specifically for its product identifier and possibly associated
information.

4. The tag receives instructions, checks the contents of its memory and responds
to the query of the reader (the actions in steps 3 and 4 may be repeated several
times per second).

5. The responses from all relevant tags are processed, filtered and aggregated by
the reader and a report is returned to the middleware or some other consuming
application.

In addition to the actual RFID processing steps, the reader would often communicate
with the network management software to report its status and also with reader-
specific management software that would monitor operational parameters specific to
RFID, for example, the correct operation of all antennas attached to the reader.

5.1 Operating Principle
Despite its numerous applications, RFID is a relatively simple technology which

allows for the short-range wireless transmission of small amounts of information,
often representing a single identifier that gives it its name. As noted earlier, RFID
is asymmetric in that communication is established between peers with distinct
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READER

TAG

Fig. 4. Communication by reflection in ultra high-frequency RFID tags.

roles: one peer, the so-called reader or interrogator, takes on the role of the transmitter
and the other, the so-called tag, the role of the responder.

This split of roles allows the communication of the tag by modulation of the
electromagnetic waves emitted by the reader instead of creation of its own trans-
mission (cf. Fig. 4). This approach implies that a complex reader can be used with a
very simple tag of small size, which can be built at very low cost. Moreover, in the
case of passive RFID tags, electromagnetic waves emitted by the reader carry enough
energy to be used by the tag (using the coupling effect induced on the tag antenna by
the electromagnetic carrier wave) as its source of power.

These two core ideas behind RFID, namely, communication by reflection and
remote activation using radio frequency, were first discovered in the 40s and the 60s,
respectively. But it was not until the mid 70s that fully passive relatively long-range
systems became possible (for a more detailed discussion of the history of RFID, see
[29]); however, early tags were still limited by the non-availability of high capacity,
high-performance chips. At that time, RFID could only provide up to a dozen read-
only bits on massive die sizes which occupied most of the tag volume. Shrinking
electronics, especially in the 90s, have been critical to the development of the cur-
rent generation of tags which are both significantly more power efficient and provide
higher storage and computational capability – both as a result of miniaturization.
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5.2 RFIDTypes
One particular type of RFID, the so-called active tag, uses batteries as their source

of power and is not wholly dependent on the reader to provide energy. Such tags
have considerable advantages over passive tags that draw all their power from the
reader signal, as they transmit at higher power levels and thus have longer range
and support more reliable communication. Moreover, active tags can operate in par-
ticularly challenging environments; for example, around water, it is easy to extend
them with additional sensing capability, for example, temperature sensors, and they
can initiate transmissions, but they stop operating when their battery expires. Despite
their advantages, the current interest in RFID is solely due to passive tags which do
not depend on batteries and thus do not require recharging or replacement. Active
RFID, on the other hand, is just one of an increasing number of wireless local area
communication technologies and as such it is of limited interest to this survey. In
this review, we only consider passive tags as they are the only viable solution for
large-scale deployments. For this reason, we will refer to passive RFID simply as
RFID, without further qualification.

RFID tags can be naturally classified under two main categories: those that use the
magnetic component generating the near field of the radio wave and those that use
the electric component, which generates the far field (cf. Table I for a comparison
of their characteristics). Near-field tags communicate by changing the load of the
tag antenna in such a way that they control the modulation of the radio signal in a
process appropriately called load modulation. These changes can be detected by the
reader and decoded by examining changes in the potential variation in its resistance.
Because the magnetic field decays very rapidly with distance from the centre of the
reader antenna (inverse cube ratio), the changes to be detected by the reader are tiny
compared with its own transmission. For this reason, the tag modulates the radio
signal in such a way that it responds in a slightly shifted frequency from that of the
reader (what is often referred to as the sub-carrier frequencies).

Power transmission from the reader to the tag is by magnetic induction (the principle
employed by power converters) and for this reason near-field readers and tags have a
characteristic antenna design that also makes them easily identifiable: their antenna
is a simple coil. The effectiveness of this process depends on the strength of the near
field at the tag location, which in turn depends on the distance between the centre of
the reader and the centre of the tag antennas (and the particular frequency used). In
any case, at frequency f, the near field ends at distance proportionate to 1

2πf
from

the reader antenna. For example, at 13.56 Mhz, the frequency used by the popular
ISO 14443 standard, the near field extends to about 3.5 meters from the reader.
However, in practice ISO 14443 systems would consistently work at a maximum
range of approximately 30 cm using medium-sized antennas on the reader (radius
approximately 20 cm) and credit-card sized tags.
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One of the advantages of the 13.56 Mhz frequency that makes it so popular is the
fact that this section of the wireless spectrum is assigned worldwide to smart cards
and labels and hence it is globally available to the vast majority of RFID applications.
Other frequencies commonly used by near-field RFID are within the 120–136 kHz
range, but these are loosing rapidly in popularity as they can only be employed for
very short-range communications. Their short range makes them unattractive for
applications as in most practical situations they necessitate contact of the card and
the reader (but not of the electronics directly).

RFID systems using the far field of the carrier wave operate using a technique called
backscatter rather than load modulation. This process is very similar to the operation of
the radar in that the tag reflects back a small part of the electromagnetic wave emitted
by the reader. The reflection can be used to transmit information by examining the
so-called reflection cross-section, that is, the signature of the component of the wave
that has been sent back to the reader and compared with the original. In practice, data
are encoded by the tag by turning on and off the load connected to its antenna and
thus shifting the reflection cross-section between two clearly identifiable characteristic
signatures. Similar to near-field RFID, also in this case there is very considerable loss
of power during the reflection process and readers have to be sensitive to less than a
microwatt in most cases.

Because of the involvement of the far field, tag and reader antennas are dipoles.
This fact can again be used to identify far-field tags via simple visual inspection. Far-
field RFID commonly operates in the UHF band between 865 and 956 Mhz, but the
complete range is not available to applications globally (and there are also radically
different signal power output limitations especially between Europe and the US).
Instead, common far-field tags are able to respond in the complete range and it is the
responsibility of the reader to select frequencies that are allowed within a particular
regulatory region (typically 865–869 Mhz in Europe, 902–928 Mhz in the US and
950–956 MHz in Japan). Far-field systems allow for longer range communication
and it is common to achieve between 3 and 4 meters using approximately 30 cm

Table I
Comparison of HF versus UHF Rfid Technologies

HF (Near Field) UHF (Far Field)

Frequency ≈ 13 Mhz ≈ 900 Mhz
Spectrum allocation Uniform Fragmented
Cost (per tag) < 15 cents < 15 cents
Range < 30 cm (1 m max) < 4 m (10 m max)
External interference No Cellular phones
Memory capacity 4 Kbits 256 bits
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antennas and 10 cm tags. Using larger antennas and power amplification, the range
of such a system can reach up to 10 meters. More detailed descriptions of far-field
RFID performance can be found in [8].

5.3 Readers
An RFID reader or interrogator consists of three main components (cf. Fig. 5):

• One or more antennas, which may be integrated or external.

• The radio interface, which is responsible for modulation, demodulation, trans-
mission and reception. Due to the high-sensitivity requirement, RFID readers
often have separate pathways to receive and transmit.

• The control system, which consists of a micro-controller and in some cases
additional task and application-specific modules (for example, digital signal or
cryptographic co-processors) and one or more networking interfaces. The role
of the control system is to direct communication with the tag and interact with
applications.

RFID readers are increasingly becoming complete network computing devices
(akin to routers) that provide advance processing of RFID observation streams and
wired or wireless connectivity to the internet. Such readers would receive a scanning
plan from a driving application or other middleware, which they would implement
by issuing state-transition instructions to the tags within their range. The latter step
usually has three stages: broadcasting to all tags within range and receiving responses,
selecting a particular tag as the peer for communication, and exchanging information
with the selected tag. This process can be quite complex, especially in the case where

HF interface

Antenna

Control
System

Fig. 5. RFID reader and subsystems.
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a large number of tags are within range or when two or more readers overlap. In such
cases, additional collision-avoidance techniques must be implemented to ensure that
communication is organized in a structured way so as to allow the participation of all
tags in this process [11].

5.4 Tags
The tag is a far simpler device and consists of:

• The antenna.

• A capacitor that stores harvested power.

• The chip which in most cases implements a simple state machine and holds the
object identifier.

• A protective paper or polymer enclosure, which guards against the rupture of the
antenna that would result in the immediate expiration of the tag.

A typical example of a modern tag is the EPC Class 1 Gen 2 [8, Chapter 4]
which operates at UHF frequencies (cf. Fig. 6). The chip has a relatively complex

UPM Rafsee POSS_10_5 Cu

1

Fig. 6. Gen2 RFID tag operating at UHF frequencies.
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Fig. 7. Memory layout of an EPC Gen 2 tag.

non-volatile memory structure divided into four distinct areas (cf. Fig. 7). The reserved
memory bank holds two 32-bit passwords, the ‘access’ password for gaining access
to the contents of the tag, and the ‘kill’ password that when presented permanently
disables the tag. The EPC memory bank contains the Electronic Product Code, a uni-
versally unique identifier assigned to the object, location or other asset on which the
tag is attached, and optionally other metadata. The Tag Identification bank contains
information about the type and the manufacturer of the tag including a unique serial
number which identifies the tag itself. The user bank is optional and can be used freely
by applications.

It should be clear from this discussion that a single tag holds several identifiers or
codes that correspond to different functions and have distinct roles and semantics,
including a fixed tag ID and a writable object ID. Tags often use a third identifier,
the so-called session ID (in the case of Gen 2 tags, this is a pseudo-random number
generated by the Protocol Control section), which is used by the reader to address
the tag during a particular session. The session ID is roughly equivalent to the MAC
address of a typical wireless networking physical layer protocol, but in the case of
Gen 2 it is only locally unique. Alternatively, the session ID may be fixed and stored
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in the tag memory as is the case for ISO 14443 Type A tags. Note that tags that
employ this approach can be easily traced using the session ID as a handler, a fact that
raises very considerable privacy and security issues which we discuss in more detail
in Section 10. For this reason, most recent tag protocols implement a randomization
process, whereby tags use a pseudo-random number each time they are interrogated
by a reader so as to avoid easy tracing.

5.5 RFID as Smart Product Labels
Although it has been noted that more than one identifiers are stored in a tag, all but

one are involved in low-level operations and are thus of limited interest for enterprise
computing. The object ID is the identifier that is related to the product, container or
location where the tag is affixed. One clear use of this stored information is as a direct
replacement of bar codes: the exact same information stored in a visual representation
can be stored in a tag in electronics and transmitter over radio frequency. Even this
simple substitution of bar codes with RFID provides considerable advantages, namely:

• higher capacity, so that larger identifiers or even additional metadata can be
stored.

• higher data read rate, so that many more product labels can be read in very short
period of time.

• the tag is rewritable, so new data can be added during the product lifetime or old
data can be updated or changed to reflect changes in the product.

• greater resilience to damage, especially since the RFID tag could be embedded
safely in the product fabric itself.

• greater read range and independence from line of sight requirement.

• anti-theft support, as tags can be identified at exit points.

Of course, despite these advantages, a direct replacement of bar codes with RFID
tags has very considerable cost implications since bar codes are more often printed
with packaging and have no cost at all.

Although valuable in some cases, such a direct substitution of bar codes for RFID
would fail to capitalize on the full range of opportunities offered by the technology.
Moreover, it would fail to recognize and build on top of the current generation of
network infrastructures, which have advanced since the introduction of the bar code.
As a result, the new circumstances combined with the capabilities of RFID offer a
unique opportunity to re-think and re-design systems of unique product identification.
There are several current proposals on how to best extend current schemes, and in
the next section, we review some of these proposals, with particular reference to the
work conducted within the EAN.UCC system.
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5.6 Identifiers
The most successful numbering scheme in terms of industrial adoption so far that

is specifically developed for RFID and use in the supply chain is defined within the
Electronic Product Code (EPC) specifications, part of the EAN.UCC system. Unlike
other generally available RFID standards, EPC defines both how and what data will
be stored in the tag including the tag memory layout (as described in the previous
section), for communication with readers, and for the composition and layout of a
unique identifier scheme which extends existing GS1 schemes.3 The EPC identifier
in particular can follow one of several schemes, depending on whether the tag is used
to identify a product container or item, a location or some other asset.

The most important type of identifier encoded in EPC is the Serialized Global Trade
Identification Number (SGTIN), which comes in two version of different lengths (96
and 198 bits correspondingly). SGTIN-96 codes are made up of six parts, namely,

• Header, which identifies the tag as an SGTIN-96 (8 bits).

• Filter Value, which allows the pre-selection of the object type (3 bits).

• Partition, which indicates the split of the last 82 bits between the remaining three
fields (3 bits).

• Company Prefix, which contains the GS1 company prefix (20–40 bits).

• Item Reference, which contains the GTIN reference number and identifies the
product line (4–24 bits).

• Serial Number, which is the unique identifiers of the specific tagged item (38
bits).

In following with common practice within GS1, the Header, Filter, Partition and Com-
pany Prefix sections of the EPC are provided by GS1 so that their use and assignment
is coordinated and guaranteed to be uniquely defined, but the Item Reference and
Serial Number are assigned by the manager or else the manufacturer of the product.
An example of an EPC encoding an SGTIN-96 and its interpretation is displayed in
Fig. 8.

ECP also provides schemes for tagging other types of resources in addition to
product items, including shipping containers (for example, pallets and other SKUs),
returnable assets (for example, fruit cases) or general asset items and locations. In
addition to these identifiers defined by GS1, there are also provisions for the inclusion
of general-purpose identifiers within EPC as well as resource identifiers following
the Department of Defense numbering schemes.

3 The specification also includes a Filter Value which is not part of the identifier but provides a shortcut
in that it is a quick way to identify the particular type of identifier encoded in the tag and is used for fast
preselection of particular tag types.
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HEX 30700048440663802E185523
Binary 0011000001110000000000000100100001

000100000001100
1100100000000000001011100001100001
01010100100011

URN urn:epc:tag:sgtin-
96:3.0037000.06542.773346595

Filter Company Prefix Item Reference Serial Number

3 0037000 06542 773346595
Shipping Unit P & G Bounty Paper Item UID

Towels (15 pack)

Fig. 8. Example of an EPC SGTIN-96 tag and its decoding. The top table shows the actual forms of the
EPC in different stages of the encoding process and the bottom shows the interpretation of the SGTIN-96
identifier in particular.

Looking closer at the Serialized Global Location Number, this identifier is a seri-
alized form of the Global Location Number (GLN) defined within the standard
EAN.UCC system and includes provisions for an extension serial number that rep-
resents internal company locations that are not openly available to external parties.
SGLNs follow a very similar structure to SGTINs with header, filter, partition and
company prefix. The last past of the GLN is the location reference, which is a num-
ber, the semantics of which are at the discretion of the manager. Since these numbers
cannot be interpreted without access to their definitions, it is necessary for a company
to publish the appropriate correspondence in a publicly available location, which is
often the GDSN.

One point that sets GLNs apart from other similar systems is that they define a rather
extended concept of location in addition to physical places, which in the context of
the supply chain would often be stores, warehouses, manufacturing plants, warehouse
gates, loading docks or vending machines. GLN also includes within its scope legal
(for example, companies, subsidiaries or divisions) and functional entities (in most
cases, these would be departments within the company, for example, accounting or
fulfillment). In any case, this unique identifier can be encoded in an RFID tag which
can be automatically read by interrogators within its vicinity, which can subsequently
resolve this information through the GDSN and thus discover their location.

The Serial Shipping Container Code follows the common structure, with the notable
exception that its serial number segment is defined by the standard EAN.UCC
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systems. Similar structure is also followed by the final two types of indemnifiers
called Global Returnable Asset Identifier (GRAI) and Global Individual Asset Identi-
fier (GIAI). Finally, EPC provides for two additional types which are defined outside
the EAN.UCC system, namely, the resource codes defined by the Department of
Defense specification for military supply chains and a general-purpose type pre-
dictably called General Identifier (GID-96), which is a catchall for other uses of the
EPC tag specifications.

A competitive scheme to EPC is the ISO/IEC 15459 specification on unique iden-
tifiers with provisions on registration (Part 2), common addressing rules (Part 3),
transport unit address provisions (Part 1) and item-level tagging for the supply chain
(Part 4).

Under this scheme, a guaranteed world-wide unique serial object identifier (i.e., the
object ID) is associated with an artefact by its manufacturer at production time. ISO
15459 codes have four parts: data identifier (DI) header, issuing agency code, company
ID and serialized item code (cf. Fig. 9). In conformance to previous related ISO
standards, each part of the code holds alphanumeric digits rather than numbers. The
DI specifies the structure of the contents of the object ID and follows the specification
of ISO/IEC 15418 encoded under ANSI MH 10.8.2 provisions. For example, DI set
to 25S specifies that the object ID is a globally unique serial object number, and DI
set to 2L specifies that the object ID is a location specified in a format defined in a
subsequent field, for example, a post code. Rules for the coordination of the address
space are also defined in the standard, with the Netherlands Normalization Institute
being the only authorized registrar that can assign IACs. EDIFICE, an association
of electronics suppliers, is such a registered issuing agency and can thus provide its
members with their individual unique company identification numbers. Each member
can then decide internally on how to structure the object serial numbers. A common
approach is to separate the number into two parts, the first identifying the type of the
object – often referred to as product class – and the second identifying the particular
item within this class – often referred to as item serial number.

An important feature of ISO 15459 is that unlike EPC, it accommodates a variety
of existing product classification schemes that can be used as object identifiers. For
example, the currently most popular way to tag objects is by way of a barcode, mostly

Data Identifier Issuing Agency Code Company Serial Number

25S LE:EDIFICE E999 C204060897294374

Fig. 9. ISO/IEC 15459 worldwide unique serial identifier example. The object ID stored in user memory
of the tag is 25SLH:EDIFICEE999C20406089.
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using identifiers specified with in the EAN.UCC system that are excluded under EPC.
This approach also allows the incorporation into the system of a number of other
domain-specific numbering schemes under a unified hierarchical classification. For
example, ISO 14223-2 defines a code structure specific for use for animal tracking,
including information on the species and the premises where it is held. These codes are
incorporated under ISO 15459 simply by setting DI to 8N. This facility also allows
improved interoperability with other competing or emerging numbering schemes
which can be incorporated under particular DIs as well as provide flexibility for
future extensions.

Although not evident from the previous descriptions, EPC also supports interop-
erability with ISO standards although at a lower protocol layer. Gen 2 tags provide a
parity bit as a toggle to indicate the type of identifier stored in their EPC memory bank
(cf. Bank 01 in Fig. 7, the Numbering System Identifier is part of the Protocol Control
section) so that other numbering systems can be used instead of EPC. Although the
EPC scheme clearly has few differences with the previous ones and indeed several
limitations when compared against ISO, it has nevertheless attracted considerable
interest due to its exclusive supply chain focus and the fact that it provides a complete
set of specifications for middleware, resolution, discovery and repository services
(cf. Section 6). Moreover, several IT vendors have already integrated these specifica-
tions with their products and as a result, the EPC standards have gained considerable
advantage against competitors.

6. RFID Software and Network Services

A recurring theme in the discussion of modern GS1 standards is their dependence
on the Internet for disambiguating the semantics of the different types of identifiers
that are retrieved either from bar codes or from RFID tags. Until now, we have only
considered static data, that is, mappings between identifiers and their representations
which are defined at the time of manufacture and do not change over the lifetime of
the product. Such data are well served by the repository and network infrastructures
developed for GDSN that can provide pointers to authoritative information.

However, GDSN is limited in one particularly important way that is critical for
effective supply chains, namely, in that it does not trace products as they move from
trading partner to trading partner and from location to location. Rather, the GDSN
maintains general information about product lines and their attributes including pric-
ing. The capability to do so is clearly fundamental in monitoring the flow upstream
or downstream. To this end, in addition to GDSN, a complimentary set of network
services are defined within the EPC specifications that target information related to
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specific product containers and items and their complete history as they cross the
supply chain [16].

6.1 Middleware
One immediate implication of the construction of such a network is its massive size:

the scope of the network is for every single product manufactured everywhere in the
world to be tagged and tracked. Clearly, this process generates enormous quantities
of data that must be available online for querying by all participants. As a result,
it is necessary that a core feature of the network mechanism is that it reduces the
volume of information that propagates between systems. One way to achieve this
is by recording only events that make sense at the business level rather than, for
example, every sighting of a particular tag.

Recall that communication is always initiated by RFID readers that may scan
for tags several hundred times per second. As a result, a particular product may be
observed by a certain reader several times although its condition has not changed.
Keeping a record of all these observations would be unnecessary and would not
provide any useful information. Instead, such raw observations should be aggregated
and filtered into higher level events that are significant. This is the role of RFID
middleware which provide exactly this functionality. Moving in sequence from the
lower level where observations are acquired by a reader towards application-level
processing, RFID captured data enters the following stages:

• Collect observations: Readers interrogate their vicinity for the presence of tags
and subsequently request and retrieve object IDs and potentially additional data
stored in the chip memory (some systems would require an intermediate authen-
tication step to allow access to this information). Depending on the application,
the duration of the interrogation cycle can vary considerably. For example, for
e-passport applications, a read cycle could last up to a minute, while in supply
chain applications, several hundreds of tags would be read per second. The read
phase could be followed by a further write cycle as is the case in ticketing appli-
cations where information about the current trip would be added to the ticket.
Additional sensors and actuators may be activated at this stage; for example, tem-
perature sensors could be used to record the environmental conditions in which
a particular object has been observed and LED displays could be operated to
indicate the state of the object.

• Smooth observation data: Raw observation data can be erroneous and incom-
plete as a result of read errors. Smoothing observations is the process of cleaning
the collected data from incomplete reads that are discarded, from IDs recorded
due to transient and thus irrelevant objects that must also be removed, from
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indeterminate reads must be resolved (for example, using authoritative records
from local persistent storage), and last but not the least tags that have not been
read must rescanned.

• Translate observations into events: Following smoothing, observation data are
still not useful to applications which are interested in higher level events. For
example, in a supply chain application, it is not relevant to the business logic
layer if a tag has been read by a particular reader but rather the fact that a specific
pallet containing particular product items has entered the warehouse through a
specific portal. This transformation of lower level observations into higher level
application events is typically achieved via filtering and aggregation.

• ID resolution and context retrieval: Specific object IDs recorded in obser-
vations and events must be associated with object descriptions and related
contextual-use retrieved data. This conversion requires access to network ser-
vices that play a two-fold role: (i) to map object IDs to network service locations
that can be further queried about object details and (ii) to respond to specific
queries related to the current condition, the properties and the history of the
object.

• Dispatch and processing of event data: Application-level events must be
returned to consuming applications for further processing. For example, a pal-
let entry event would trigger updates of inventory records to include the items
contained in the identified shipment.

Of course, this process works bi-directionally, that is, applications control data
flow by defining events of interest and by declaring their interest to the RFID infras-
tructure. An orthogonal layer to the application execution profile is infrastructure
management, that is, maintaining configuration and status information related to the
operating condition of RFID readers and other sensor elements [7].

The sequence of tasks outlined above is carried out by distinct network seg-
ments [6]: observations are collected at the reader level outside the IP network;
observation processing and event translation at the network edge by the event man-
ager; and application logic at the network core (or data centre) level. A layer of
mediation between the network core and edge is provided by the network services
and other event-consuming applications, which have the role of resolving identifiers
into object descriptions and the subsequent querying for associated and context data.
Put together, these distinct elements define the RFID stack depicted in Fig. 10. A
notable feature of this approach is the introduction of the event manager [4], which
implements the translation of observations into events by:

• Bridging the IP and RFID networks by translating RFID observations into higher
level events via filtering and aggregation.
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Fig. 10. The RFID stack.

• Managing the RFID reader infrastructure and related sensor and actuator
devices.

• Offering a single interface to applications.

6.2 Programming RFID
Event managers require specific rules to translate observations into events. Such

rules are often defined in terms of a tag scan and query plan, specified through an
appropriate reader abstraction layer, which is relayed to and executed by the reader
infrastructure. A scanning plan specifies the frequency of data acquisition, how many
attempts are made, triggering conditions and so on. It may also include information
about the specific components of each participating reader that is employed, for exam-
ple, which of the attached antennas will be activated. Naturally, this device abstraction
layer also provides facilities for the discovery of reader capabilities (for example, sup-
ported functionality, attached components, software versions and so forth) and can
also request the pre-processing of the observation data if this functionality is sup-
ported by the reader. Finally, the device abstraction layer can also potentially support
actions predicated on a triggering observation, for example, when a motion sensor
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detects movement. Examples of such device abstraction layers are offered by the
Reader Protocol [RR] part of the EPCglobal standards and the generic interface of
WinRFID [34]. Particular reader manufacturers have also developed such abstract
device interfaces, but these are less useful as they can only be used with readers from
specific suppliers.

The event manager provides application programming interfaces for event discov-
ery, subscription and reporting [12, 36]. This allows client applications to find what
events are available and define new ones, subscribe to those of interest and receive
reports with results. Events are defined over event cycles, that is, delimited time
intervals over which observations are processed. Note that although observations and
events are related to read and event cycles correspondingly, the event manager decou-
ples their respective domains and provides a clear separation of scope (cf. Fig. 11).
While the adoption of cycles as the main modus operandi for the event manager may
appear limiting, this is not so, as in addition to defining cycles either periodically or
within fixed time slots, it is also possible to have arbitrary bounds defined on triggers
fired by specific observations or by software interrupts or by external notifications.

Filtering and aggregation processing by the event manager aims to identify spe-
cific patterns in the event data and to summarize data collected from different readers
over several event cycles correspondingly [42]. Filters work by applying include or
exclude regular patterns, that is, by setting rules that define ID lists or ranges to be
included (or excluded) in the processing of observations. For example, following the
EPC filtering specification, the exclusion filter epc:gid-96:18.[321–326].* encoun-
tered while processing EPC tags specifies that the product range that corresponds to
product codes between 321 and 326 will not be processed, irrespective of the serial
number of the objects recorded. Similarly, the aggregation pattern epc:gid-96:*.*.X.*
results in grouping observations by product code and reports only the total num-
ber of observations for each class of product. Due to relatively frequent read errors,

Observations

Observation Plan

Events

Event Cycles

Event Manager
(abstraction, filtering,

aggregation, persistence)

Fig. 11. The RFID event manager.
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such filtering and aggregation techniques are rather complex to implement in practice
and recent work highlights the significance of statistical techniques to improve data
fidelity [23,43].

The programming interface provided by the event manager can be implemented
using different methods: the Application Level Events (ALE) specification [2] is a
middleware specification and the Java RFID System provides the same abstraction
as a language-specific implementation of a component model built on top of the Jini
event management framework. While there seems to be some consensus about the
desired functionality of the application event interfaces, the actual implementation
of the event manager can be done in several alternative ways. These alternatives
are not mutually exclusive but adapt to their operational context and explore diffe-
rent trade-offs between levels of functionality and performance guarantees [21, 25].
In practice, the event manager may consist of one or more distinct physical devices
and logical service end-points, with the responsibility for specific tasks shared
between them.

6.3 RFID Network Services
To provide full functionality, the upper three layers of the RFID stack of Fig. 10

require access to discovery and repository management services accessible on the
internet. Discovery services resolve captured object identifiers into network service
locations where repository services reside. Repository services in turn can be further
queried via standard service profiles to obtain trace and other meta-data related to a
particular ID.

Discovery services. Mapping EPCs to network service locations is a relatively
straightforward task, which can be easily accommodated within current internet
infrastructures. One way to accomplish this is by simply using the directory capabili-
ties of the Domain Name System, which can support an extended collection of record
types. This approach is advocated by the Object Naming System (ONS) specifica-
tion within the EPCglobal family of standards, which employs the Naming Authority
Record [33] to provide associations of EPC codes to Universal Resource Descriptors.
Under ONS, the serial item segment of an EPC code is removed and the remain-
der segments reversed and appended to a pre-determined well-known domain name
(as of this writing onsepc.com). Of course, one problem with this approach is that
ONS inherits and perpetuates the well-known limitations and vulnerabilities of DNS,
though some of these issues are addressed by the use of a single domain where
delegation and updating can be handled with greater effectiveness.

ONS is limited since it only retains the most recent service location related to a
particular EPC, for example, the URI published by the current owner of an artefact.
This is hardly enough in many cases: in addition to the description of the current
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situation of the object, many pervasive computing applications need to gain access
to historical use data collected during its lifetime or at least over a considerable
length of time. This is not only due to the importance of context history for system
adaptation but also because of a practical consideration: Object IDs are assigned at
production time from the address space controlled by their manufacturer, while the
artifact itself changes ownership several times during its lifetime. As a result, such
naive resolution of the EPC would point to the initial owner of the identifier rather than
the current custodian of the artifact and hence authoritative up-to-date information
would no longer be available at the returned service location. Moreover, the full object
history is fragmented over different service locations corresponding to the different
custodians that possessed the artifact at different times and a single service location
could not represent the complete data set.

Hence, rather than mapping an EPC to the service point provided by its manu-
facturer, the resolution process could alternatively point to a secondary discovery
service instead, which maintains the record of the complete sequence of successive
custodians, from production to the present day. This approach is implemented in the
so-called EPC Discovery Service which can be registered with the ONS and provide
the list of URIs of all custodians for a particular object ID. This solution to maintain-
ing a complete trace is preferable over the alternative, whereby the current custodian
would be identified via sequence of links through past holders. Such chaining is vul-
nerable to broken links that can easily occur, for example, if any one of the custodians
ceases to exist. One broken link would be enough to result in the complete loss of the
ability to trace the object history.

Repository services. The second element of RFID network services aims to
manage and maintain object usage information and is provided by custodians. Con-
ceptually, it is little more than a federated distributed database, and provisions for
this task are offered by the EPC Information Service. From a usage perspective, both
standards are little more than a set of web service specifications to access object-
specific data repositories. Both provide methods to record, retrieve and modify event
information for specific EPCs. What does stand out, however, is the massive size and
complexity of such a data repository which – if successfully implemented – would be
unique. This task is complicated by the complex network of trust domains, roles and
identities, which requires the careful management of relationships between authoriza-
tion domains and conformance to diverse access policies and regulations. Yet, these
challenges are inadequately understood at the moment as neither system has attracted
significant support.

One feature of such repository services that merits further discussion today is the
so-called containment profiles. This technique is necessary to form single objects out
of individual components and to be able to reference them directly. Consider the case
of an automobile for example: it is made up of thousands of individual components,
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mostly sourced from third party manufacturers, which at a certain point in time come
together to be assembled in a single entity. Over the lifetime of a particular car, these
components will change as a result of maintenance, upgrades or changing use. In most
cases, the only requirement would be that the car as a whole is identified but in others
it would be necessary to identify individual components as well. The containment
profile has been introduced to address exactly such time-dependent processes, and
is used within the EPC Information Service to group together components that are
assembled into a new entity with its own unique EPC code. The composite object has
an associated creation and expiry date and its elements can be modified via related
containment interfaces.

7. Practical RFID in the Supply Chain

In previous sections we have discussed at length the information requirements of
efficient and effective supply chains, and how network RFID technologies can be
used to provide up-to-date and detailed information about product items, containers,
service locations and other assets used in support of operations. In this section, we
turn out attention on how the latter can be used to satisfy the former by highlighting
in practical terms how and where RFID shall be used. Note that there are significant
differences when tagging is done at the container and at the item level and these will
be identified and discussed.

Let us consider a typical although somewhat simplified supply chain scenario:
a variety of consumer products are manufactured at a specific facility, packaged in
cases, loaded an pallets and then on trucks for delivery to a retail distribution centre
(DC). Upon arrival at the DC, the pallets are dismantled and individual product cases
separated and stored. At a later time, product cases are picked (and in some cases
loaded on new pallets) and shipped to a local retail store. At the store, products are
stored in the back room and used for restocking the shelves of the storefront in response
to sales. Customers pick up products from the shelf, place them in the shopping cart
and take them to check out where they complete their purchase. Clearly, this is a
rather long process which is carried over a potentially very extensive geographic
area and involves many individuals and organizations. It is thus not practical to
monitor the progress of a particular product at every point, but rather it is necessary to
identify control points, where the product changes state, and employ them to update
the information held.

Revisiting this scenario from an RFID perspective, at the manufacturing facility,
products are fixed with individual tags encoding their EPC code including their GTIN,
which contains their item-specific serial number. Individual product items are then
packaged in cases which are also tagged individually using EPC and assigned with
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their particular SSCC (or in some cases, a GTIN representing a case of product items).
At this stage, each case SSCC is associated with the GTINs of all the items it contains
and this information is published on the local EPC IS. Cases are then loaded on
pallets and often enclosed within some protective material, usually either cardboard
wrap or transparent stretch film, and again tagged with their corresponding SSCC.
A particular pallet may contain cases from different product lines which are mixed
due to the specific quantities included in the order placed by the retailer. The SSCC
of each pallet is also associated with the SSCCs of the cases it contains and this
information is also published on the local EPC IS.

When all the necessary pallets are prepared for shipping, they are placed in a con-
tainer and loaded on a truck for delivery to one or several DCs. This point offers the
first opportunity to establish a control point for the movement of products downstream
in the supply chain: readers located at the exit gates of the loading bay of the manu-
facturer facility scan the shipment as it is being loaded on the trucks and record every
product item, case and pallet identifier, grouping them together and associating them
with the corresponding retailer order details and DC destination. This information
can be transmitted to the retailer to anticipate the arrival of the shipment.

On their arrival at the DC, pallets are individually unloaded and moved into the
warehouse via a portal which records the arrival of the scanned EPC codes and
cross references the recorded numbers against those expected. If the products are
confirmed to be the ones expected for delivery, the warehouse management systems
are automatically updated and the pallets are forwarded for storage on the facility.
The same process is followed in loading the product cases for delivery to retail shops.
At the shop, cases are again received, automatically checked against the expected
deliveries and if confirmed, the store WMS is automatically updated.

In this process, a central role is reserved for the loading bay doors into the ware-
house (cf. Figure 12), as in most cases they represent the best location to place a
control point for checking and updating the flow of products. As a result, dock doors
are often turned into RFID-enabled portals where pallets are scanned and where the
actual items delivered can be cross-referenced and inventories updated. This location
works equally well as a control point for manufacturing plants as for distribution
centres and retailer stores, and for both incoming and outgoing shipments.

Looking closer at the sequence of events involved in the operation of one such
portal, the retail store receiving dock, the process starts with the receipt of anAdvanced
Shipment Notice (ASN). This is a common EDI message which is prepared and
transmitted by the DC at the time when the pallets for a particular shipment have
been loaded on a truck and have left the DC warehouse. The ASN is a notification of
pending delivering and is send to all parties responsible for the movement of freight
from DC to store and the contents and configuration of a shipment. In this case, the
ASN would contain at least the SSCCs of every pallet and possibly also of the cases
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Fig. 12. Typical RFID-enabled warehouse loading bay portal.

and the GTIN of the products included (the latter as a means of providing redundancy
to EPC IS). The ASN would also record the total number of pallets, address and
related details of the DC and retailer and can also contain numerous other related
details.

At the store receiving dock, the external motion sensor is tripped by the movement
of the first pallet passing through the portal (cf. item 3 in Fig. 13). Tripping the sensor
results in the publication of a sensor-event message to the ALE engine operating
on the warehouse event manager. This event marks the beginning of an event cycle
which instructs the readers attached to the portal (item 2 in Fig. 13) to begin collecting
observations. The readers keep scanning and discover all tags marking individual
products, cases and pallets. Each tag is typically discovered and read several hundred
times and the observations are passed to the ALE engine either residing on the reader
itself or at the event manager (depending on the model and the capability of the reader).
Observations are processed according to the event cycle specification and reported
to the WMS. An event cycle may be time constrained or terminated in response to a
motion-sensing event tripped by the second, internal sensor (item 1 in Fig. 13).
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Fig. 13. Schematic of the components of an RFID-enabled warehouse portal: items 1 and 3 are motion
sensor which activate on entry and deactivate on exit the postal operation; 2 are RFID readers, each of
which has two external antennas attached; and 4 are red and green indicator lights that signal shipment
approval or rejection.

Upon receipt of the event cycle report by the WMS, the list of products recorded is
compared against the expected deliveries as specified in active ASN messages within
the system. If the details match, then the pallet is expected and the portal switches
on the green light on its frame (position 4 in Fig. 13), indicating that the delivery has
been accepted. At the same time, the inventory is updated with the new item received
and cross-checked against the relevant purchase order. In case the codes retrieved by
the pallet are unexpected, the red light is switched on instead and the pallet returned
to the truck.

During the aggregation cycle, the event manager filters duplicates, removes tran-
sients and codes that are not requested by the event cycle specification and returns the
gathered EPC codes in a report. For example, if the event cycle specification requires
that only pallet codes are collected, then all other types of tags (for example, item
GTINs and case SSCCs) are observed but ignored.

Making the assumption that each product item is individually tagged with its own
EPC, information gathering does not need to stop at the time when products are
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moved to the storefront for display and purchase. Indeed, it is perfectly feasible that
a variety of locations within the storefront will be equipped with readers which will
support a number of consumer applications and product demand data. For example,
RFID readers at the point of sale (POS) would allow the rapid scanning of products
selected by a consumer and thus a much quicker checkout which would minimize
queuing time. Another related application would see readers installed in shopping
carts together with embedded displays which can support a variety of personalized
shopping applications, for example, e-recommendations on the basis of the content
of the cart and the user profile or tracking its total cost. Last but not the least, RFID
readers can be installed below shelves to monitor the number of items stored and
would possibly be combined with price and quantity displays that would change
automatically depending on the conditions of the product.

The latter application, for example, would have dual use, both as an assistive
technology for consumers and as an effective means to monitor the availability of
product on display and provide early warning of impending out-of-stock conditions.
Even the simpler case where portable or hand-held readers are used to take stock
at the end of the day can have considerable benefits: in case where a product is
available in several different versions that are not necessarily easily discernible with-
out checking their GTINs, quick stock taking using RFID can provide significant
improvement for the replenishment process.

This is especially relevant in the case of apparel retail; for example, consider the
case of a retailer of formal menswear. Suits, in particular, come in various sizes and
colours, which are often identified by a single GTIN. Nevertheless, it important that
a full mix of the different types is always available to fulfill consumer demand, and
it is often the case that after closing, sales personnel have to manually conduct an
availability survey, which is a time-consuming task that becomes particularly onerous
due to the timing constraints. Instead, a quick scan of the racks you immediately
identify current stock and missing ranges and colours would become automatically
identifiable without further need for manual intervention. Of course, such applications
would be feasible for higher cost items like garments that provide a higher return and
profit margin.

8. Business Drivers

Having developed an understanding of the information requirements for effective
supply chain optimization in Section 4 and the capabilities of RFID technology in
Section 5, we can now turn our attention on how the latter can cater to the former.
In doing so, we shall make a distinction between container and item-level tagging since
extending the application of RFID to every product item has significant implications
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in terms of extra capabilities and applications that become possible but also far higher
associated costs.

Handling efficiency. A clear benefit of RFID is that it allows for the fully auto-
matic identification of products and containers without the need to preserve line-of-
sight between reader and tag as is the case for bar codes. In Section 7, for example,
we discussed in detail how RFID portals at the distribution centre docking bay doors
are used to reduce manual data capture needs and expedite the delivery confirmation
process. Similar scenarios can be developed for most shipping and receiving situa-
tions where container-level tagging would satisfy all logistics requirements. Further,
item-level tagging would allow the development of additional consumer-facing appli-
cations, notably fast-scan point of sale portals that can considerably reduce queuing
times for checkout.

Out-of-stock reduction. Despite the considerable progress of ECR and other such
industry initiatives, stock-outs remain common at the retail store level. Case and
pallet-level RFID tagging can increase product availability by reducing the number
of delivery errors, by increasing inventory accuracy, and by improving the timely
replenishment of products from the back store. Item-level tagging can further reduce
stock-outs by providing precise information about inventory levels in the store front,
rather than estimates based on sales data which can be erroneous in excess of ten per
cent. Especially for clothing, item-level RFID can provide detailed information about
the product mix that is actually available on the storefront shelves and thus signifi-
cantly increase availability. This information can be captured either with portable
readers and periodic inventory scans or by embedding readers in shelves as part
of their construction. Although the latter approach is far more costly, it allows for
the development of ‘smart’ shelves which also include additional small displays that
expose additional inventory information, for example, products sizes that are available
in the back room but not in the store front, an approach that has been proven especially
successful for higher cost garments and shoes [26].

Inventory reduction. At this stage of RFID development, it is not possible to
quantify or even confirm the possible potential of this technology to lower inven-
tory levels for some or all trading partners, a fact which is especially critical in the
case of FMCG. Although in some cases this would clearly be possible, for example,
by helping avoid excess stock due to reorders of products already available but not
immediately locatable in the storeroom, there is insufficient evidence that either con-
tainer or item-level tagging will increase the accuracy or the timeliness of demand
forecasts, which still appear to remain intractable. Similar reasoning applies to the
case of unsaleables where traceability and common sense can play a role in reducing
inventory levels. Further experience and research in this area is required although
some estimates based on simulations employing simplified models of the FMCG
supply-chain appear to be encouraging [24].



204 G. ROUSSOS

Order reconciliation. Container-level RFID can prevent delivery errors (as
highlighted in the scenario of Section 7) and reduce the manual effort associated
with delivery confirmation as well as the time required to complete this process from
several minutes to almost immediate verification. This technology may also prove
sufficient as a means of proof for shipment delivery and thus simplify dispute reso-
lution. Nevertheless, in most cases disputes relate to pricing which is best addressed
through the implementation of GDSN and RFID has little to offer in this respect.
Item-level RFID does not appear to have any impact for order reconciliation.

Theft. While RFID at the container level does not prevent theft, it may assist
with the detection of specific sections of the supply chain where this problem is of
particular significance. Item-level RFID, on the other hand, can have considerable
implications as it is already a proven technology for anti-theft systems for retail.
Furthermore, item-level tagging makes far more challenging the re-introduction of
stolen or indeed counterfeit products into the supply chain and for this reason it has
attracted intense interest, especially in the case of medicines and medical supplies in
general.

Nonetheless, the focused performance metrics discussed in the preceding para-
graphs may not be the whole story. In addition to the specific new information sources
afforded by RFID which can be related directly to quantifiable optimization effects,
it is likely that the technology has a secondary role as the catalyst for change. Indeed,
to capitalize on the data produced by RFID systems and gain a competitive advan-
tage, it is not enough to simply implement the technology but also to be able to
transform data into meaningful business information that can be acted upon. This
requires advanced integrated information technology infrastructure across the enter-
prise including warehouse management and enterprise resource planning systems,
but perhaps more importantly a reorganization of business processes and strate-
gies. Such changes require a long-term commitment and considerable investment
in human resources and can potentially completely transform the way business is
conducted.

Hence, the decision or not to implement RFID may in many cases extend well
beyond a simple automation decision into a business change [38]. In this case, the
implication is that the decision to implement the technology is associated with signi-
ficant business risk and requires very careful planning and execution. In view of that,
the business that decides to be involved in such technology implementation must be
convinced of its benefits and be able to implement such a programme of change. But
with convincing evidence lacking in many cases, this risk cannot be justified only on
the basis of a cost-benefit analysis. Nevertheless, it is characteristic that the pioneers
of bar code, the previous generation of auto-identification technology, have emerged
as the dominant corporations in their respective domains and it is likely that this will
be repeated for those willing to take well-calculated risks.
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The rationale for making adecisions is quite different between container-level and
item-level implementations. The former would be completely related to benefits in
the supply chain and would explore the issues that we have already discussed in this
and previous sections. Item-level tagging, on the other hand, has quite different value
proposition as its high cost cannot be justified today or indeed in the foreseeable future
for all types of products although specific application of limited scope can be easily
developed for higher cost items.

In fact, widespread item-level tagging for products irrespective of their price is
unlikely to be justified on the grounds of supply chain needs alone. Instead, item-
level RFID is valuable for a variety of consumer services and indeed this is the most
promising area for investigations of this technology and offers the promise of the
most likely return on investment. Applications of this type have already appeared and
are gaining in popularity [26]. For a discussion of related service development using
a variety of sensors in addition to RFID, refer to [15].

Nevertheless, extending supply chain technologies in this way has significant
repercussions for consumers who become directly involved in the enterprise data
processing pipeline. Services employing item-level RFID use personal data associ-
ated with individual consumers in intimate ways and that can be used to reconstruct
their private activities at an unprecedented level of detail. Moreover, recent studies
indicate that the implementation of this technology may transform the consumption
experience in unpredictable ways.

9. Consumer Acceptance of Item-Level
Applications

Recent research in item-level RFID retail applications has identified a generally
positive stance by consumers, especially when considering situations within the store.
Project MyGrocer was the first to explore opportunities to develop such applica-
tions by focusing primarily around the concept of the smart shopping cart [28]. The
working assumption of this work was that each product sold in a supermarket is
individually tagged. The MyGrocer cart was fitted with a RFID reader so that every
time a product was placed in it, it would be scanned and its code retrieved. The cart
also carried a wireless computer with a large touch screen display connected to the
reader (cf. Figure 14).

The main application provided three distinct areas of functionality. The first would
present a shopping list, that is, a list of item for purchase selected by the individual
shopper. This list would be associated with the profile of a specific user and cre-
ated using historical purchase data, which can be further edited manually via a web
interface on the supermarket web site. Each time one of the products on this list
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Fig. 14. MyGrocer shopping cart in action at the Atlantic supermarkets during system testing.

would be placed in the cart, the item would be crossed out to confirm that it has
been picked. The second application displays a running list of items in the cart, their
quantities, their cost and the total cost of all the products in the cart. Finally, a third
application would display information related to the last item picked, for example,
ingredients, directions for use, health warnings and so forth. The same area of the
screen may also be used to display offers and promotions, or comparisons with simi-
lar products to the ones in the shopping list. Finally, use of the smart shopping cart
allows rapid checkout as the products are already scanned and the total price directly
calculated.

This in-store scenario developed around item-level RFID received a favourable
response, with the main benefit perceived to be the improvement of the shopping
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experience, which was understood to be faster, easier and to offer better value for
money. The features of the applications that proved most attractive to consumers
during the trials were:

• constant awareness of the total cost of the shopping cart content, which offers
the opportunity to accurately control spending during a shopping trip,

• access to complete and accurate descriptions of products including price, size,
ingredients, suitability for particular uses and so forth,

• the ability to compare the value of similar products,

• the provision of personalized, targeted promotions that reflect the individual
consumer profile in addition to the usual generic promotions as well as the fact
that they could access all offers available in the specific supermarket at a single
contact point,

• the proposed in-store navigation system, especially in the case of hypermarkets
where orientation is particularly complex,

• the smart checkout and the ability to bypass queues and reduce waiting
time.

However, not all comments were positive. Focus groups and survey findings high-
lighted the collection of detailed personalized purchase statistics by the retailer and
collaborating service providers to be of concern, even though the participants were
aware of the provisions (although not the practicalities) of the data protection act.
Their negative reaction to data collection was triggered primarily after (eponymous)
authentication during log in to the shopping cart when, after presenting their RFID-
enabled loyalty card and entering their private credentials, they were presented with
their personalized shopping list. Two issues were raised, both relating to the immedi-
ate recognition that for the construction of the list, their past purchase data has been
recorded, preserved and processed.

This reaction was more pronounced when considered in the context of MyGrocer
applications outside the physical space of the store. In following with the ideas of
consumer VMI explored in the previous section and in an attempt to collect sup-
ply chain data as early on in the consumption process as possible, the project also
developed two additional scenarios that provided shopping list and ordering facili-
ties: ‘on the go’ employed a cell phone to place orders, and ‘at home’ enabled the
automatic collection of items for replenishment using RFID readers embedded at
several positions at the use residence. The latter scenario, in particular, was the main
source of concern since private data, collected in the sheltered space of the home,
would be delivered to commercial organizations without the explicit control of the
consumer.



208 G. ROUSSOS

Indeed, even in the more acceptable case of the store scenario, the vast majority of
participants did not trust the retail service provider or the provider of the infrastructure
to protect their privacy, irrespective of whether it was a contractual obligation or not.
Moreover, the collection of very detailed information about their purchases over an
extended period of time raised concerns about the use of the data for purposes that
they have not consented to. They were also concerned that such availability of data
could reveal their habits or private behaviours, especially to third parties that would
subsequently gain access to these data.

Another major concern related to the overall shopping experience was perceived
to point towards a technology controlled, fully standardized life-style. Two issues
interrelate on this point. On the one hand, participants rejected the claim that a soft-
ware system could predict accurately their wishes just by collecting historical data
and monitoring habitual purchases. Indeed, this aspect of the system appeared to be
patronizing and overtly rationalized, but most importantly contrary to the experience
of being human. In fact, the majority of participants discarded the possibility of a
computer system that could successfully predict their wishes, while some of them
went as far as becoming offended by this suggestion as they interpreted it as denying
their free will. On the other hand, the participants of the study perceived that such
a system promoted primarily the interests of the supplier, while the consumer only
received marginal benefits.

This issue of directly verifiable consumer value, or rather the lack thereof, was
one of the two fundamental reasons for rejecting the system as a whole. Yet, this was
not an absolute rejection of the system as the majority of participants in the studies
would consider its use if they would receive appropriate compensation for the loss
of privacy that they experience. The main challenge they set for retailers was how
to fairly and appropriately strike a balance between their and the consumer benefit.
The second core challenge before the system could become acceptable was that of
control, in the sense that users demanded control over its operation. The form that this
feature would take depended on the circumstances of its use and could vary from the
anonymous use of the smart shopping cart (at the loss of the personalized shopping
list feature), or indeed an off button for the RFID recording at home.

More recently, Metro Supermarkets in Germany has developed its so-called Store
of the Future, which investigates ideas very similar in spirit to those explored by the
MyGrocer store scenario. Although this activity is much more extensive in scope
and intends to provide a full technological validation of modern RFID supply chain
technologies, user studies have revealed that the same issues of control are still critical
for consumers [20].Although in this case again, shoppers would be willing to negotiate
a loss of privacy in exchange for extra value, they wish to have control over when
and how this would occur.
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10. Privacy Implications of Item-LevelTagging

Item-level RFID can provide retailers with unique sources of information that can
be employed for applications beyond supply chain management. Such applications
may offer welcome new shopping facilities to consumers, but at the same time, they
also make possible new ways to violate personal privacy. Moreover, attacks on privacy
enabled by item-level RFID are not limited to the physical confines of the store, but
to all purposes extend to any public space and even to the intimate space of the home.
In these cases, the risk is not solely due to the use of RFID by the retailer but rather
by third parties using the availability of the technology to mount independent attacks
on consumers.

There are two main types of privacy attacks that can be developed capitalizing
on the widespread availability of item-level RFID tagging. In tracking attacks, the
actions of individuals are recorded through the observation of RFID tags associated
with their person, and their future behaviours potentially inferred. For example, an
RFID tag that remains embedded into an item of clothing long after its purchase
can be used to identify its wearer wherever they go. Information leaks happen when
personal or intimate information stored in RFID tags is revealed without the consent
of its owner [14, Chapter 4]. For example, when personal details encoded in a tag
are skimmed from an e-passport without the owner consent. Both types of attacks
become particularly likely when item-level tags affixed or embedded in consumer
goods are not removed at the point-of-sale, so that stored identifiers can be retrieved
by unauthorized readers, recorded and processed without any visible indication to the
user that this activity occurs.

A closer examination of tracking attacks identifies several distinct scenarios that
become possible through item-level tagging [13]. For example, one of the earliest
uses of RFID outside the supply chain that was explored during the development of
the EPC system was in anti-theft applications. This is of particular relevance to items
of small size but high value such as replacement razor blades, which are the most
common target of shoplifting. In this scenario, smart shelves would monitor high
value items placed on them, and in case where a relatively large number be suddenly
removed, a camera would take a photograph as evidence against a potential thief. But
in practice, it is hard to differentiate between lawful behavior and attempts to steal
and as a result photographs were taken in many more cases than it was necessary.
Although this may appear as a minor compromise of privacy it is nevertheless highly
suggestive of the type of applications that are possible and how easy it is to develop
applications using flawed heuristics.

Consumer privacy violations can be are examined in finer granularity in terms of
specific threats, to pinpoint the many ways in which data analysis techniques, profile
data, and the presence or absence of specific products can lead to violating ones’rights
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[13]. As noted earlier, the widespread availability of RFID tagged products present
opportunities for covert data collection in locations and situations without the consent
of the consumer. Individuals associated with particular product item tags can in this
way linked with visits to specific locations at specific times. Even more, if readers
observe several locations, sequences of visits can be reconstructed and using simple
inference techniques common behaviors, habits or routines can be discovered.

Simpler but equally effective uses of the technology are also possible: a con-
sumer carrying a particular type of product can be identified and approached with a
discriminatory intention for example, because they carry a particular book title. A
related use of the technology but with different intent, would see the consumer being
approached as a result of their possessing a particular item or brand which reveal their
preferences. Identification of such preferences can be an effective marketing tool for
competing retailers or simply used to identify the value of ones’ property and identify
them as a worthwhile target of criminal intentions.

Such techniques are more effective when considering constellations rather than
single products. Depending on the fact that a particular person is singularly associated
with a specific product item may be haphazard as products can be shared between
several consumers, tracing collections of product identifiers moving together in a
single constellation can provide much more accurate results. Even more so, when
individual items are shifted from an established constellation into another, then it
is possible to conclude that a transaction has taken place between the two persons
involved.

Observing product items or product constellations over extended periods of time
can provide adequate information to predict or infer preference or behaviors.Although
this is to some extend possible today through the use of loyalty schemes and cell
phone records, tracking RFID tags does not require a contractual relationship with
the consumer due to the technical characteristics of RFID. Moreover, RFID readers
can be installed in such a way that there is no perceptible indication of their existence.
Even when data collection in this way is carried out within the provisions of a mutu-
ally agreed upon contract the wealth of information collected makes the indirectly
enforced use of the technology through preferential pricing particularly attractive can
significantly reduce the capability of consumers to make free choices.

Last but not least, RFID tags can be used as a physical equivalent of cookies with
the vast majority of preferential pricing techniques developed for the web directly
applicable [1]. Indeed, historical information about acceptance or rejection of offers
or other transaction opportunities can be stored on one or more tags carried by an
individual and used to tailor future approaches to fit their profile. This is certainly
feasible for the retailer that supplier the particular item used as carrier but due to
the generally inadequate security provisions of RFID, this technique could well be
accessible to third parties.
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RFID technology has been the cause of the majority of privacy concerns, early
commercial applications have not helped to develop public confidence as many events
show. For example, Metro Supermarkets in Germany violate their own stated privacy
policy by embedding covert RFID tags in their loyalty cards, and an early briefing of
Auto-ID Center sponsors urged them to capitalize on consumer apathy and push for
item-level tagging thus creating a de-facto situation before consumer organizations
could react [9].

The lack of adequate security and privacy protection provisions has sparked intense
interest in this area of RFID technology. It is characteristic that during the year 2006
almost a century of research papers have been published in this area and the trend is
accelerating. Despite this fact, the main RFID standards have already been ratified
without adequate provisions and during the time of publication of these research over
1.5 billion tags entered circulation.

11. RFID and EU Law

Although the consensus appears to be that RFID is a critical technology for future
economic growth across several industrial sectors, it is also clear that its applica-
tion must also be socially and politically acceptable, ethically admissible and legally
allowable. This aim becomes even more complex to achieve due to the universal
scope of RFID technology, which must respect the policies, ethics and law of every
region and country where it is employed. To be sure, this is a challenging task and
in an attempt to make the main issues tractable from a computing perspective, in this
section we will discuss the main considerations as they relate to the legal framework
of the European Union.

11.1 Data Protection and Privacy
The EU founding treaty declares the fundamental freedoms that its citizens may

expect including liberty, democracy and respect for human rights. Article 30 of the
treaty in particular requires the enforcement of appropriate provisions for the prote-
ction of personal data including the collection, storage, processing, analysis and
exchange of information. Moreover, Article 8 of its Charter of Fundamental Rights
proclaims the protection of personal data as one of the freedoms that each citizen has
a right to enjoy.

These principles are interpreted and implemented in practice through the legislative
framework for data protection and privacy. The Data Protection directive in particular
has been developed aiming to provide the general rules and the long-term vision
and to be robust despite technological innovations. Privacy protection is specifically
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addressed within the directive and is expressed in a way that is independent of the
specific techniques and mechanisms employed in information processing and thus
also applies in the case of RFID.

This directive is complemented by the more recent Privacy and Electronic Com-
munications directive (also known as ePrivacy directive). This extension applies the
general principles to the processing of personal data for the provision of public elec-
tronic communications services over public communications networks as well as to
the recording and use of location data. It also specifies that direct marketing commu-
nications are only allowed when the recipient has agreed to be contacted in advance
or in the context of an existing customer relationship, in which case companies can
continue to market their own similar products on an opt-out basis. However, since
RFID in most cases operates over private or corporate networks, it has been argued
that the provisions of the ePrivacy directive do not apply although this is only one
interpretation which does not take into account the case of the use of RFID readers
in public spaces.

11.2 CommercialTransactions
The Electronic Commerce directive regulates the process of contract offer and

acceptance and applies to the fast checkout process supported by RFID points
of sale. The eCommerce directive has several provisions regarding appropriate
ways of notifications of contractual terms and conditions and dictates that explicit
consumer consent be given at all stages. Although exceptions apply to cases in which
the interaction medium does not allow for information-rich interactions, RFID’s
predominantly silent operation stresses this requirement to its limit.

11.3 Governance
A central issue that affects the implementation of RFID is governance in the sense

of access to RFID-related standards and infrastructures. The EU has been conceived
as a vehicle for economic collaboration and has a tradition of creating a common
open and non-discriminatory set of rules which strive to promote fairness and inter-
operable infrastructures. As such, its regulating bodies take a particularly negative
view of any attempt to fragment public or shared infrastructures or the deployment of
proprietary systems with the specific objective to prevent competitors from entering
a market.

Arguably, the EPC system is tightly controlled by a group of companies and deve-
loped with a view to serve their interests and specific ends which relate to commercial,
security and political aspects of governance. Furthermore, the spirit of the commu-
nity is one where protection is not limited to individuals but extends to companies,
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whose sensitive commercial information is also protected as is the case of data within
RFID-enabled business processes. As such, it is natural to expect the two opposite
sides of the EPC proposition, namely, rapid development of a new market sector and
proprietary technology and infrastructures, will cause considerable friction and can
potentially lead to closer regulation.

11.4 Spectrum Regulation
Recently, the EU has opted to liberate more spectrum for the growing demand for

RFID usage, implemented through Decision 12 for RFID frequencies in the UHF
band adopted by the Commission. This establishes a harmonized base for RFID
applications across European states but nevertheless does not completely address the
problem. In some cases, for example in distribution centres and shopping malls, it
is necessary to operate hundreds or even thousands of readers in close proximity to
each other in event driven mode. However, ETSI, the European Telecommunications
Standards Institute, in standard EN 302 208 requires the use of Listen Before Talk to
prevent a base station from transmitting if the channel is already occupied by another
transmission. This limits the number of readers able to operate simultaneously in a
particular radio neighborhood to about twenty if all available channels are used and
has some incompatibilities with Gen2 tag operation.

11.5 Environmental Issues
There are two directives that have already had very significant repercussions for

electronics in general and RFID in particular, namely, on waste electrical and elec-
tronic equipment (WEEE) and on the restriction of the use of certain hazardous
substances in electrical and electronic equipment (RoHS). RoHS in particular bans
the use of certain hazardous substances which are rather common in electronics.

Relating to public health, the EU has some of the most strict regulation of the level
of electromagnetic regulations that workers or the general public may be exposed to.
Moreover, the Commission has in place a regular program of monitoring the possible
effects of electromagnetic fields on human health through its Scientific Committees.
Moreover, restrictions on EMF emissions from products available in any European
state have been established to ensure the safety of both users and non-users. Although
electromagnetic fields created by RFID equipment are generally low and thus expo-
sure of the general public and workers is expected to be well below current limits,
RFID nevertheless contributes to the total radiation in working and home environ-
ments and its widespread use may well have significant results, especially when taking
into account wireless networking technologies used in tandem.
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12. Discussion and Conclusions

Many believe that technology and business dominate culture today, yet it is a
society’s privacy culture that defines its values, sensibilities and commitments. To
be sure, attitudes toward privacy change as technologies that blur the distinctions
between what is public and private emerge. Deploying any new technology involves
risk, and society relies on experts to accurately assess that risk; failure to do so
compromises their role as gatekeepers. It is thus the responsibility of the computing
profession to confront the challenges of RFID in retail. How we deal with these issues
will determine the chances of widespread adoption of not only RFID but potentially
the whole range of emerging ubiquitous computing technologies.

Advising that deployment of RFID, or any technology for that matter, should exploit
‘consumer apathy’ does little to inspire public trust, as does making a tag impossible
to remove. Two aspects of the technology accentuate the trust problem and dictate
collaboration across disciplines:

• RFID-based systems’ silent and transparent operation; and

• the fact that trust is not a purely cognitive process and thus is not amenable to
a strictly quantitative treatment, for example, as a personal utility optimization
problem, a popular view within computer science today.

In fact, many of the core challenges involve managing the enormous amounts of
data that RFID generates and monitoring the massive increase in points of con-
tact between user and system rather than developing cryptographic algorithms and
security mechanisms that control access to tag data. While individuals’ initial entitle-
ment to control their data is well recognized, economic coercion mechanisms based on
price discrimination are less so. Such mechanisms result from negotiations between
private organizations and public institutions, and this is where our professional social
responsibility must play a critical role. Dealing effectively with misuse will become
more urgent in the near future.

This survey has attempted to provide an in-depth description of issues and
technologies and to supply computing professionals with the information needed.
Yet, several issues related to large-scale deployments of RFID are still poorly under-
stood and we could not conclude this discussion without exploring the additional
implications from a waste management perspective caused by the extensive use of
RFID.

Indeed, RFID tags routinely embedded in a variety of products affect a wide gamut
of recycling processes, both of materials used in containers for the supply and in prod-
uct item packaging. For example, as relates to paper recycling adhesives, chips, pieces
of metal from antennae and conductive inks affect the process of reclaiming containers
and paperboard and prevent the manufacture of new board from recycled feedstock.
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Similar effects would be caused contamination on steel, glass and plastic recycling
processes by RFID tag debris. Furthermore, at the end of their useful life, pallets
are ground up for use as landscape mulch, animal bedding, compost, soil amend-
ment, or core material for particle board. However, metallic pieces from antennae
will be shredded, but cannot break down and would pollute the composting process
and render the material unusable. It is ironic that RFID is often seen as the solution
for reclaiming materials from consumer products due to its capability to record an
accurate and complete history of the product. At least in the short term, its effect will
almost certainly be negative.
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Abstract
This chapter is concerned with computer-integrated interventional medicine
(CIIM). The fundamental premise of CIIM, which is sometimes also referred
to as Computer-Integrated Surgery (CIS), is that the use of information and
information-driven systems will fundamentally change clinical care by improving
physicians’ ability to plan, execute and follow up surgical and other interven-
tional procedures. We first introduce the concepts of Surgical (or Interventional)
CAD/CAM and Surgical Assistance. Next, we discuss the basic technology and
techniques underlying these systems and provide examples of typical Surgical
CAD/CAM and Surgical Assistant Systems. We conclude with a few thoughts
about the growing significance and future prospects of the field.
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1. Introduction

This chapter is concerned with computer-integrated interventional medicine
(CIIM). Over the past 50 years, the technology used in interventional medicine
increasingly has been computer-based. Medical imaging devices have progressed
from simple x-ray units to sophisticated systems, combining advanced sensors
and computation to provide unprecedented information about a patient’s anatomy
and physiology. Medical workstations are able to combine information from many
sources to help surgeons and other physicians to plan interventions and to provide
real-time information supports in carrying out these plans. Robotic devices and endo-
scopic cameras enable physicians to perform minimally invasive procedures that
would otherwise be impossible. Computer-controlled systems use directed energy to
destroy tumours and other malformations inside a patient’s body without surgery.
Computer-based physiological monitoring devices are ubiquitous in operating rooms
and intensive care units.

This evolution is a natural consequence of the computer’s ability to integrate infor-
mation with action to fundamentally improve treatment processes, in much the same
way that computer-integrated systems and processes have affected other sectors of
our society, such as manufacturing, transportation, retailing and agriculture. The basic
‘information loop’of interventional medicine is illustrated in Fig. 1. The process starts
with information about the patient, such as images, lab results, genetic information
and symptoms. This information is combined with general information about human
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Model

Patient-specific
Information

( Images, lab results,
genetics, etc.)

General information
( anatomic atlases,

statistics, rules)

Information

Plan

Patient-specific Evaluation

Statistical Analysis

Action

Fig. 1. Computer-integrated interventional medicine (CIIM) as a closed-loop process.

anatomy and physiology to create a patient-specific ‘model’ or representation that is
used to diagnose the patient’s condition and formulate an interventional plan. During
the intervention, the ‘virtual reality’of the model and plan are registered to the ‘actual
reality’ of the patient and may be coupled with appropriate technology to assist the
clinician in carrying out the plan. Further information is typically generated both
during and after the intervention to update the model and to assess the effect of the
intervention. This information may be used subsequently in further treatment of the
patient. It may also be analysed statistically to assess and improve the overall effec-
tiveness of treatment plans and protocols, in a manner somewhat analogous to the use
of statistical quality control and process learning in manufacturing.

We often refer to this closed-loop process of i) constructing a patient-specific
model and interventional plan; ii) registering the model and plan to the patient;
iii) using technology to assist in carrying out the plan; and iv) assessing the result as
Surgical (or Interventional1) CAD/CAM, again emphasizing the analogy between
computer-integrated interventional medicine and computer-integrated manufactu-
ring. Of course, it is important to recognize that there are also profound differences

1 The terms Computer-Integrated Surgery and Computer-Assisted Surgery have often been applied to
the concepts discussed in this chapter. However, the use of the word ‘surgery’ is somewhat limiting and
causes a certain amount of discomfort among interventional radiologists and others who perform computer-
assisted or image-guided interventions but who do not consider themselves to be ‘surgeons’. Consequently,
we will frequently use the more general terms ‘interventional medicine’ and ‘interventionist’.
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between medicine and manufacturing. In particular, our goal is not automation of
medical interventions. Rather, our goal is to exploit computer-based technology and
systems to assist human clinicians in treating patients. Thus, we often refer to these
systems as Surgical (or Interventional) Assistants, especially when the interventional
decisions are highly interactive, as is frequently the case with surgery. However, it is
important to remember that these concepts are not incompatible. Although it is often
more convenient to think of a CIIM system as being primarily a CAD/CAM or an
Assistant system, the same underlying concepts and technology are present in both
cases. As these systems become more and more sophisticated, the distinction will be
harder and harder to make.

2. Technology and Techniques

In this section, we will provide a brief overview of key technology components
found in CIIM systems, with special attention to surgical navigation and medical
robotics. Further discussion may be found in [1–4].

2.1 System Architecture
The overall architecture of CIIM systems is shown in Fig. 2. Broadly, these sys-

tems consist of the following components: 1) Computational components performing
a wide variety of image processing, surgical planning, monitoring and similar tasks;
2) databases of patient-specific information, as well as more generic knowledge bases
about human anatomy and physiology, common treatment plans, outcome data, etc.,
and 3) devices such as images, robots, and human–machine interfaces relating the
‘virtual reality’ of computer representations to the ‘actual reality’ of the patient,
interventional room and clinician.

2.2 Registration and Transformations Between
Coordinate Systems

Geometric relationships between portions of the patient’s anatomy, images, robots,
sensors and equipment in interventional suites are fundamental in all areas of
computer-integrated interventional medicine, and there is an extensive literature on
techniques for determining the transformations between the associated coordinate
systems (e.g., [5, 6]). The brief discussion below follows the basic framework
developed in [6]. Given two coordinates 
vA = [xA, yA, zA] and 
vB = [xB, yB, zB]
corresponding to comparable features in two coordinate systems Ref A and Ref B, the
process of registration is simply that of finding a function TAB (· · · ) such that


vB = TAB(
vA)
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Fig. 2. The architecture of computer-integrated interventional medicine systems.

Although non-rigid registrations are becoming more common, TAB (· · · ) is still
usually a rigid transformation of the form


vB = TAB(
vA) = RAB · 
vA + 
pAB

where RAB represents a rotation and 
pAB represents a translation. RAB is often
represented by an axis 
n and angle θ so that

RAB(
n, θ) = eθn̂ where n̂ =
⎡
⎣

0 −nz ny

nz 0 −nx

−ny nx 0

⎤
⎦

Thus, if we have two transformations TAB and TBC, the rotation and displacement
components associated with the composite transformation will be given by

RAC = RAB · RBC


pAC = RAB · 
pBC + 
pAB
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In many cases, TAB cannot be computed exactly, so that the actual transformation
T∗

AB is related to the nominal value TAB by a small perturbation, i.e.,T∗
AB = TAB ·

�TAB. In this case, we frequently approximate the rotational component of a small
rotation �R by �R ≈ I + θn̂, so that �R · 
v ≈ 
v + θ
n × 
v. Furthermore, we often
ignore the effects of a small rotation �R on a sufficiently small translation vector �
p,
so that �R · �
p ≈ �
p. Thus, if the actual value of a coordinate 
v∗

A ≈ 
vA + �
vA,
then the actual value of 
v∗

B = T∗
AB · 
v∗

A will be given by


v∗
B = TAB · �TAB · (
vA + �
vA

)

= TAB · (
�RAB · 
vA + �RAB · �
vA + �
pAB

)

≈ TAB · (
vA + θ
n × 
vA + �
vA + θ
n × �
vA + �
pAB

)

≈ TAB · (
vA + θ
n × 
vA + �
vA + �
pAB

)

= RAB · (
vA + θ
n × 
vA + �
vA + �
pAB

) + 
pAB

= 
vB + RAB · (
θ
n × 
vA + �
vA + �
pAB

)

Thus, the uncertainty in 
vB will be given by

�
vB = RAB · (
θ
n × 
vA + �
vA + �
pAB

)
.

There is an extensive literature concerning registration methods. Typically, the
process involves finding corresponding sets of features FA and FB and then find-
ing a transformation TAB (· · · ) that minimizes some distance function dAB =
distance(FB, TAB(FA)). Typical features can include artificial fiducial objects (pins,
implanted spheres, rods, etc.) or anatomical features such as point landmarks, ridge
curves or surfaces. One very common case involves registration of a set of sample
points from an anatomical surface with a computer representation of that surface. In
this case, variations of the Iterated Closest Point algorithm of Besl and McKay [7] are
commonly used. For example, 3-D robot coordinates 
aj may be found for a collection
of points known to be on the surface of an anatomical structure which can also be
found in a segmented 3D image. Given an estimate Tk of the transformation between

image and robot coordinates, the method iteratively finds corresponding points 
b(k)

j

on the surface that are closest to Tk · 
aj and then finds a new transformation

Tk+1 = arg min
T

∑
j

∥∥∥
b(k)

j − Tk · 
aj

∥∥∥2

The process is repeated until some suitable termination condition is reached.
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2.3 Navigational Trackers
Real-time measurement of intraoperative positions and orientations is ubiquitous

in CIIM, and a number of different technologies are available for this purpose. These
include encoded mechanical linkages, ultrasound localizers, electromagnetic local-
izers, ‘active’ optical triangulation systems that locate light emitting diodes, ‘passive’
optical triangulation systems that locate reflective markers and more general computer
vision systems. Excellent technology surveys may be found in books such as [8–10]
and in papers comparing different systems (e.g., [11–13]), although one should be
aware that the relative technical capabilities of different technology approaches can
change as technology develops.

In recent years, optical systems such as the Optotrak� and Polaris� systems
(Northern Digital, Inc., Waterloo, Canada) have been the most widely used option for
surgical navigation systems (see Section 4.2 and Fig. 10) because of their relatively
high accuracy, predictable performance, and insensitivity to environmental variations.
However, they do have several limitations. The most serious of these is the require-
ment that a clear line of sight be maintained between the tracking cameras and the
markers being tracked, which can complicate the arrangement of equipment and work-
flow around the patient. A related drawback is that the markers being tracked must
generally be on portions of surgical instruments outside the patient. This approach
can lead to inaccuracies in instrument tip position determination and cannot be used
with flexible instruments such as catheters.

Electromagnetic trackers were considered for many early surgical navigation appli-
cations, but the measurement distortions associated with metal in operating rooms
caused them to fall out of favour. More recently, improvements in electromagnetic
tracking technology (including reduced distortion and the development of very small
sensors) and increased interest in tracking devices inside the patient has led to
increased interest in this technology. Current examples include the Aurora� (North-
ern Digital, Waterloo, Canada), Flock-of-Birds� (Ascension Technology, Burlington,
Vermont), Polhemus Patriot (Polhemus, Inc., Burlington, Vermont) and proprietary
systems used in the Medtronic Axiem� (Medtronic Navigation, Inc. Louisville,
Colorado) and the GE InstaTrak� (General Electric OEC Medical Systems, Salt
Lake City, Utah).

2.4 Robotic Devices
Historically, the term robot has been used for multi-axis machines that are capable

of autonomous motion. With this strict definition, the well-known daVinci system
would not be classified as a robot, but rather as a teleoperator, because it does not
operate autonomously. In fact, this would be true of many of the medical robot systems
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that have been developed in recent years. Therefore, at least in the medical field, the
definition of a robot has been expanded to include virtually any mechanism that
provides assistance to the surgeon, whether or not it can operate autonomously. In
fact, safety is such a critical concern in medical robotics that it has prompted several
researchers to develop robots that are incapable of autonomous motion (e.g., [14–17]).
These systems rely on the surgeon, rather than motors, to provide sufficient force to
create motion. The systems may still contain powered elements (e.g., motors, brakes),
but they are only used to constrain motion. Although such systems do not fit the
classical definition of a robot, they are considered passive robots in the medical field.

In an industrial setting, the benefit of robotics over fixed automation is that a robot
can be programmed to serve in many different capacities. An industrial robot can
assemble typewriters, weld car bodies or debur molded parts. There is, of course,
some degree of specialization. A robot that places surface mount components on a
printed circuit board is likely to be small and extremely accurate, whereas a robot
that installs automobile windshields must be large and powerful. This specialization
also applies to medical robots. For example, a robot developed for microsurgery will
differ from a robot developed for orthopaedic joint reconstruction. Although the field
of medical robotics is not yet mature, current experience suggests that medical robots
may be more specialized than their industrial counterparts; a robot developed for one
medical procedure may not be as easily adapted for other procedures, for reasons
outlined below. Some examples of multi-functional medical robots do exist, such as
the orthopaedic robot systems that assist with hip and knee replacement surgery as
well as ligament repair.

Clearly, there are many similarities between industrial and medical robots: both
(typically) consist of motors, sensors and articulated links that can be programmed
to perform a variety of functions. There are, however, many differences, including
the integration in the working environment, the relationship between the robot and
the workpiece, the mechanical design and the strategies for assuring safe operation.
These issues are discussed in the following paragraphs.

Robots are now commonplace on factory floors, and much experience has been
gained in workcell configuration. Workcell design is simplified by the fact that other
pieces of equipment, such as conveyer belts and parts feeders, are designed to integrate
with robots and other industrial machines. Once a workcell design is completed, the
robot and associated equipment are installed and, in most cases, left in place for a
long time. In contrast, robots are not (yet) standard equipment in the interventional
suite or operating room, where space is limited. Thus, a medical robot must be easily
transported in and out of the room or, if permanently installed, should be able to be
moved out of the way. In effect, a medical robot must be ‘installed’ in the medical
workcell for each use. This installation includes transporting the robot to the site
(e.g., operating room), connecting it to appropriate power sources, and sterilizing it.
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Since other medical equipment is not designed for compatibility with robotics, the
robot must ‘fit in’ as unobtrusively as possible. It is important to minimize the space
requirement around the operating table, since much of this space is needed for the
medical team and equipment.

Similarly, the manufacturing industry has widely adopted the principle of ‘design
for manufacturability’, which means that parts are designed for ease of manufacturing
by automated machines, including robots. Furthermore, in an industrial setting, the
number of distinct parts is limited and like parts typically differ only by small manu-
facturing tolerances. The environment can be further structured using specialized
parts feeders to orient or align the parts. In contrast, medical robots must operate on
human anatomy, which cannot be redesigned to facilitate robotic procedures and is
often not easily accessible from outside the body. Also, although humans have the
same types of parts, there are large variations between individuals. A medical robot
must be able to sense and adapt to these variations. If sensors alone cannot perform
this task (and they often cannot), the clinician should be included ‘in the loop’ to
augment the system’s sensing capabilities. This requires a human–machine interface
that is easy to use by individuals (clinicians) who do not have robotics backgrounds.
In addition, novel kinematic designs are often necessary to be able to operate on the
target anatomy without unduly restricting the clinician.

Although the mechanical design of medical robots has many similarities to that of
industrial robots, the special requirements associated with interventional procedures
(access, workspace, biocompatibility, imaging-device compatibility, etc.) has tended
to produce distinct designs. For example, many medical robots are designed to mani-
pulate surgical instruments or needles passed through constrained entry points into
the patient’s body. This consideration has led many groups (e.g., [17–20]) to develop
kinematic structures that decouple tool orientation motions about a ‘remote cen-
ter of motion (RCM)’ distal to the robot’s structure. In clinical use, the robot is
typically positioned so that the RCM point is positioned at the point where the instru-
ment or needle passes into the patient’s body (see Fig. 5 for an example). Similarly,
a number of groups (e.g., [21–27]) have developed robots specifically for use in an
MRI imaging environment.

Safety is an important consideration for both industrial and medical robots (e.g.,
[28]). In both cases, the goals, in order of priority, are: 1) to prevent injury to human
beings working near the robot, and 2) to prevent the robot from damaging itself,
other equipment, or the workpiece. In an industrial setting, safety systems typically
involve gates, pressure-sensitive mats, and flashing lights – devices designed to keep
people out of the robot’s workspace or to shut down the system if a person comes
too close. This is especially important when the robot is capable of high speeds or
torques. In an industrial robot, high speeds and torques are desirable because they
reduce the cycle time, thereby increasing the robot’s productivity. In addition, many
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industrial robots require super-human strength to perform their tasks (e.g., lifting
heavy parts). Unfortunately, these desirable attributes increase the potential danger to
human beings. In the medical domain, there is little distinction between the two safety
goals listed above since the ‘workpiece’ is a human patient, and ‘other equipment’
includes life-sustaining medical equipment. Because the medical staff and the patient
must be inside the workspace, medical robot safety systems must ensure that they are
not harmed even in the event of a malfunction. The situation is even more challenging
for cases where the robot is holding a potentially dangerous device, such as a cutting
instrument, and is supposed to actually contact the patient with this device (in the
correct place, of course). As a result, compared with industrial robots, medical robots
usually contain more redundancy in hardware and software and often have lower
maximum speeds and torques.

Many classifications systems for medical robotics have been proposed [29]; some
of them define systems as being active, semi-active, or passive. There is no univer-
sally accepted definition of these terms – some would argue that any robot that is
capable of motion (i.e., contains powered actuators) can never be considered passive,
whereas others focus on the manner in which the robot is used. This chapter adopts
the latter convention, which is an operational definition rather than a mechanical
definition:

• Active robot: automatically performs an intervention, such as machining bone.

• Semi-active robot: performs the intervention under the direct control of the
surgeon (e.g., a ‘hands on’ or ‘cooperative control’ mode).

• Passive robot: does not actively perform any part of the intervention (e.g.,
positions a tool guide).

There is some debate whether one class of robots may be better than another when
considering factors such as safety, user acceptance or regulatory approval. In the
latter case, it is likely that the less active a robot is, the more comfortable regulatory
agencies will be in granting approval. Regarding safety, although a passive robot may
avoid some of the risks inherent with a more active robot, there are still considerable
safety issues that must be considered in all cases. For example, when preparing the
bone for a knee prosthesis, regardless of whether the bone is automatically machined
by an active robot, cooperatively machined by the surgeon and semi-active robot, or
machined by the surgeon using a tool guide positioned by a passive robot, it is critical
that the cutting be performed at the correct position and orientation. Therefore, each
of these robots must provide a safety system to ensure that sensor failures do not
cause them to incorrectly position the cutting tool or tool guide. The question of
user acceptance has not yet been answered because currently, the difficulty of using
medical robots has been a bigger obstacle than whether they are active, semi-active
or passive.
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2.5 Intraoperative Human–Machine Interfaces
Fundamentally, CIIM systems are intended to work with clinicians, not replace

them in the operating room or interventional suite. Consequently, technology and
methods for human – machine communication are crucial components in these
systems. This communication is two-way, and successful systems must address tech-
niques both for providing information to and for accepting information and direction
from the clinician.

Visual display is the most common method for providing information to the
clinician. Computer displays relating the positions of surgical instruments to cross-
sectional medical images or to x-ray projections are ubiquitous in surgical navigation
systems (see Section 4.2). The ergonomics of such systems have some serious limita-
tions. Once a procedure has begun, the clinician’s attention is necessarily focused on
the patient’s anatomy, and it is awkward for the clinician to look away from the patient.
Consequently, a number of groups have developed systems and devices for superim-
posing visual information directly on the surgeon’s view of the patient. The first of
such systems (e.g., [30–32]) were designed to ‘inject’ registered graphic information
into a surgical microscope. Subsequently, several groups have developed variations
on this theme for use in other environments (see Fig. 3). Some of these systems
may use active elements such as laser pointers (e.g., [33, 34]) to help the surgeon
achieve a desired alignment. Other forms of feedback used by CIIM systems include
auditory feedback, either in the form of computer-generated speech [35] or simple
auditory cues [36], haptic (force) feedback [37–40] or visual/auditory representation
of tool–tissue interaction forces (e.g., [41]).

There are many ways for a surgeon to provide information or command direction
to a CIIM system. The most common are those used with any computer worksta-
tion: typed text and mouse-like pointing devices. Intraoperatively, these devices have
many limitations, especially because they are difficult to sterilize and they tie up the
clinician’s hands. One common, though clearly limited, work-around has been to rely
on verbal instructions to technicians operating the equipment. Another has been to
rely on computer voice recognition systems (e.g., [46–49]). Still another has been to
rely upon sterile touch screen displays or upon the motions of instruments tracked
by surgical navigation systems. A few groups have explored video tracking of the
clinician’s head or eye motions (e.g., [50]).

The motion of surgical robots is frequently commanded through the use of con-
ventional telerobotic ‘master’ devices, which are essentially powered or unpowered
robot manipulators moved by the clinician, or by ‘cooperative’ control methods in
which the robot’s motion complies to forces exerted on it by the clinician (see Section
4.3). Other methods, often used in research systems designed for more ‘intelligent’
assistance to a surgeon, include visual tracking of surgical instruments and target
anatomy (e.g., [51, 52]).
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Fig. 3. Visual information display in CIIM systems.A) CMU image overlay system [42] based on active
tracking of surgeon’s head, 3D graphics, and semi-transparent mirror; B) JHU image overlay system for
simple in-scanner display of scan planes [43, 44]; C) typical display from a surgical navigation system
(courtesy, Medtronic Navigation); D) Osaka/Tokyo laser guidance system [33]; E) JHU/Intuitive Surgical
overlay of laparoscopic ultrasound onto daVinci surgical robot video monitor [45]; F) Sensory substitution
display of surgical force information onto daVinci surgical robot video monitor [41].

2.6 Sensorized Instruments
A number of research groups (e.g., [56–63]) have developed ‘sensorized’ surgical

instruments capable of measuring tool-to-tissue interaction forces and providing
these results to surgical workstations. Often, these efforts have relied on graph-
ical interfaces to display force data, whether the instrument was manipulated
freehand by the clinician or by a robot. For example, Poulose et al. [58, 59]
demonstrated that a force sensing instrument used together with an IBM/JHU
LARS robot [51] could significantly reduce both average retraction force and
variability of retraction force during Nissen fundoplication. There have also been
efforts to incorporate sensed force information into the control of robotic devices
(e.g., [64–67]). Several researchers (e.g., [68, 69]) have focused on specialized ‘fin-
gers’ and display devices for palpation tasks requiring delicate tactile feedback
(e.g., for detecting hidden blood vessels or cancerous tissues beneath normal tissues).
Yet another use of sensorized instruments is in biomechanical studies to measure
organ and tissue mechanical properties to improve surgical simulators (e.g., [70,71]).

There has also been work to integrate non-haptic sensors with surgical instruments.
For example, our group at Johns Hopkins is developing instruments that measure
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Fig. 4. Sensorized instruments from our laboratory at JHU [53–55]. A) Liver retractor with integrated
force sensor and optical sensors for measuring blood oxygenation. B) Retraction of pig liver; C) Sensor
readings as blood supply is cut off and restored; D) Laparoscopic instrument with force and oxygenation
sensing fingers.

tissue oxygenation as well as force [53–55]. Our plan is to use this information to
help surgeons assess tissue viability, avoid ischemic tissue damage during retraction
and distinguish tissue types (see Fig. 4).

2.7 Software and Robot Control Architectures
Figure 5 shows the basic control architecture for a robot system There are two

periodic loops: a high-frequency servo loop (typically 1 KHz or higher) that controls
the individual motors and a low-frequency supervisory loop (typically about 100 Hz)
that coordinates the individual motors and may also close a loop around an external
sensor, such as a force sensor or imaging system. Although the dynamic equations
of a robot include coupling between the axes, the standard practice is to perform the
servo control of each motor independently. In fact, some robot systems perform the
servo control on a distributed network of embedded microprocessors, where each
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Fig. 5. Architecture of a typical robot system. The robot shown was developed at Johns Hopkins for
in-scanner percutaneous needle placement procedures [19,72,73]. The screen interface at the top is typical
of the sort of research interface commonly developed for similar procedures, although a different interface
was used for the kidney biopsy shown at the bottom.

microprocessor is attached to just one or two motor/sensor pairs. Fortunately, most
medical robots move rather slowly (often for safety reasons), so the dynamic coupling
between joints can be ignored without affecting control performance.

For a typical path-controlled robot, the supervisory control loop consists of a
trajectory planner that breaks down a high-level motion command (such as mov-
ing at a specified velocity along a straight line) into a set of intermediate set points
that are sent to the servo control loop(s). Because the high-level motion command is
often in a Cartesian coordinate system, this process generally includes the invocation
of the robot’s inverse kinematic equations to transform the Cartesian coordinates into
the robot’s joint coordinates expected by the servo loop. Although path-controlled
robots are common in industrial applications, in the medical field many other super-
visory control strategies are often required. One example is a compliant control mode,
where robot motion is dictated by the forces and torques applied by the surgeon and
measured by a force sensor. This is often implemented as an admittance controller,
where the measured forces/torques are multiplied by an admittance gain to produce
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a desired Cartesian velocity. Typically, the Cartesian velocity is transformed to joint
velocities via the robot’s inverse Jacobian. Alternatively, the Cartesian velocity can
be added to the current Cartesian position to obtain a desired position, which can be
transformed to joint positions via the robot’s inverse kinematics.

Historically, robot manufacturers have provided an interpreted language for pro-
gramming the robot, since this allows the end-user (or systems integrator) to quickly
develop new applications or modify existing applications in the field, if necessary.
An interpreter environment allows fast implement-test-debug cycles, especially since
debugging changes can be made during execution without losing any of the program
state, such as the robot’s position [74]. On the other hand, compiled code runs sig-
nificantly faster than interpreted code, which is especially important for tasks that
require real-time performance, such as closing a loop around an external sensor. For
medical robots, regulatory requirements must also be considered – these dictate that
a medical device manufacturer must carefully control all software changes (configu-
ration control). This requirement and liability considerations necessitate a system
design that prevents inadvertent or unauthorized software modifications, especially
in the field. Although it is possible to protect interpreted code from modification (e.g.,
by encryption of the source code), a compiled language has the advantage of enabling
manufacturers to provide end-users with only the executable. For these reasons
(efficiency and security), most medical robots are programmed in a compiled lan-
guage such as C or C++. For development, however, it is still desirable to have an
interactive (interpreted) environment. This can be achieved by ‘wrapping’ the C/C++
code for use with a standard interpreted language, such as TCL or Python.

The development of standard software and control libraries and application frame-
works for medical robotics research represents a significant challenge and opportunity.
This goal has been a major research focus at Johns Hopkins University. Figure 6
illustrates the software/hardware environment being developed in our laboratory at
Johns Hopkins for research on ‘intelligent’ surgical assistants, which is based on the
set of open source software libraries which we are developing (e.g., [75–77]). The
development of this sort of infrastructure can be an important ‘enabler’ in medical
robotics research. See also Section 4.6.

2.8 Accuracy Evaluation and Validation
Validation of computer-integrated interventional systems is challenging because

the key measure is how well the system performs in an operating room or interven-
tional suite with a real patient. Clearly, for both ethical and regulatory reasons, it is
not possible to defer all validation until a system is used with patients. Furthermore,
it is often difficult to quantify intraoperative performance because there are lim-
ited opportunities for accurate post-operative assessment. For example, even though
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Fig. 6. Modular system environment for robotic surgical assistance research at Johns Hopkins
University (http://www.cisst.org/cisst).

CT scans are accurate, they may not provide sufficient contrast for measuring the
post-operative result and they expose the patient to additional radiation. For these
reasons, most computer-integrated interventional systems are validated using phan-
toms, which are objects that are designed to mimic (often very crudely) the relevant
features of the patient.

One of the key drivers of Surgical CAD/CAM is the higher level of accuracy that
can be achieved using some combination of computers, sensors and robots. There-
fore, it is critical to be able to evaluate the overall accuracy of such a system. One
common technique is to create a phantom with number of objects whose locations
are accurately known, either by precise manufacturing or measurement. If the sys-
tem uses fiducial-based registration, the objects in the phantom should correspond
to fiducials. Furthermore, the phantom should contain extra fiducials (not used for
registration) or other known features that can be used as targets. If the system uses
an anatomic registration, it may still be useful to place a number of fiducials in the
phantom so that they can provide a reasonably accurate estimate of the ‘ground truth’
registration.
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The basic technique is to image the phantom, perform the registration and then
locate the target features. Maurer [78] defined the following types of error:

• Fiducial Localization Error (FLE): the error in locating a fiducial in a particular
coordinate system (i.e., imaging system or surgical CAD/CAM system).

• Fiducial Registration Error (FRE): the root-mean-square (RMS) residual error
at the registration fiducials, i.e.,

FRE =
√√√√ 1

N

N∑
k=1

∥∥∥
bk − T · 
ak

∥∥∥2

where T is the registration transform and (
ak, 
bk) are matched pairs of homo-
logous fiducials (k = 1, . . . , N).

• Target Registration Error (TRE): the error in locating a feature or fiducial that
was not used for the registration; if multiple targets are available, the mean error
is often reported as the TRE.

For a robot system, one method for measuring TRE is to locate the targets in the
image, transform them to the robot coordinate system (using the registration) and
then command the robot to position its instrument at the computed target location.
The TRE is given by the difference between the robot’s position and the actual position
of the target. It may not be practical or convenient to measure this position difference;
however, a common strategy is to manually position the robot at the physical target
and then compute the TRE as the difference between the computed position (based
on the registration) and the robot’s actual position. Essentially, this method uses the
robot itself to measure the TRE.

2.9 Risk Analysis and Regulatory Compliance
The medical device industry is a heavily regulated industry. In the United States,

medical devices must be cleared for market by the Food and Drug Administration
(FDA). There are two paths to market: one via the 510(K) premarket notification
process and one via the Pre-Market Approval (PMA) process. A manufacturer can
obtain a 510(K) clearance if the new device is ‘substantially equivalent’ to an existing
device that is already on the market. Otherwise, the PMA application is required. Sur-
prisingly, several medical robots obtained clearance via the 510(K) path, including
Aesop (Computer Motion, Inc.), Neuromate (Innovative Medical Machines Interna-
tional and subsequently Integrated Surgical Systems) and daVinci (Intuitive Surgical).
In contrast, the earlier ROBODOC System (Integrated Surgical Systems and subse-
quently Curexo Medical) started down the PMA path, although the company was
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later able to switch to the 510(K) process. As of March 2008, the ROBODOC 510(K)
application is still pending.

In addition to the need for 510(K) or PMA approval, medical device companies
must comply with the Quality System Regulations (QSR) and are periodically audited
by the FDA to verify compliance. Initially, the FDA required companies to adhere
to Good Manufacturing Practices (GMP), which regulated just the manufacturing
phase. For simple devices, this worked well because device failures were primarily
due to manufacturing flaws. As devices became more complex, especially with the
integration of computers and software, FDA discovered that a large number of device
failures were due to design flaws, rather than manufacturing flaws. The infamous
Therac-25 accident, where six patients received massive overdoses of radiation from
a computer-controlled medical linear accelerator, is a well-known example [79]. As
a result, FDA QSR began to regulate the design phase as well.

In the European market, all products (medical or otherwise) require CE marking.
Furthermore, the design and manufacturing processes must comply with ISO 9001
and 9002, respectively (often these are grouped together under the umbrella term
ISO 9000). The CE marking and ISO 9000 certification are handled by a number of
notified bodies, which are independent (non-governmental) entities.

To comply with ISO 9000 and/or FDAQSR, medical device companies must define
their development and manufacturing processes and then produce documents (quality
system records) that demonstrate adherence to these processes. Although ISO 9000
and FDA QSR are similar, they are not identical, which requires most medical device
companies to comply with both of them.

It should be noted that obtaining FDA approval and CE marking and complying
with FDA QSR and ISO 9000 is still not enough to guarantee commercial success.
Obviously, it is necessary for the device to be marketable (i.e., to provide a favourable
cost–benefit ratio). It is perhaps less obvious, however, that the device must also be
accepted by the third-party payers in the health-care system. In the U.S., this consists of
Medicare and the health insurance companies. These entities must agree to reimburse
for procedures performed with the new technology in order for that technology to
proliferate in the marketplace.

Risk (or Hazard) Analysis is one of the key elements of a medical device develop-
ment process and is often a focal point for audits by FDA or notified bodies. A Failure
Modes Effects Analysis (FMEA) or Failure Modes Effects and Criticality Analysis
(FMECA) is the most common method [80]. These are ‘bottom up’ analyses, where
potential component failures are identified and traced to determine their effect on the
system. Methods of control are devised to mitigate the hazards associated with these
failures. The information is generally presented in a tabular format. The FMECA
adds the ‘criticality’ assessment, which consists of three numerical parameters: the
severity (S), occurrence (O) and detectability (D) of the failure.Arisk priority number
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(RPN) is computed from the product of these parameters; this determines whether
additional methods of control are required. The FMEA/FMECA is a proactive anal-
ysis that should begin early in the design phase and evolve as hazards are identified
and methods of control are developed.

3. Surgical CAD/CAM

3.1 Example: Robotically Assisted Joint
Reconstruction

The relative rigidity of bone and the excellent contrast available in X-ray and
CT images make orthopaedic procedures – especially joint replacement surgery –
natural applications for medical robots and about 20% of all medical robots surveyed
in 2005 were intended for such applications [81]. The authors of this chapter were
co-developers of one of the first robotic systems for orthopaedics (ROBODOC�
[82,83]), so it is natural for us to use it as an example in discussing surgical CAD/CAM
applications. Earlier research using a robot for total knee replacement surgery was
performed at the University of Washington [84] and subsequently, a number of other
groups also developed systems for similar applications (e.g., [85–89]).

ROBODOC� (ROBODOC, a Curexo Technology Company, formerly Integrated
Surgical Systems, Inc., Sacramento, CA) was initially developed for Total Hip
Replacement (THR) surgery [90, 91] and was later applied to Total Knee Replace-
ment (TKR) [92]. THR surgery involves the preparation of an elongated cavity in the
femur (thigh bone) and a rounded cavity in the acetabulum (hip socket) to accom-
modate the two components of a hip prosthesis: the femoral stem (Fig. 7, Right) and
acetabular cup. Accurate placement of components relative to the patient’s bones is
very important for achieving a good result. Furthermore, with cementless implants,
the bone must be shaped to achieve a close fit between the implant and the bone in
order to encourage the bone to grow into a porous coating on the implant.

For conventional THR surgery, preoperative planning is performed by overlay-
ing templates (outlines) and by making measurements on two-dimensional X-rays.
Templates are available at different magnification factors so that errors due to
X-ray magnification can be minimized. Usually, planning is limited to identifying
an approximate range of implant sizes and the approximate desired implant position
relative to the bone. During surgery, the bone is prepared using hand-held ream-
ers (drills) and broaches to create the desired cavities. Proper execution relies on
a significant amount of experience and ‘surgical feel’, especially when the femoral
cavity is prepared. In this case, the surgeon typically begins with the reamer and
broach corresponding to the smallest planned implant size. If the cavity feels ‘loose’
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Fig. 7. (Left) Typical screen view from ORTHODOC� CT-based planning system for ROBODOC�
orthopaedic robot (Integrated Surgical Systems, Sacramento, California); (Right) Typical implant
components for cementless hip and knee reconstruction surgery.

(i.e., insufficient contact with hard cortical bone), the surgeon switches to the next
larger size until he/she feels that there is sufficient, but not excessive, cortical contact.
If the surgeon chooses a prosthesis that is too large, the femur can fracture either dur-
ing cavity preparation or during prosthesis insertion. This is one of the most common
intraoperative complications associated with THR. Similarly, although the surgeon
can plan any desired prosthesis position, the actual position is determined mostly by
anatomical constraints because the hand-held instruments tend to follow the path of
least resistance.

Laboratory tests [93] showed that the conventional method for cavity preparation is
inherently inaccurate. The cavities produced were extremely irregular, with large gaps
between implant and bone. Furthermore, accurate alignment of the cavity relative to
bone was extremely uncertain, since the interior surface of the bone could deflect the
path of the broach. These considerations led our surgeon colleagues (Dr. Paul and
Dr. Bargar) to propose the use of a robot to prepare the implant cavity. Expected
benefits included adequate and uniform bone in growth, uniform stress transfer,
reduced stress shielding, less thigh pain and the elimination of femoral fractures
as an intraoperative complication.

The ROBODOC procedure for THR (and TKR) consists of two phases: a preopera-
tive planning phase (ORTHODOC�) and an intraoperative (ROBODOC) phase. The
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input to ORTHODOC consists of a CT scan of the patient’s anatomy, the prosthesis
geometry that is supplied by the manufacturers and clinical decisions made by the
surgeon. The surgeon plans the procedure by selecting a prosthesis from the database
and positioning it in the CT image. ORTHODOC displays three orthographic views
(i.e., orthogonal slices) of the data as well as a 3-D model (see Fig. 7). Each joint of
the five-axis surgical robot (Fig. 8-A,B) contains two optical encoders for redundant
position feedback. The system includes a wrist-mounted six-axis force sensor that
monitors the forces applied at the tool. This force information makes it possible to
implement functionality such as manual guidance, tactile search, safety checking and
an adaptive cutter feed rate. ROBODOC executes the preoperative plan by machin-
ing the specified prosthesis cavity in the femur. This requires the bone to be rigidly
attached to the robot. A bone motion monitor (BMM) is used as a safety sensor to
detect motion of the bone relative to the robot. In addition, accurate cavity placement
requires a registration between the patient’s anatomy in the preoperative plan (i.e.,

Fig. 8. Clinically applied robots for orthopaedic surgery. A, B) the Robodoc� system for cementless
total hip and knee replacement surgery machines bone to match a surgeon-selected implant shape, according
to a presurgical plan based on patient’s CT images [83, 94]; C, D), the Acrobot system [85] employs
cooperative hand guiding with ‘active constraints’derived from the implant shape for total knee replacement
surgery.
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the bones in the CT scan) and the anatomy of the actual patient. The preoperative
plan is specified in image (CT) coordinates, whereas intraoperative localization of
the patient can be obtained in robot coordinates, so registration implies finding the
transformation between image and robot coordinates.

Initially, ROBODOC used a ‘pin-based’ registration method, which required the
implantation of titanium bone screws (pins) in the femur prior to the CT scan. Regi-
stration was accomplished by defining at least three reference points on the pins and
then identifying them in both the CT and robot coordinate systems. Because the pins
are titanium, the ORTHODOC software could easily locate them in the CT data using
image processing techniques. The robot system identified the physical pins via a
tactile search, using feedback from its wrist-mounted force sensor [83]. ROBODOC
initially used three registration pins, with the centres of the pin heads serving as the
three reference points. Shortly afterwards, it transitioned to a two-pin method, where
the third reference point was obtained by creating a ‘virtual pin’ based on the centre
and axis of the distal pin. In this case, a longer distal pin was required to enable
accurate determination of the pin axis in the CT data.

Although pin-based registration is reliable, it involves an extra (minor) surgery to
implant the pins prior to the CT scan and is also the source of postoperative knee pain
for many patients. This motivated the development of a ‘pinless’ system [95], which
uses anatomical features instead of metal pins as fiducials. Registration is performed
using a method similar to the iterated closest point method outlined in Section 2.2,
using bone surface point positions measured by a small digitizing arm.

Once cutting has commenced, ROBODOC provides a visual display of its progress
on the computer monitor. As the robot mills the cavity, the monitor displays the CT
data overlaid with a model of the prosthesis cavity. The completed portion of the cavity
is displayed in one colour, while the remaining portion is displayed in another. This is
similar to the visualization provided by most navigation systems. During cutting, the
control software continuously monitors the force sensor and adjusts the cutter feed
rate based on the sensed force and on parameters specific to the prosthesis design and
cutting tool [96]. This enables the robot to adapt to the patient’s anatomy by slowing
down in regions of hard cortical bone and speeding up in other regions.

As of March 2008, ROBODOC has been installed in about 50 hospitals around
the world and has performed over 20,000 hip and knee surgeries. Use of this system
became controversial, especially in Germany, with surgeons and patients reporting
both positive and negative results. Two points that both sides seem to agree on are:
1) the robot procedure requires a longer surgery time and results in higher surgical
costs, compared with the conventional technique and 2) the robot can execute the
preoperative plan more accurately than the conventional technique. However, there
is no consensus on whether the improved accuracy provided by the robot system
provides a clinical benefit to the patient.
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3.2 Example: Needle Placement
Placement of needles or similar devices2 is one of the most basic interventional

CAD/CAM applications, though there are numerous challenges depending on the
target organ and the operating environment. The problem can be simply stated as
placing the tip of the needle at a location specified on an image, typically through an
entry point that is also specified on the image. Both robots and navigation systems have
been used to assist with this task. In some cases, the interventional device (robot or
navigation system) is used to position a cannula or instrument guide through which the
needle is manually advanced.Accurate placement of needles in the brain was one of the
first uses of robots in interventional medicine (e.g., [97,98] [99,100]), and since then
these techniques have been extended to many parts of the body, including prostate,
liver, spine, etc. Furthermore, percutaneous needle placement is a natural application
for surgical navigation and ‘image overlay’ techniques such as those illustrated in
Fig. 3. There is an extensive literature on robotic and non-robotic systems for needle
placement. This section will touch briefly on a few common themes.

When performed using CAD/CAM techniques, the entry and target positions can
be identified on preoperative images, intraoperative images or some combination of
the two. In all cases, it is necessary to register the image space to the interventional
device (e.g., robot or tracked instrument). When using intraoperative images, this
registration can be obtained by placing a calibration object on the robot or patient.
The transformation between the calibration object and device coordinate system is
known by design, and the transformation between the calibration object and the image
coordinate system is computed by locating features of the calibration object in the
image, often via image-processing techniques. Recent examples from the work of our
own group at Johns Hopkins include [101,102], although these techniques are widely
practiced by many groups.

Another potential issue for CAD/CAM needle placement is target motion. This
is especially challenging for soft-tissue organs such as liver, kidneys or prostate,
as well as for anatomical targets such as the lungs or spine, which can be affected
by respiratory motion or by heart beats. For this reason, many groups have empha-
sized placement of needles under direct feedback from imaging modalities such as
X-ray fluoroscopy, CT, MRI or ultrasound. Whether or not direct image feedback is
available, it is often important to compensate for motion and/or to register preoperative
images with (possibly deformed) intraoperative anatomy or images.

In many cases, needle placement under direct (intraoperative) image guidance is
difficult due to patient access issues. This is especially true when the image modality

2 For convenience, we use the term ‘needle placement’, but the problem is generic to the placement of
any ‘needle-like’ instrument, including probes, drills, radiation beams, etc.
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is a closed-bore MR scanner, where the patient is placed inside a long cylindrical
tube that has a diameter that is not much larger than the patient. Here, the only option
for performing needle placement (besides catheter-based methods) is to use a robot
that is small enough to fit inside the MRI scanner (e.g., [27, 103]). The design of
MR-compatible robotic devices poses significant challenges due to materials and
component limitations associated with the high magnetic fields and radiofrequency
sensing associated with MR imaging (e.g., [104]). Even for a robot intended for use
with CT or X-ray fluoroscopy, it is generally desirable for the robot’s end effector to
be as radiolucent as possible in order to reduce interference with the images used for
guidance and targeting.

4. Surgical Assistance

4.1 Basic Concepts
Interventional procedures – especially those that we think of as ‘surgery’ – can

be highly interactive processes, and many interventional decisions are made in the
operating room and executed immediately. The goal of computer-based interventional
systems, including medical robots, is not to replace the surgeon or interventionist3

with a machine so much as to provide the surgeon with versatile tools that augment his
or her ability to treat patients. Currently, there are three main sub-classes of Assistant
Systems, although the distinctions between them are by no means hard-and-fast.

The first class, Intraoperative Information Support Systems, simply provides infor-
mation to the surgeon, who uses his or her manual dexterity to manipulate the surgical
instruments in performing the intervention. An extremely important sub-class of
these systems (discussed in Section 4.2) is Surgical Navigation Systems, which relate
surgical instrument positions to medical images and patient anatomy.4

The second class, Surgeon Extender Robots, are operated directly by the surgeon
and augment or supplement the surgeon’s ability to manipulate surgical instruments.
Potentially, these systems can give even average surgeons super-human capabilities
such as elimination of hand tremor or ability to perform dexterous operations inside the
patient’s body. The potential clinical advantages associated with these systems include
a) the ability to treat otherwise untreatable conditions; b) reduced invasiveness and
patient morbidity; c) improved safety and reduced complication rates; and d) reduced

3 For simplicity of discussion, we will use the word ‘surgeon’ throughout the balance of this section,
rather than the more inclusive (but awkward) ‘interventionist’.

4 Interestingly, Surgical Navigation systems can also be thought of as Surgical CAD/CAM, since they
provide the capability to couple presurgical image-based planning with intraoperative execution.
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surgeon fatigue. A special sub-class of surgeon extender robots is Remote Telesurgery
Systems, which permit the surgeon to operate on patients at distances ranging from a
few hundred meters to several thousand kilometers.

A third class, Auxiliary Surgical Supports, generally works side by side with the
surgeon and performs such functions as endoscope holding, tissue retraction or limb
positioning. These systems typically provide one or more direct control interfaces
such as joysticks, head trackers, or voice control. However, there have been some
efforts to make these systems ‘smarter’ so as to require less of the surgeon’s attention
during use, for example, by using computer vision to keep the endoscope aimed at an
anatomic target or to track a surgical instrument. Although these systems may offer
some of the same advantages as surgeon extenders (e.g., reduced tissue damage due
to more delicate retraction), their main justification is improved operative efficiency
and reduced need of operating room staff.

4.2 Surgical Navigation Systems as
Information Assistants

Surgical navigation systems track the positions of surgical instruments and other
objects in the operating room and display this information graphically, usually relative
to registered images of the patient. Although first developed for neurosurgery (e.g.,
[8, 105]) they have also been widely adapted to ENT surgery (e.g., [11, 106]),
orthopaedic surgery (e.g., [9, 10]), craniofacial surgery (e.g., [107, 108]) and other
applications placing a high value on precise localization and integration of informa-
tion from medical imaging systems. There are currently many commercially available
systems, and surgical navigation has rather larger acceptance in the interventional
systems market than does any form of robotic assistance.

As shown in Fig. 9, a typical surgical navigation system consists of a navigational
tracking device capable of determining the position and orientation of ‘rigid bodies’
attached to surgical instruments and to the patient’s anatomy, together with a computer
workstation and display. After a registration step is performed, the workstation is able
to compute and display the position of instruments relative to patient images.

4.3 Surgeon Extenders
Telesurgical robots are the most widely deployed form of surgeon extender system

and have been extensively employed for cardiac, prostate, and other minimally inva-
sive laparoscopic procedures. Examples include numerous (dozens) research systems
(e.g., [20,25,109–114]), as well as commercially deployed systems such the daVinci
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Fig. 9. Atypical surgical navigation system, showing key coordinate transformations.After registration,
the system computes 
pCtip, the position in image coordinates corresponding to the current position of the
pointer tip, and uses this information to update a display.

[115] (Intuitive Surgical, Sunnyvale, Ca.) and Zeus [116] (formerly marketed by
Computer Motion, Goleta, Ca.).

The architecture of a typical system (here, the daVinci) is shown in Fig. 10. The
system consists of a patient-side ‘slave’ robot and a master control console. The
slave robot has three or four robotic arms which manipulate a stereo endoscope and
dexterous surgical instruments such as scissors and needle holders. The surgeon sits
at the master control station and grasps handles attached to two dexterous ‘master’
manipulator arms, which are capable of exerting limited amounts of force feedback
to the surgeon. The surgeon’s hand motions are sensed by the master manipulators
and the motions are mimicked by the slave manipulators. A variety of control modes
may be selected by means of foot pedals on the master console and used for such
purposes as determining which slave arms are associated with the hand controllers.
Stereo video is transmitted from the endoscope to a pair of high-quality video monitors
in the master control station, thus providing high-fidelity stereo visualization of the
surgical site. The display and master manipulators are arranged so that it appears to
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Fig. 10. Architecture of a typical telesurgical system. Photos: Intuitive Surgical Systems.

the surgeon that the surgical instruments (inside the patient) are in the same position as
his or her hands inside the master control console. Other telesurgical systems employ
the same basic architecture, although there are many differences in implementation.
For example, many systems (e.g., [26, 116]) use more conventional ‘stereo TV set’
displays that use polarizing glasses or LCD shutter glasses to multiplex left- and right-
eye images. Some surgeons find this arrangement more comfortable for long-duration
procedures, although much of the ‘immersive’ feel of the daVinci is lost. Similarly,
research systems incorporate many different mechanical designs for the patient-side
‘slave’ robots.

A primary advantage promised by telesurgical robots for minimally invasive
surgery is their ability to permit the surgeon to perform dexterous manipulation of
instruments and tissues inside the patient’s body. A major theme in current research
has been the development of highly dexterous, miniaturized robotic end-effectors
suitable for this purpose. Some examples are shown in Fig. 11. Many systems (e.g.,
[20,25,115,121,122]) have used cable actuated tools. One drawback of this approach
is that it becomes increasingly difficult to provide high strength and dexterity as the
mechanisms get smaller and smaller. This has led various groups to investigate alter-
natives. For example, several groups have explored micro-hydraulic systems (e.g.,
[123, 124]). At Johns Hopkins, we have explored another approach, illustrated in
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Fig. 11. Dexterity and mobility inside the patient’s body. A) daVinci dexterous wrist with typical
surgical instrument (courtesy: Intuitive Surgical); B, C) 4.2 mm diameter JHU/Columbia University ‘Snake’
manipulator [128, 129]; D) 5 dof, 3 mm diameter micro-catheter robot [112, 121]; E) dexterous robot for
endogastric surgery [122]; F) mobile ‘Heart Lander’ robot for crawling across the heart [127].

Fig. 11 B-C, using parallel super-elastic spines to produce ‘snake’-like end-effectors
[123]. Although most current surgical robots employ manipulator arms to position
tools within the patient’s body, with wrist-like mechanisms to provide distal dexterity,
there has been some work on systems with a greater degree of autonomous motion
capability (e.g., [125–127]).

Although teleoperation has many advantages, especially for high-dexterity robotic
manipulation inside the patient’s body, it also has some drawbacks. The amount of
equipment required is large, since both ‘master’ and ‘slave’ manipulators are needed.
The surgeon is frequently somewhat removed from the patient, since he or she is
sitting at a master control station and may have a reduced overall awareness of the
surgical situation.

Consequently, several groups, including our own, have developed an alterna-
tive approach based on ‘hands-on’ admittance control, in which the robot moves
in response to forces exerted by the surgeon directly on the robot’s end effector or



MEDICAL ROBOTICS AND COMPUTER-INTEGRATED INTERVENTIONAL 247

on a handle attached to the robot. Our early experiences with Robodoc� [83] and
other surgical robots (e.g., [51, 130]) showed that surgeons find this form of control
to be very convenient and natural for surgical tasks. Two notable uses of cooperative
control are the Imperial College AcrobotTM orthopaedic system [85] (Fig. 8 C–D)
and the Johns Hopkins ‘Steady Hand’ microsurgery system [117] (Fig. 12). Although
cooperative control is usually limited to precise positioning tasks, it can also pro-
vide force scaling via the use of two force sensors: one to sense the surgeon’s input
and another to measure tool-to-tissue interaction forces and then move the robot in
response to a scaled difference between these forces (e.g., [66, 131]).

Other groups have developed completely free-hand instruments that sense and
actively cancel physiological tremor (e.g., [132, 133]). The main advantage of this
approach is that it requires the least change in normal operating room procedure.
The surgeon uses the tremor-reducing tool just as he or she would use any other
instrument. The challenges are instrument ergonomics (mostly size and weight) and
precise motion performance, which is still not as good as that of fully robotic devices.

One problem commonly encountered in all forms of medical robotics is the diffi-
culty of maintaining a desired relationship between an instrument held by the robot
and moving patient anatomy. Broadly speaking, there are two approaches for solving
this problem. The first approach (e.g., [52,134]) is to sense the relative motion – most

Fig. 12. JHU ‘Steady Hand’ cooperative manipulation systems for microsurgery. A) First-generation
system [117], which is here used to demonstrate fenestration of the stapes bone for an otology applica-
tion [67]; B) Comparative motion tremor with freehand instrument manipulation and steady-hand robot
manipulation [118]; C) Steady-hand micro-injections into mouse embryos [119]; D) Newer generation
steady-hand robot for eye surgery [120]; E–F) Evaluation on chick embryos.
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commonly with computer vision or some other form of imaging device – and then
move the robot. The second approach (e.g., [83, 86, 127, 135, 136]) is to attach the
robot’s base firmly to the patient’s anatomy, so that it rides with the patient. This
approach is especially common in orthopaedics, but may fruitfully be applied in
other areas such as ENT, neurosurgery, cardiac surgery or ophthalmology, where a
good attachment point is available.

4.4 Auxiliary Surgeon Supports
Although attention is often focused on robotic systems that directly extend the sur-

geon’s ability to manipulate surgical instruments, many of the most successful robotic
applications in surgery have focused on auxiliary tasks such as patient positioning
(e.g., [137]), surgical instrument delivery [138, 139] and laparoscopic camera posi-
tioning (e.g., [51,52,140]). In fact, the AESOP® laparoscopic camera surgery system
[46,141] (formerly distributed by Computer Motion, Goleta, Ca.) was one of the first
widely deployed surgical robots.

4.5 RemoteTelesurgery andTelementoring
The possibility for using master-slave telesurgery systems to perform procedures in

which the surgeon and patient are separated by very long distances has long been rec-
ognized [142, 143]. Commonly considered applications include space exploration,
military combat care and provision of care in sparsely populated areas. A num-
ber of research groups have developed experimental systems over the years (e.g.,
[20, 144–149]). A major milestone was achieved by Marescaux et al. in 2001, with
successful performance of a trans-Atlantic laparoscopic cholecystectomy [150]. Sub-
sequent work has included efforts by Anvari et al. to develop a practical system for
deployment in Canada [151, 152].

There has also been significant interest in using telesurgical technology to provide
remote (or on-site) mentoring, in which an expert surgeon advises a less experienced
surgeon in carrying out a procedure (e.g., [153–155]). Although in some ways similar
to more ‘conventional’ telesurgery, this form of telementoring can introduce some
additional challenges. In particular, protocols may be needed to enable the expert
and ‘trainee’ surgeon to trade-off control of a surgical robot or otherwise to work
cooperatively during completion of the case.

4.6 Toward ‘Intelligent’ Surgical Assistance
Although one goal of both teleoperation and hands-on control in a surgeon extender

system is to enable the surgeon to directly control the motion of the robot, the fact that
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Fig. 13. (Left) Functional Architecture of a typical ‘intelligent’ surgical assistant; (Right) segmented
trace of daVinci hand motions during a suturing procedure [161]

a computer is meditating between the surgeon’s command input and the robot’s actual
motion can create many more possibilities. The simplest is a safety barrier or ‘no fly
zone’, in which the robot’s tool is constrained from entering certain portions of its
workspace. More sophisticated versions include virtual springs, dampers or complex
kinematic constraints that help a surgeon align a tool, maintain a desired force or
perform similar tasks. This concept has many names, of which ‘virtual fixtures’seems
to be the most popular (e.g., [156–160]). The Acrobot system shown in Fig. 8 C–D
represents a successful clinical application using virtual barriers to limit the motion
of the cutting tool.

Anumber of groups (e.g., [162–165]) are exploring extensions of the virtual fixtures
concept to active cooperative control, in which the surgeon and robot share or trade-off
control of the robot during a surgical task or sub-task. As the ability of computers to
model and ‘follow along’ surgical tasks (e.g., [139,161]) improves, these modes will
become more and more important in surgical-assistant applications. Figure 13 (Left)
shows the functional architecture of a typical ‘surgical assistant’ workstation being
developed at Johns Hopkins University. Figure 13 (Right) illustrates initial efforts to
develop automatic motion segmentation tools to distinguish the different steps in a
suturing procedure.

5. Summary and Conclusion

Medical Robotics and computer-integrated interventional medicine are still rela-
tively ‘young’fields. Nevertheless, they have grown remarkably, especially in the past
5–8 years, as clinical systems have been deployed and as more researchers enter them.
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This short chapter has only provided a brief introduction to some of the main areas
of research and practice, and our treatment has necessarily skipped over important
research and groups working in the field. To those who may have been left out, we
extend our sincere apologies and hope that readers of this chapter will be motivated to
pursue further reading, perhaps starting with books such as [166,167], recent journal
special issues such as [114, 168] or any of the many conference proceedings in the
field.

By coupling information to action in ways that were not possible before, these
systems have the potential to fundamentally change the practice of interventional
medicine. Enough progress has been made in all of the architectural elements shown
in Fig. 2 so that clinically useful systems can indeed be deployed. However, further
advances are still needed across the board in the modelling and analysis required for
medical robotic applications, for the interface technologies required to relate the ‘data
world’ to the physical world of patients and clinicians and to the system science that
makes it possible to put everything together safely, robustly and efficiently. It is our
belief that this research is best done in interdisciplinary teams motivated by impor-
tant applications. Our experience has been that building a strong researcher-surgeon
industry team is one of the most challenging, but also one of the most rewarding
aspects of medical robotics and CIIM research. The only greater satisfaction is the
knowledge that the results of such teamwork can have a very direct impact on patients’
health. This is a challenging area, but it is worth it.
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