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Preface

This book is volume 72 of the Advances in Computers, a series that began back in
1960, which is the oldest continuing series, chronicaling the ever-changing landscape
of information technology. Each year three volumes are produced, which present
approximately 20 chapters that describe the latest technology in the use of computers
today. In this volume 72, we present the current status in the development of a new
generation of high-performance computers (HPC).

The computer today has become ubiquitous with millions of machines being sold
(and discarded) annually. Powerful machines are produced for only a few hundred U.S.
dollars, and one of the problems faced by vendors of these machines is that, due to the
continuing adherence to Moore’s law, where the speed of such machines doubles about
every 18 months, we typically have more than enough computer power for our needs
for word processing, surfing the web or playing video games. However, the same
cannot be said for applications that require large powerful machines. Applications
involving weather and climate prediction, fluid flow for designing new airplanes or
automobiles, or nuclear plasma flow require as much computer power as we can
provide, and even that is not enough. Today’s machines operate at the teraflop level
(Trillions of Floating-Point Operations per Second) and this book describes research
into the petaflop region (1015 FLOPS). The six chapters provide an overview of
current activities that will provide the introduction of these machines in the years
2011 through 2015.

The first chapter, by Jack Dongarra and 16 co-authors, ‘DARPA’s HPCS Program:
History, Models, Tools, Languages’, describes the approximately 10 years of effort
by the U.S. Defense Advanced Research Projects Agency (DARPA) to design and
build a petascale computing machine. The chapter gives an overview of the activities
to date in developing the High-Productivity Computing System (HPCS) program and
describes some of the research that is being conducted to build these machines. Issues
discussed include productivity modelling of these new systems, what architecture is
needed to reach petascale levels, what programming languages can be used to program
these machines, how do we measure programmer performance in producing programs
for these machines and how will we eventually measure the actual performance of
these machines, once they are built.

xvii



xviii PREFACE

The next three chapters describe efforts to measure how well these machines
should perform and how well they actually perform. These methods include perfor-
mance modelling and performance evaluation using simulation and benchmarking.
In Chapter 2, ‘Productivity in High-Performance Computing’ by Thomas Sterling
and Chirag Dekate, the authors describe various methods to measure the produc-
tivity in the high-performance domain. For manufactured products such as pencils
or computer (hardware), productivity is a relatively well-understood concept. It is
usually defined as the amount of output per unit of input, as in the case of a factory
that can produce so many objects per year at a total cost of so much money. But for
computer software, the situation is more complex. Is productivity the lines of code a
programmer can produce per day, the number of lines of code a computer can execute
per unit of time or the time it takes to solve a particular problem? When we go to
the HPC domain, where we have thousands of processors working cooperatively to
solve a given problem, the situation is considerably more complex. In this chapter,
Sterling and Dekate present various formal models using which one can measure such
productivity.

In Chapter 3, ‘Performance Prediction and Ranking of Supercomputers’by Tzu-Yi
Chen, Omid Khalili, Roy L. Campbell, Jr., Laura Carrington, Mustafa M. Tikir, and
Allan Snavely, the authors continue with the theme presented in the previous chapter
on productivity. In this case, they look at various ways to benchmark programs in
order to determine their expected performance on other non-benchmarked programs.
Their goal is to address trade-offs in the following two conflicting goals in benchmark-
ing an HPC machine: (1) Performance prediction asks how much time executing an
application is likely to take on a particular machine. (2) Machine ranking asks which
of a set of machines is likely to execute an application most quickly.

Lieven Eeckhout in Chapter 4, ‘Sampled Processor Simulation: A Survey’,
explores the other main aspect of performance prediction – that of computer simu-
lation.As he explains it: ‘Simulating industry-standard benchmarks is extremely time-
consuming. Sampled processor simulation speeds up the simulation by several orders
of magnitude by simulating a limited number of sampling units rather than the entire
program execution’. In this chapter, he explores this approach towards simulating
computers and gives examples of this approach applied to the various architectural
components of modern HPC machines.

In Chapter 5, ‘Distributed Sparse Matrices for Very High-Level Languages’ by
John R. Gilbert, Steve Reinhardt and Viral B. Shah, the authors discuss an important
application that generally requires the use of HPC machines; that is, how to solve
problems that require large space matrices, i.e., matrices where most of the entries are
zero. In this chapter, the authors describe an infrastructure for implementing languages
effective in the solution of these problems. They demonstrate the versatility of their
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infrastructure by using it to implement a benchmark that creates and manipulates
large graphs.

In case this volume does not provide enough information that you desire on HPC
systems, the final chapter by Myron Ginsberg, ‘Bibliographic Snapshots of High-
Performance/High-Productivity Computing’, provides a comprehensive summary of
the various aspects of HPC systems and a detailed bibliography of hundreds of addi-
tional sources of such information. He covers HPC application domains, architectures,
benchmarking and performance issues, as well as additional comments on the DARPA
HPCS program described by Dongarra in Chapter 1.

I hope this volume meets your needs in the area of high-performance computing.
I am always looking for new and different chapters and volume themes to use for future
volumes. If you know of a topic that has not been covered recently or are interested
in writing such a chapter, please let me know. I am always looking for qualified
authors. I can be contacted at mvz@cs.umd.edu. I hope you like these volumes and
look forward to producing the next one in this long-running series.

Marvin Zelkowitz
University of Maryland
College Park, Maryland
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Abstract
The historical context with regard to the origin of the DARPA High Productiv-
ity Computing Systems (HPCS) program is important for understanding why
federal government agencies launched this new, long-term high-performance
computing program and renewed their commitment to leadership computing in
support of national security, large science and space requirements at the start of the
21st century. In this chapter, we provide an overview of the context for this work
as well as various procedures being undertaken for evaluating the effectiveness
of this activity including such topics as modelling the proposed performance
of the new machines, evaluating the proposed architectures, understanding the
languages used to program these machines as well as understanding program-
mer productivity issues in order to better prepare for the introduction of these
machines in the 2011–2015 timeframe.
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1. Historical Background

The historical context with regard to the origin of the High Productivity Computing
Systems (HPCS) program is important for understanding why federal government
agencies launched this new, long-term high-performance computing program and
renewed their commitment to leadership computing in support of national security,
large science and space requirements at the start of the 21st century.

The lead agency for this important endeavour, not surprisingly, was DARPA, the
Defense Advance Research Projects Agency. DARPA’s original mission was to pre-
vent technological surprises like the launch of Sputnik, which in 1957 signalled
that the Soviets had beaten the U.S. in space research. Still, DARPA’s mission is
to prevent technological surprises, but over the years it has expanded to include
the creation of technological surprises for America’s adversaries. DARPA conducts
its mission by sponsoring revolutionary, high-payoff research that bridges the gap
between fundamental discoveries and their military use. DARPA is the federal gov-
ernment’s designated ‘technological engine’ for transformation, supplying advanced
capabilities, based on revolutionary technological options.

Back in the 1980s, a number of agencies made major investments in developing
and using supercomputers. The High Performance Computing and Communications
Initiative (HPCCI), conceived in that decade, built on these agency activities and
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in the 1990s evolved into a broad, loosely coupled program of computer science
research. Key investments under the HPCCI and other programs have enabled major
advances in computing technology and helped maintain U.S. leadership in the world
computer market in the recent decades.

In the late 1990s and early 2000s, U.S. government and industry leaders realized
that the trends in high-performance computing were creating technology gaps. If
left unchecked, these trends would threaten continued U.S superiority for important
national security applications and could also erode the nation’s industrial com-
petitiveness. The most alarming trend was the rapid growth of less-innovative,
commodity-based clustered computing systems (‘clusters’), often at the expense of
the leading-edge, capability-class supercomputers with key characteristics supportive
of an important set of applications. As a result of this strong market trend, the entire
ecosystem that needed to maintain leadership in high-end, capability-class supercom-
puters was at risk: the few companies producing high-end supercomputers had less
money to invest in innovative hardware research and development, and firms that cre-
ated high-performance versions of software applications, environments and tools for
high-end supercomputers had a more difficult time making a business case for this spe-
cialized activity. The seemingly inexorable increase in of commodity microprocessor
speeds following Moore’s Law propelled the growth of clusters with hundreds and
then thousands of processors (although this same increasing parallelism also gave
rise to the programming challenge that continues to plague the high-performance
computing industry today).

1.0.0.1 Chronology. The goal of this section is to provide the first com-
prehensive chronology of events related to the HPCS program. The chronology is
based on reports, documents and summaries that have been accumulated over time
by more people than I can mention here. Special credit is due to Charles Holland,
Richard Games and John Grosh for their contributions, especially in the early years
leading up to the HPCS program. In the chronology, events that were part of the HPCS
program, or sponsored by the program, are highlighted in italics.

1992: DARPA funding support focuses on companies developing massively par-
allel processing (MPP) systems based on commodity microprocessors (e.g.,
Thinking Machines’ Connection Machine CM5, Intel’s Paragon system).

1995: The Department of Energy establishes the Accelerated Strategic Comput-
ing Initiative (ASCI) to ensure the safety and reliability of the nation’s nuclear
weapons stockpile through the use of computer simulation rather than nuclear
testing. ASCI adopts commodity HPC strategy.

25 February 1996: Silicon Graphics acquires Cray Research, which becomes a
subsidiary of SGI.
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17 May 1996: The University Corporation for Atmospheric Research (UCAR), a
federally funded agency in Boulder, Colorado, awards a $35 million contract
for a supercomputer purchase to a subsidiary of NEC of Japan. The U.S.-based
subsidiary of NEC outbids two other finalists for the contract – Fujitsu U.S. and
Cray Research of Eagan, Minnesota – to supply a supercomputer to UCAR’s
National Center for Atmospheric Research (NCAR) for modelling weather
patterns.

29 July 1996: Cray (now an SGI subsidiary) petitions the International Trade
Administration (ITA), a division of the U.S. Commerce Department, claiming
that it had been the victim of ‘dumping’. The ITA upholds the dumping charge
and the NCAR purchase of the NEC supercomputer is cancelled.

19 June 1997: Sandia National Laboratories’ ‘ASCI Red’ massive parallel pro-
cessing system uses 9,216 Intel Pentium Pro microprocessors to achieve 1.1
trillion floating-point operations per second on the Linpack benchmark test, mak-
ing it the top supercomputer in the world and the first to break the teraflop/s
barrier.

26 September 1997: The International Trade Commission (ITC) determines that
Cray Research has suffered ‘material injury’ and imposes punitive tariffs of
between 173% and 454% on all supercomputers imported from Japan, a barrier
so high that it effectively bars them from the U.S. market.

22 September 1999: SGI announces that it will be receiving significant financial
aid from several U.S. government agencies to support the development of the
company’s Cray SV2 vector supercomputer system.

15 November 1999: Jacques S. Gansler tasks the Defense Science Board (DSB)
to address DoD supercomputing needs, especially in the field of cryptanalysis.

2 March 2000: Tera Computer Company acquires the Cray vector supercom-
puter business unit and the Cray brand name from SGI. Tera renames itself as
Cray Inc.

11 October 2000: The DSB Task Force on DoD Supercomputing Needs publishes
its report. The Task Force concludes that current commodity-based HPCs are
not meeting the computing requirements of the cryptanalysis mission. The Task
Force recommends that the government:

1. Continue to support the development of the Cray SV2 in the short term.
2. In the mid term, develop an integrated system that combines commodity

microprocessors with a new, high-bandwidth memory system.
3. Invest in research on critical technologies for the long term.

Fall 2000: DARPA Information Technology Office (ITO) sponsors high-perfor-
mance computing technology workshops led by Candy Culhane and Robert
Graybill (ITO).
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23 March 2001: Dave Oliver and Linton Wells, both from the DoD, request a
survey and analysis of national security high-performance computing require-
ments to respond to concerns raised by U.S. Representative Martin Sabo
(D-Minn.) that eliminating the tariffs on Japanese vector supercomputers would
be a bad idea.

April 2001: Survey of DoD HPC requirements concludes that cryptanalysis com-
puting requirements are not being met by commodity-based high-performance
computers, although some DoD applications are being run reasonably well on
commodity systems because of a significant investment by the DoD HPC Mod-
ernization Program to make their software compatible with the new breed of
clusters. But the survey also reveals significant productivity issues with com-
modity clusters in almost all cases. The issues range from reduced scientific
output due to complicated programming environments, to inordinately long run
times for challenge applications.

26 April 2001: Results of the DoD HPC requirements survey are reviewed with
Congressman Sabo. Dave Oliver, Delores Etter, John Landon, Charlie Holland,
and George Cotter were the attendees from the DoD. The DoD commits to
increasing its R&D funding to provide more diversity and increase the usefulness
of high-performance computers for their applications.

3 May 2001: Commerce Department lifts tariffs on vector supercomputers from
Japan.

11 June 2001: Release of the DoD Research and Development Agenda for High-
Productivity Computing Systems White Paper, prepared for Dave Oliver and
Charlie Holland. The white paper team was led by John Grosh (Office of the
Deputy Under Secretary of Defense for Science and Technology) and included
Robert Graybill (DARPA)), Dr. Bill Carlson (Institute for Defense Analysis
Center for Computing Sciences) and Candace Culhane. The review team con-
sisted of Dr. Frank Mello (DoD High-Performance Computing Modernization
Office), Dr. Richard Games (The MITRE Corporation), Dr. Roman Kaluzniacki,
Mr. Mark Norton (Office of the Assistant Secretary of Defense, Command,
Control, Communications, and Intelligence), and Dr. Gary Hughes.

June 2001: DARPA ITO sponsors an IDA Information Science and Technology
(ISAT) summer study, ‘The Last Classical Computer’, chaired by Dr. William J.
Dally from Stanford University.

July 2001: DARPA approves High-Productivity Computing Systems Program
based to a large extent on the HPCS white paper and ISAT studies. Robert Gray-
bill is the DARPA program manger. The major goal is to provide economically
viable high-productivity computing systems by the end of 2010. These innovative
systems will address the inherent difficulties associated with the development and
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use of current high-end systems and applications, especially programmability,
performance, portability and robustness.
To achieve this aggressive goal, three program phases are envisioned: (1) con-
cept study; (2) research and development and (3) design and development of a
petascale prototype system. The program schedule is defined as follows:

I. June 2002–June 2003: Five vendors to develop concept studies for an HPC
system to appear in 2010.

II. July 2003–June 2006: Expected down selection to 2–3 vendors (number
depends on funding level) to develop detailed system designs for the 2010
system and to perform risk-reduction demonstrations.

III. July 2006–December 2010: Down selection to 1–2 vendors (number
depends on funding level) to develop research prototypes and pilot systems.

January 2002: DARPA’s HPCS Phase I Broad Area Announcement (BAA) is
released to industry.

February 2002: Congress directs the DoD to conduct a study and deliver by
1 July 2002 a development and acquisition plan, including budgetary require-
ments for a comprehensive, long-range Integrated High-End Computing (IHEC)
program. NSA is designated as the lead agency. DARPA, the DoD HPC
Modernization Program, NIMA, NRO, DOE/NNSA and NASA are named as
contributing organizations.

8 March 2002: NEC Corporation announces the delivery of its vector parallel
computing system based on the NEC SX-6 architecture to the Japanese Earth
Simulator Center. The system sustains 35.6 Tflop/s on the Linpack benchmark,
making it the fastest computer in the world – approximately 5 times faster than
the previous one, the DOE ‘ASCI White’ computer at the Lawrence Livermore
National Laboratory. Jack Dongarra, who helps compile the Top500 computer
list, compares the event’s shock impact with the Sputnik launch, and dubs it
‘Computenik’.

May–June 2002: The NSA-led Integrated High-End Computing (IHEC) study
commences with a number of focused workshops.

June 2002: Phase I of the DARPA HPCS program begins with one-year study con-
tracts awarded to Cray, HP, IBM, SGI and Sun. NSA provides additional funds
for Phase I awards. The goal of the program is to develop a new revolution-
ary generation of economically viable high-productivity computing systems for
national security and industrial user communities by 2010, in order to ensure
U.S. leadership, dominance and control in this critical technology.

The vendors’ conceptualizing efforts include a high degree of university par-
ticipation (23), resulting in a wealth of novel concepts. In addition, a number
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of innovative technologies from DARPA’s active embedded programs are
considered by the vendors: Data Intensive Systems (DIS), Polymorphous Com-
puting Architectures (PCA) and Power Aware Computing and Communications
(PACC).

21 October 2002: Sandia National Laboratories and Cray Inc. announce that they
have finalized a multi-year contract, valued at approximately $90 million, under
which Cray will collaborate with Sandia to develop and deliver a new super-
computer called Red Storm. The machine will use over 16 000 AMD Opteron
microprocessors and have a peak processing rate of 100 trillion floating-point
operations per second.

21 November 2002: Users of the Japanese Earth Simulator capture three out of
five Gordon Bell prizes awarded at the Supercomputing 2002 conference. In
one case, scientists run a 26.58 Tflop/s simulation of a complex climate system.
This corresponds to 66% of the peak processing rate. Competing commodity
systems in the U.S. deliver 10% or less of peak rates, illustrating one of the
productivity issues that the DARPA HPCS program is proposing to address.

December 2002: The FY03 federal budget includes language proposing the
development of an interagency R&D roadmap for high-end computing core
technologies, along with a federal high-end computing capacity and accessi-
bility improvement plan. In response to this guidance, the White House Office
of Science and Technology Policy (OSTP), in coordination with the National
Science and Technology Council, commissions the creation of the interagency
High-End Computing Revitalization Task Force (HECRTF). The interagency
HECRTF is charged with developing a five-year plan to guide future federal
investments in high-end computing.

June 2003: Computing Research Association leads a workshop, chaired by
Dr. Daniel A. Reed, on ‘The Road for the Revitalization of High-End Com-
puting’, as part of the High-End Computing Revitalization Task Force’s effort
to solicit public comment on the planning process.

July 2003: DARPA HPCS Phase I down-select is completed and Phase II three-
year research and development Other Transactions Authority (OTA) contracts
are awarded to Cray, IBM and Sun.

July 2003: A multi-agency initiative (DARPA, DOE Office of Science, NNSA, NSA,
NSF, and NASA) funds a three-year HPCS productivity team effort led by
Dr. Jeremy Kepner from MIT-Lincoln Laboratory. The productivity team com-
prised universities, laboratories, Federally Funded Research and Development
Centers (FFRDCs) and HPCS Phase II vendors. Bi-annual public productiv-
ity conferences are held on a regular basis throughout the three-year Phase II
program.
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10 May 2004: High-End Computing Revitalization Task Force (HPCRTF) Report
is released by the Office of the Science and Technology policy (OSTP).

May 2004: DARPA sponsors the High Productivity Language System (HPLS)
workshop, which is organized by Dr. Hans P. Zima from JPL to form the basis for
the HPCS experimental language development activity. Experimental languages
discussed include Chapel (Cray), X10 (IBM) and Fortress (Sun).

November 2004: First formal public announcement is made at the Supercomput-
ing Conference (SC2004) of the new HPC Challenge benchmarks, based on the
work done under the HPCS Productivity Team efforts led by the University of
Tennessee.

2004: The National Research Council (NRC) releases a report, ‘The Future of
Supercomputing’, sponsored by the DOE Office of Science.

August 2005: Completion of the report from the Joint UK Defense ScientificAdvi-
sory Council and U.S. Defense Science Board Study on Critical Technologies.
High-Performance Computing is identified as a critical technology and the report
makes key recommendations to maintain U.S./UK HPC superiority.

September 2005: The Army High Performance Computing Research Center
(AHPCRC) and DARPA sponsor the first Parallel Global Address Space (PGAS)
programming models conference in Minneapolis. Based on the interest level in
the first conference, the plan is to turn this event into an annual conference.

November 2005: First HPC Challenge performance and productivity awards are
made at SC2005.

December 2005: Dr. William Harrod becomes the HPCS program manager after
Robert Graybill’s six year DARPA term expires.

November 2006: DARPA HPCS Phase II down-select is completed. Phase III multi-
year prototype development Other Transaction Authority (OTA) cost-sharing
contracts are awarded to Cray and IBM, with petascale prototype demonstrations
planned for the end of 2010. This is a multi-agency effort involving DARPA (lead
agency), NSA, DOE Office of Science, and NNSA (the HPCS mission partners),
each contributing to Phase III funding.

As this chronology suggests, this period represented a tumultuous transition period
for supercomputing, resulting in no shortage of reports, recommendations and ideas
on the roles of public and private sector in maintaining U.S. superiority from the
national security and economic perspectives. There was also growing public aware-
ness that theoretical (‘peak’) performance could no longer be a sufficient measure of
computing leadership. During this period of public/private partnerships, the future of
supercomputing has been altered by new wave of innovations and real sense that the
real value of the computing is in achieving end-users’ business objectives, agency
mission and scientific discovery.



10 J. DONGARRA ET AL.

1.1 HPCS Motivation
As already noted, high-performance computing was at a critical juncture in the

United States in the early 2000s, and the HPCS program was created by DARPA
in partnership with other key government agencies to address HPC technology and
application challenges for the next decade.

A number of DoD studies1,2 stressed that there is a national security requirement
for high-performance computing systems, and that, consistent with this requirement,
DoD historically had provided partial funding support to assist companies with R&D
for HPC systems. Without this government R&D participation, high-end computing
might one day be available only through manufacturers of commodity clusters based
on technologies developed primarily for mass-market consumer and business needs.

While driving U.S. superiority in high-end computing technology, the HPCS
program will also contribute significantly to leadership in these and other
critical DoD and industrial application areas: operational weather and ocean
forecasting; planning for the potential dispersion of airborne contaminants;
cryptanalysis; weapons (warheads and penetrators); survivability/stealth design;
intelligence/surveillance/reconnaissance systems; virtual manufacturing/failure anal-
ysis of large aircraft, ships and structures; and emerging biotechnology applications.
The HPCS program will create new systems and software tools that will lead to
increased productivity of the applications used to solve these critical problems.

The critical mission areas are described below. Some descriptions were derived
from a report submitted to Congress by the Office of the Secretary of Defense (‘High
Performance Computing for the National Security Community’) Others came from
a report created by MITRE3. The list is not exhaustive. HPCS systems are likely to
be used for other missions – both military and commercial – if the systems provide a
balanced architecture and are easy to use.

Operational Weather and Ocean Forecasting. Provides worldwide 24-hour
weather guidance to the military, CIA and Presidential Support Unit for current
operations, weapons of mass destruction contingency planning, etc.

Signals Intelligence. The transformation, cryptanalysis and intelligence analysis
of foreign communications on the intentions and actions of foreign governments,
militaries, espionage, sabotage, assassinations or international terrorism. There are
both research and development and operational aspects of this activity.

1 ‘Task Force on DOD Supercomputing Needs’, Defense Science Board Study, October 11, 2000.
2 ‘Survey and Analysis of the National Security High Performance Computing Architectural Require-

ments’, Presentation by Dr. Richard Games, MITRE, April 26, 2001.
3 ‘DARPA HPCS Application Analysis and Productivity Assessment’, MITRE, October 6, 2002.
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Intelligence, Surveillance and Reconnaissance. Processing the outputs of
various types of sensors to produce battlespace situation awareness or other action-
able intelligence. Includes target cueing, aided target recognition and other special
exploitation products. These operational applications have to meet throughput and
latency requirements as part of a larger system.

Dispersion of Airborne Contaminants. Predicts the dispersion of hazardous
aerosols and gasses in the atmosphere. Supports military operation planning and
execution, intelligence gathering, counter terrorism and treaty monitoring.

Weapons Design. Uses computer models to augment physical experimentation to
reduce costs and explore new concepts that would be difficult to test. Computational
mechanics are used to understand complex projectile – target interactions to develop
advanced survivability and lethality technologies. Computational fluid dynamics is
used for modeling flight dynamics of missiles and projectiles.

Survivability and Stealth. Includes researches that are performed to reduce the
radar signatures of airplanes such as the JSF and F22 and to provide techni-
cal support for acquisition activity. Uses computational electromagnetics for radar
cross-section/signature prediction.

Engineering Design of Large Aircraft, Ship and Structures. Applies com-
putational structural mechanics used to do forensic analysis after terrorist bomb
attacks and predictive analysis for the design of safer military and embassy structures.
Augments aircraft wind tunnel experiments to reduce costs.

Biotechnology. Uses information technology to create, organize, analyze, store,
retrieve and share genomic, proteomic, chemical and clinical data in the life sciences.
This area is not strictly considered a national security mission area, but it is of use to
the military. More important, it is a growing field in private industry. If HPCS meets
biotechnology users’ needs, it may enhance the commercial viability of computer
systems developed under the HPCS program.

1.2 HPCS Vision
The HPCS vision of developing economically viable high-productivity comput-

ing systems, as originally defined in the HPCS white paper, has been maintained
throughout the life of the program. The vision of economically viable – yet revolu-
tionary – petascale high-productivity computing systems led to significant industry
and university partnerships early in the program and a heavy industry focus later in
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the program. To achieve the HPCS vision, DARPA created a three-phase program.
A broad spectrum of innovative technologies and concepts were developed during
Phase I. These were then evaluated and integrated with a balanced, innovative pre-
liminary system design solution during Phase II. Now, in Phase III, the systems are
under development, with prototype petascale demonstrations planned for late 2010.

The end product of the HPCS program will be systems with the ability to efficiently
run a broad spectrum of applications and programming models in support of the
national security and industrial user communities. HPCS is focusing on revolutionary,
productivity-enhancing improvements in the following areas:

• Performance: Computational capability of critical national security applications
improved by 10X to 40X over the 2002 capability.

• Programmability: Reduce time to develop, operate, and maintain HPCS
application solutions to one-tenth of 2002’s cost.

• Portability: Make available research and operational HPCS application software
that is independent of specific hardware and software architectures.

• Robustness (reliability): Continue operating in the presence of localized hard-
ware failure, contain the impact of software defects, and minimize the likelihood
of operator error.

Achieving of the HPCS vision will require an optimum balance between revo-
lutionary system requirements incorporating high-risk technology and features and
functionality needed for a commercial viable computing system. The HPCS strategy
has been to encourage the vendors not only to develop evolutionary systems, but
also to make bold step productivity improvements, with the government helping to
reduce the risks through R&D cost sharing. The assessment of productivity, by its
very nature, is difficult because it depends upon the specifics of the end-user mis-
sion, applications, team composition and end use or workflow as shown in Fig. 1.
A proper assessment requires a mixture of qualitative and quantitative (preferred)
analysis to develop a coherent and convincing argument. The productivity goals of
the HPCS Phase III system can be loosely grouped into execution time and devel-
opment time goals. The goals of the program have been refined over the three phases
as they have gone through this very challenging balancing process. The following
refined goals have emerged from that process.

1.2.0.2 Productivity (DevelopmentTime) Goals.
• Improve development productivity by 10X over 2002 development productivity

for specified government workflows (workflows 1, 2, 4 and 5).

• Improve execution productivity to 2 petaflops sustained performance (scalable
to greater than 4 petaflops) for workflow 3.
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Fig. 1. Level 1 functional workflows. Workflows comprise several steps, with many steps overlapping.
Items in red represent areas with highest HPC-specific interest.

No single productivity number applies to workflows for the 2002 starting point,
or to 2010 workflows. Productivity will vary based on the specific machine, user
and application. DoD and other government agencies will determine 2002 baseline
productivity metrics for their government applications and mission requirements
and will then evaluate the petascale prototype system to demonstrate the 10X
improvement.

The HPCS program must address overarching issues impeding the development
and utilization of high-end computational systems:

• Balanced system performance

• Improved software tools and methodologies

• Robustness strategy

• Performance measurement and prediction

• System tailorability (ability to scale up and out).

The following Table I lists the current and HPCS-targeted capabilities (execution
time) for HPC systems. Note that ‘current’is defined as 2007, rather than the program’s
2002 starting point.

These future HPC systems will also have to operate as major subsystems of the
HPCS mission partners’ computing centers and meet their growing input/output and
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Table I
Performance (Execution Times) Derived from HPC Challenge Benchmarks

Benchmark Description Current HPCS

Global High-Performance LINPACK
(G-HPL) (PF/s)

Sustained execution speed @
local nodes

∼ 0.2 2+

STREAM (PB/s) Data streaming mode – data
processing rate

∼ 0.1 6.5

Global Random Access (GUPS/s) GUPS – random access across
entire memory system

35 64K

Bisection B/W (PB/s) Min bandwidth connecting equal
halves of the system

∼ 0.001 − 0.01 3.2

data storage requirements. The goals listed below represents the mission partners’
requirements.

• 1 trillion files in a single file system

• 10 000 metadata operations per second

• Streaming I/O at 30 GB/sec full duplex

• Support for 30 000 nodes

These objectives cannot be met simply by tracking Moore’s Law and leveraging
evolutionary commercial developments, but will require revolutionary technologies
and close partnerships between vendors and candidate procurement agencies. A fall
back to evolutionary HPC systems with a focus on performance at the expense of
productivity by vendor product organizations is not an acceptable alternative.

1.3 Program Overview
The HPCS acquisition strategy shown in Fig. 2 is designed to enable and encour-

age revolutionary innovation by the selected contractor(s) in close coordination with
government HPC end users.

As Figure 2 illustrates, the DARPA-led HPCS program (denoted by the arrow
labelled ‘Vendor Milestones’) is divided into three phases. Phase I, an industry con-
cept study, was completed in 2003. DARPA awarded 12-month contracts to industry
teams led by Cray, HP, IBM, SGI and Sun. The study provided critical technology
assessments, revolutionary HPCS concept solutions, and new productivity metrics
in order to develop a new class of high-end computers by the end of this decade.
The outputs from Phase I convinced government decision-makers of the merits of
continuing the program.

Phase II was a three-year effort that began with continuous awards to the Cray,
IBM and Sun teams. These teams performed focused research, development and
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Fig. 2. HPCS program and acquisition strategy.

risk-reduction engineering activities. The technical challenges and promising solu-
tions identified during the Phase I concept study were explored, developed, and
simulated or prototyped. The work culminated in the contractors’ preliminary HPCS
designs. These designs, along with the vendors’ risk-reduction demonstrations, anal-
yses, lifecycle cost projections and their Phase III proposals were used by the
decision-makers to determine whether it was technically feasible and fiscally prudent
to continue to develop and procure HPCS systems.

Phase III, now under way, is a design, development and prototype demonstration
effort that will last for four and a half years. The Phase III vendors, Cray and IBM,
will complete the detailed design and development of a productive, petascale system
and will provide a proof of out the system by demonstrating a petascale prototype.
They will demonstrate the HPCS performance and productivity goals for an agreed-
upon set of applications by the end of 2010. The Phase III mission partners will
have access to these systems for the first six months in 2011. Fig. 2, in addition, out-
lines the relationship between the HPCS program and agency procurement programs
aimed at addressing the petascale computing challenges of the DOE Office of Sci-
ence, National Nuclear Security Agency, National Security Agency and the National
Science Foundation.
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1.4 Cray ‘Cascade’ and IBM ‘PERCS’ Overview
Cray and IBM have provided summaries of their proposed Phase III systems,

with special emphasis on their revolutionary hardware and software architectures,
resulting in significant improvement in overall user productivity. Detailed descrip-
tions of the Phase III vendors’ innovative architectures are not described here, due
to the proprietary nature of the designs at this time. The authors encourage readers
to inquire directly with Cray and IBM for fuller descriptions of their novel system
architectures.

1.4.0.3 The Cray Cascade System. Cray’s Cascade system is based
on two observations regarding high-performance computing and productivity. The
first is that no one processing technology is best for all applications. Application
requirements and coding paradigms vary widely, and different forms of parallelism
can be best exploited by different processor architectures. Effort spent trying to fit code
onto a particular processing architecture is one of the largest drains on productivity.
The second observation is that programming productivity starts with appropriate sup-
port at the architectural level. Machine characteristics such as the compute/bandwidth
balance, overhead of synchronization and availability of threads and latency tolerance
of processors have a significant impact on software’s ability to efficiently exploit a
variety of code constructs and allow programmers to express problems in the most
natural way.

The cascade system is designed to be highly configurable and extensible. It pro-
vides a high-bandwidth, globally addressable memory and supports multiple types
of compute blades that can be tailored for different application requirements. The
interconnect can be dialed from low to very high local and global bandwidths and
scales to well over 100 000 compute nodes with low network diameter. Compute
blades in cascade use commodity microprocessors provided with both communication
and computational accelerators. The communication accelerators extend the address
space, address translation and communication concurrency of the commodity proces-
sors, and provide global synchronization and efficient message-passing support. The
computational accelerators, based on massively multithreaded and vector technology,
can adapt their mode of operation to the characteristics of the code, and provide sig-
nificant speedup with little programmer intervention. Typical parallel architectures
present numerous barriers to achieving high performance, largely related to mem-
ory access, and communication and synchronization between threads. The Cascade
architecture removes many of these barriers, allowing programmers to write codes
in a straightforward, intuitive manner and still achieve high performance. The key
attributes of the architecture are motivated by a desire to both increased performance
and improved programmability:
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• Cascade provides a large, globally addressable memory and extremely high
global bandwidth. This enables very low-overhead access to shared data, which
allows programmers to express algorithms naturally, rather than labouring to
reduce and lump together inter-processor communication.

To better serve a variety of application requirements and to support more natural
parallel programming idioms, the system provides a set of heterogeneous processing
capabilities, each optimized for executing a different style of computation. Serial and
latency-sensitive computations are executed on commodity microprocessors, data-
parallel computations with regular control flows are accelerated by vector processing
and parallel computations with irregular control flows are accelerated via massive
multi-threading.

The system supports low overhead, heavily pipelined communication and synchro-
nization, allowing fine-grained parallelization and enhancing scalability.

The processor and system architecture support a programming environment that
greatly simplifies the parallel programming task via higher productivity languages and
programming models, and innovative tools that ease debugging and performance tun-
ing at large scales. The Cascade programming environment supports MPI, OpenMP,
pthreads, SHMEM and Global Arrays, as well as the global address space languages
Unified Parallel C and Co-Array Fortran. For the most productive programming expe-
rience, Cascade supports global-view programming models, which provide a parallel
programming experience more similar to uniprocessor programming. The new Chapel
language provides data and controls abstractions that simplify parallel programming
and create a clean separation between high-level algorithms and low-level details
such as data decomposition and layout. This enables a programmer to first focus on
expressing the parallelism inherent in the algorithm being implemented and to later
redefine the critical data structures to exploit locality and processor affinity.

1.4.0.4 The IBM PERC System. Figures 3 and 4 highlight the key fea-
tures of IBM’s PERC system that is under development through the HPCS program.

1.5 Productivity Initiatives
As stated earlier, productivity, by its very nature, is difficult to assess because it

depends upon the specifics of the end-user mission, application, team composition and
end use or workflow. The challenge is to develop a productivity assessment strategy
based on a mixture of qualitative and quantitative (preferred) analysis-based metrics
that will not only be used to evaluate the HPCS vendors but also adopted by the larger
HPC community.
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IBM’s Technical Approach for HPCS
� Unprecedented focus on productivity

– Hardware/software co-design focused on improving system productivity by more than an order of magnitude and 
significantly expanding the number of productive users in a petascale environment

– Application development: programming models, languages, tools

– Administrative: automation, simplicity, ease of use

� A holistic approach that encompasses all the critical elements of supercomputer system architecture
   and design (Hardware and Software)

– Processors, Caches, Memory subsystem, networking, storage, Operating systems, parallel/cluster file systems, 
programming models, application development environment, compilers, tools for debugging and performance 
tuning, libraries, schedulers, checkpoint-restart, high availability software, systems management

– Balanced system architecture and design 

� Leverage IBM leadership in UNIX systems to provide petascale systems on commercially viable technology

– POWER, AIX/Linux, ISVs, …

� Focused effort on significantly enhancing the sustained performance experienced by applications at scale

– Maximize compute time spent on productive computation by minimization of overhead

– Cluster network optimized for common communication patterns (collective, overlap of communication and 
computation…)

– Tools to identify and correct load imbalance

� General Purpose, flexible operating environment to address a large class of supercomputing applications

� Significant reductions in complexity and cost for large scale supercomputing infrastructure 

IBM HPCS

1

Fig. 3. IBM HPCS overview.

IBM Hardware Innovations
� Next generation POWER processor with significant HPCS enhancements

– Leveraged across IBM’s server platforms

� Enhanced POWER Instruction Set Architecture
– Significant extensions for HPCS 
– Leverage the existing POWER software eco-system 

� Integrated high speed network (very low latency, high bandwidth)

� Multiple hardware innovations to enhance programmer productivity

� Balanced system design to enable scalability

� Significant innovation in system packaging, footprint, power and cooling

IBM HPCS

2

Fig. 4. IBM HPCS overview.
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Figure 2 highlights a multi-year HPCS productivity initiative that was started in
Phase II, funded by DARPA, DOE Office of Science, NNSA, NSA and NSF and
led by Dr. Jeremy Kepner from MIT-Lincoln Laboratory. The Productivity Team
was comprised of universities, laboratories, FFRDCs and HPCS Phase II vendors.
Bi-annual public productivity conferences were held on a regular basis throughout
the three-year Phase II program. The HPCS Phase II Productivity Team projects can
be loosely grouped as execution-time and development-time research elements. The
next sections will delineate an expanded set of productive research elements
and findings resulting from the HPCS Phase II Productivity Team projects. The
representative research elements presented are performance benchmarking, system
architecture modelling, productivity workflows/metrics and new languages.

In summary, the HPCS program represents a very unique partnership between
DARPA, industry and the government end users (mission partners). Since this part-
nership represents a very different model from the past, what ‘it is not’ is just as
important as ‘what it intends’ to be. The items related to what the program is not are
as follows:

• A One-off system. The HPCS system must be a viable commercial product.

• Meeting only one set of requirements. Aside from the varied requirements of
the mission partners, the system must support a spectrum of a applications and
configurations.

• Available only at petascale. The system must scale from a single cabinet to very
large configurations.

• Using only new languages. The HPCS system must also support existing pro-
gramming languages, including C, C++ and Fortran and MPI and existing PGAS
languages.

2. Productivity Systems Modeling

The HPCS vision centers around the notion of computing systems with revolution-
ary hardware-software architectures that will enable substantially higher productivity
than projected continuations of today’s evolutionary system designs. Certainly, a
crucial component of productivity is the actual (‘sustained’) performance the revo-
lutionary computing systems will be able to achieve on applications and workloads.
Because these architectures will incorporate novel technologies to an unusually large
extent, prediction of application performance will be considerably more difficult than
is the case for next-generation systems based on evolutionary architectures. Hence,
the availability of sophisticated performance-modelling techniques will be critically
important for designers of HPCS computing systems and for the success of the HPCS
program as a whole.
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Performance models allow users to predict the running time of an application based
on the attributes of the application, its input and the target machine. Performance
models can be used by system architects to help design supercomputers that will
perform well on assorted applications. Performance models can also inform users
which machines are likely to run their application fastest and alert programmers to
performance bottlenecks which they can then attempt to remove.

The convolution problem in performance modelling addresses the prediction of
the performance of an application on different machines, based on two things:
(1) machine profiles consisting of rates at which a computer can perform various types
of operations as measured by simple benchmarks and (2) an application signature
consisting of counts of various types of operations performed by the application. The
underlying notion is that the performance of an application can be represented by some
combination of simple benchmarks that measure the ability of the target machine to
perform different kinds of operations on the application’s behalf.

There are three different methods for doing performance convolutions, each based
on matrix operations, within the San Diego Supercomputing Center’s Performance
Modelling and Characterization (PmaC) framework for performance prediction. Each
method is appropriate for answering a different set of questions related to correlation of
application performance to simple benchmark results. Each requires a different level
of human insight and intervention. And each, in its own way, can be used to predict
the performance of applications on machines where the real runtime is unknown.

The first method uses Least Squares fitting to determine how good a statistical fit can
be made between observed runtimes of applications on different machines, using a set
of machine profiles (measured by using simple benchmarks); the resulting application
signatures can then be used within the framework for performance prediction. This
method has the virtue of being completely automated.

The second method uses Linear Programming to fit the same input data as those
used by the first method (or similar input data). In addition, however, it can also mark
input machine profiles and/or application runtimes as suspect. This corresponds to
the real-world situation in which one wants to make sense out of benchmarking data
from diverse sources, including some that may be flawed. While potentially generating
more accurate application signatures that are better for performance prediction, this
method requires some user interaction. When the solver flags data as suspect, the user
must either discard the data, correct it, or insist that it is accurate.

Instead of inference from observed application runtimes, the third method relies
on instrumented application tracing to gather application signatures directly. While
arguably the most commonly used and the most accurate of the three methods, it is also
the most labour intensive. The tracing step is expensive compared with the measure-
ment of the un-instrumented application runtimes, as used by the Least Squares and
Linear Programming methods to generate application signatures. Moreover, unlike
the first two methods, formation of the performance model requires substantial expert
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interaction to ‘train’ the convolution framework, though subsequently performance
predictions can be done automatically.

Finally, we demonstrate how a judicious mix of these methods may be appropriate
for large performance-modelling efforts. The first two allow for broad workload and
HPC asset characterizations, such as understanding what system attributes discrimi-
nate performance across a set of applications, while the last may be more appropriate
for very accurate prediction and for guiding tuning efforts. To evaluate these meth-
ods, we tested them on a variety of HPC systems and on applications drawn from the
Department of Defense’s Technical Insertion 2006 (TI-06) application workload [5].

2.1 Problem Definition and Unified Framework
As an example of a simple pedagogical convolution, consider Equation 1. Equa-

tion 1 predicts the runtime of application a on machine m by combining three of
application a’s operation counts (the number of floating-point, memory and commu-
nication operations) with the corresponding rates at which machine m can perform
those operations.

Runtimea,m ≈ FloatOpsa

FloatOpRatem

+ MemoryOpsa

MemoryOpRatem

+ CommOpsa

TransferRatem

(1)

In practice, FloatOpRate, MemoryOpRate and TransferRate could be determined by
running a set of simple synthetic benchmarks such as HPL, STREAM and EFF_BW,
respectively, from the HPC Challenge benchmarks [10]. Likewise, FloatOps, Memo-
ryOps and CommunicationOps could be measured for the application using hardware
and software profiling tools such as the PMaC MetaSim Tracer [3] for floating and
memory operations, and MPIDTrace[1] for communication events.

We could generalize Equation 1 by writing it as in Equation 2, where OpCount
represents a vector containing the three operation counts for application a, Rate is a
vector containing the corresponding three operation rates for machine m and ⊕ repre-
sents a generic operator. This generic operator could, for example, take into account
a machine’s ability to overlap the execution of two different types of operations.

Timea,m ≈ Pa,m = OpCount(1)

Rate(1)
⊕ OpCount(2)

Rate(2)
⊕ OpCount(3)

Rate(3)
(2)

If the number of operation counts used in Equation 2 is expanded to include other
performance factors, such as the bandwidth of strided accesses to L1 cache, the band-
width of random-stride accesses to L1 cache, the bandwidth of strided accesses to
main memory and network bandwidth, we could represent application a’s opera-
tion counts by making OpCount a vector of length c, where c is the total number
of different operation types represented for application a. We could further expand
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OpCount to represent more than one application by making OpCount a matrix of
dimension c × n, where n is the total number of applications that were characterized.
Similar expansion could be done for Rate, making it a k × c matrix, where k is the
total number of machines, each of which is characterized by c operation rates. This
would make P a k × n matrix in which Pij is the predicted runtime of application i on
machine j. That is, the generalized Equation 2 represents the calculation of predicted
runtimes of n different applications on k different machines and can be expressed
as P = Rate ⊗ OpCount. Since each column in OpCount can also be viewed as the
application signature of a specific application, we refer to OpCount as the application
signature matrix, A. Similarly, each row of Rate is the machine profile for a spe-
cific machine, and so we refer to Rate as the machine profile matrix, M. Now the
convolution problem can be written as P = M ⊗ A. In expanded form, this looks like:⎡

⎢⎢⎢⎢⎢⎣

p1,1 . . . p1,n

p2,1 . . . p2,n

p3,1 . . . p3,n

...
. . .

...

pk,1 . . . pk,n

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

m1,1 . . . m1,c

m2,1 . . . m2,c

m3,1 . . . m3,c

...
. . .

...

mk,1 . . . mk,c

⎤
⎥⎥⎥⎥⎥⎦ ⊗

⎡
⎢⎣

a1,1 . . . a1,n

...
. . .

...

ac,1 . . . ac,n

⎤
⎥⎦ (3)

Given Equation 3 as the general convolution problem, the relevant questions are how
to determine the entries of M and A, and what to use for the ⊗ operator to generate
accurate performance predictions in P?

Populating M is fairly straightforward, at least if the machine or a smaller pro-
totype for the machine exists. Traditionally, this has been done by running simple
benchmarks. It should be noted that determinination of c, the smallest number of
benchmarks needed to accurately represent the capabilities of the machine, is gen-
erally considered an open research problem [3]. In this work, for populating M, we
used the netbench and membench synthetic benchmarks from the TI-06 benchmark
suite [22]. These benchmarks can be considered a superset of the HPC Challenge
Benchmarks. For example, Figure 2 plots the results of running membench on an IBM
system. We could then populate M with several memory bandwidths corresponding to
L1 cache bandwidth for strided loads, L1–L2 (an intermediate bandwidth), L2 band-
width, etc., to represent the machine’s capabilities to service strided load requests
from memory; similarly, rates for random access loads, stores of different access pat-
terns, floating-point and communication operations can be included in M. The results
obtained when the STREAM benchmark is run from the HPC Challenge Bench-
marks at different sizes ranging from small to large are shown by the upper curve in
Fig. 2 and the lower curve gives the serial version of the RandomAccess benchmark
run in the same way. (Some implementation details differ between the TI-06 syn-
thetics and HPC Challenge, but the overall concepts and the rates they measure are
the same.)
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Populating of A is less straightforward. While traditionally users have consulted
performance counters to obtain operation counts, this may not reveal important oper-
ation subcategories such as the access pattern or locality of memory operations. For
example, we can see from Fig. 2 that not all memory operations are equal; rates at
which machines can complete memory operations may differ by orders of magnitude,
depending on where in the memory hierarchy they fall. An alternative to performance
counters is application tracing via code instrumentation. Tracing can, for example, dis-
cover memory addresses and locality, but is notoriously expensive [7]. The methods
we propose in this section determine the entries of A using three different methods,
each with different trade-offs in accuracy versus effort.

2.2 Methods to Solve the Convolution Problem
In this work, we investigate three methods for calculating A and determining the

⊗ operator. We classify the first two methods as empirical and the third one as ab
initio. Empirical methods assume that M and some values of P are known, and then
derive the matrix A. Matrix A can then be used to generate more values of P . Ab initio
methods, on the other hand, assume that both M and A are known and then calculate
P from first principles. In addition to this classification, the first two methods may be
considered top down in that they attempt to resolve a large set of performance data for
consistency, while the last may be considered bottom up as it attempts to determine
general rules for performance modelling from a small set of thoroughly characterized
loops and machine characteristics.

2.2.1 Empirical Method
Although traditionally we assume that P is unknown and its entries are to be

predicted by the model, in practice some entries of P are always measured directly
by timing application runs on real machines. This may be done simply to validate a
prediction, although the validation may be done some time in the future, as is the case
when runtimes on proposed machines are predicted. A key observation is that running
an application on an existing machine to find an entry of P is generally significantly
easier than tracing an application to calculate the P entry through a model. This
suggests that we treat some entries of P as known for certain existing systems and M

as also known via ordinary benchmarking effort, rather than treating P as an unknown
and A as a parameter that can be known only via extraordinary tracing effort. This,
combined with assumptions about the structure of the convolution operator ⊗, allows
us to provide a solution A. Once A is known for the applications of interest, it can be
convolved with a new M ′ to predict performance on these other machines, where M ′
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is just M with rows for the new machines, for which simple synthetic benchmarks
may be known or estimated but for which full application running times are unknown.

We refer to the methods that treat A as the unknown as empirical in the sense
that one can deduce the entries of a column of A by observing application runtimes
on a series of machines that differ by known quantities in their ability to perform
operations in each category. As an example, intuitively, if an application has very
different runtimes on two systems that are identical except for their network latency,
we may deduce that the application’s sensitivity to network latency comes from the
fact that it sends numerous small messages.

We formalize this intuition and demonstrate two different techniques for empirical
convolution. In both methods, we assume that there is a set of machines on which
we have gathered not only the synthetic benchmarks used to fill in the matrix M,
but also actual runtimes for n applications of interest in P . We further assume that
the operator ⊗ is the matrix multiplication operator. We now describe two different
approaches for using P and M to solve for entries of the application matrix, A, within
a reasonable range of error.

The first empirical approach uses Least Squares to find the entries of A and is
particularly appropriate when the running times are known on more machines than
those for which we have benchmark data. The second empirical approach uses Linear
Programming to find the entries of A and can be useful in the under-constrained
case where we have real runtimes on fewer machines than those for which we have
benchmark data. In addition to the determination of entries in the application matrix
A, both methods can also be used to address questions such as:

• What is the best fit that can be achieved with a given assumption about the
convolution? (For example, we may assume the convolution operator is a sim-
ple dot-product and operation counts are independent of machine for each
application.)

• Can one automatically detect outliers, as a way to gain insight into the validity
of benchmark and runtime data from various sources?

• Can one calculate application weights for a subset of the systems and use those
weights to accurately predict runtimes on other systems?

• What properties of systems are most important for distinguishing their perfor-
mance?

2.2.2 Solving for A Using Least Squares
Consider solving the matrix equality P = MA for A. We can solve for each column

of A individually (i.e., Pi = MAi), given the (plausible) assumption that the operation
counts of one application do not depend on those of another application. If we further
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decide to compute application operation counts that minimize the 2-norm of the
residual Pi − MAi, then the problem becomes the much studied least squares problem.
Furthermore, because only non-negative application operation counts have meaning,
we can solve Pi = MAi as a non-negative least squares problem. These problems can
be solved by a technique described in [9] and implemented as lsqnonneg in Matlab.
In practice, before applying the non-negative least squares solver, we normalize both
the rows and columns of the equation with respect to the largest entry in each column.
Rescaling of the columns of M so that the largest entry in each column is 1 allows us
to weigh different operations similarly, despite the fact that the cost of different types
of operations can vary by orders of magnitude (e.g., network latency versus time to
access the L1 cache). Rescaling of the rows of M and Pi so that the entries of P are
all 1 allows us to normalize for different runtimes.

The least squares approach has the advantage of being completely automatic, as
there are no parameters that need to be changed or no constraints that may need
to be discarded. Thus, it also partially answers the question: if all the benchmark
and runtime data are correct, how well can we explain the running times within the
convolution framework? However, if some of the data are suspect, the least squares
method will attempt to find a compensating fit rather than identifying the suspect data.

2.2.3 Solving for A Using Linear Programming
Unlike the least squares method that seeks the minimum quadratic error directly,

the linear programming method is more subtle – and it can also be more revealing.
There are various ways to rephrase Equation 3 as a linear programming problem; in
our implementation, for every i and j (1 ≤ i, j ≤ n), Equation 3 is relaxed to yield the
following two inequalities:

pij · (1 − β) ≥ mi ⊕ aj

pij · (1 − β) ≤ mi ⊕ aj

where 0 < β < 1 is an arbitrary constant and each element aj is a non-negative
variable.

Therefore, each pair of inequalities defines a stripe within the solution space, and
the actual solution must lie within the intersection of all n stripes. Should any stripe
fall completely outside the realm of the others, no solution that includes that machine–
application pair exists. Given a simplifying assumption that similar architectures have
similar frequencies of operations per type for a given application, it is expected that
the intersection of the stripes will not be null, since the application execution time pij

will likely be a direct result of synthetic capability mi (when neglecting more com-
plex, possibly non-deterministic execution properties such as overlapping operations,
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pre-fetching, and speculative execution). A null solution, therefore, suggests that
an error may lie in one of the execution times or one of the synthetic capability
measurements.

To determine the ‘optimal’ solution for aj , the intersection of all stripes must result
in a bounded space. In such a case, the intersection vertices are each tested via an
objective function to determine the best solution. For this implementation, a minimum
is sought for

f(aj) =
k∑

i=1

(mi ⊕ aj) (4)

in order to force the estimate for the application times to be inherently faster than the
actual application times. The error for each may then be associated with operation
types such as I/O reads and writes that are not represented in the set of basic operations.

In applying the linear programming method, the value for β was increased until all
stripe widths were sufficiently large, in order to achieve convergence. Estimates for the
application times were then calculated for each machine (1) to determine the overall
extent of the estimation error and (2) to identify any systems with outlying error
values when error percentages were clustered using a nearest-neighbor technique.
Any system identified in (2) was removed from consideration, since an error in its
application or synthetic benchmarks was suspected. This methodology was applied
iteratively until the minimum value for β that achieved convergence and the overall
estimation error were both considered to be small.

2.2.4 Ab Initio Method
Methods that assume P as unknown are referred to here as ab initio, in the sense

that the performance of an application running on a system is to be determined from
its first principles. The assumption, then, is that both M and A is known but the generic
⊗ operator and P are not known.

To separate concerns we split the problem of calculating P into two steps. The
first step is to predict the execution time of the parallel processors between com-
munication events. Following the format of Equation 3, memory and floating-point
operations are gathered by tracing and are further fed through a simulator to propagate
the corresponding entries of a matrix A′. Each column of A′ then holds floating-
point operations and memory operations (but not communication operations), broken
down into different types, access patterns, locality, etc., for a particular applica-
tion. P ′ is obtained by multiplying A′ with M, and thus a row of P ′ represents
the application’s predicted time spent doing work on the processor during execution
on the machines of M. In the second step, the Dimemas [6] simulator processes the
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MPI trace data and P ′ in order to model the full parallel execution time. The output
from Dimemas is then the final calculated execution time for the application(s) on
the target machine(s) (P).

In the remainder of this section, we describe how the trace data is used to determine
the entries of A′ and how A′ is used to calculate the entries of P ′. Since the time spent
doing floating-point operations tends to be small compared with the time spent doing
memory operations in large-scale parallel applications, we focus on describing how
we determine the entries of A′ related to memory performance.

Our approach is to instrument and trace the applications using the PMaC MetaSim
Tracer and then to use the PMaC MetaSim Convolver to process the traces in order
to find the entries in A′. Details of the PMaC MetaSim Tracer and the processing of
the trace by the PMaC MetaSim Convolver can be found in [19].

Before proceeding, it is important to note that the ab initio methods relax two con-
straints of the least squares and linear programming methods. First, an application’s
trace, particularly its memory trace, is fed to a cache simulator for the machine(s)
to be predicted. This means a column of A′ can be different on different machines.
This represents a notable sophistication over the empirical methods: it is no longer
assumed that operation category counts are the same on all machines (for example,
machines with larger caches will get more operations that hit in cache). Second, rather
than assuming a simple combining operator such as a dot product, the convolver can
be trained to find a better operator that predicts performance with much smaller pre-
diction errors. This operator may, for example, allow for overlapping of floating-point
operations with memory operations – again a notable advancement in sophistication
that is more realistic for modern machines.

Since tracing is notoriously expensive, we employ cross-platform tracing in which
the tracing is done only once on a single system, but the cache structure of many
systems is simulated during tracing. Figure 20 shows some of the information that
MetaSim Tracer collects for every basic blocks (a basic block is a straight run of
instructions between branches) of an application. Fields that are assumed under the
cross-platform tracing assumption to be the same across all machines are collected
or computed from direct observation; but fields in the second category are calculated
by feeding the dynamic address stream on-the-fly to a set of cache simulators, unique
to each machine.

The MetaSim Convolver predicts the memory performance of each basic block by
mapping it to some linear combination of synthetic benchmark memory performance
results (entries of M) using the basic block fields, such as simulated cache hit rates
and stride access pattern, as shown in Fig. 5. This convolver mapping is implemented
as a set of conditions to be applied to each basic block to determine the bandwidth
region and curve of Figure 5 that need to be used for its estimated performance. A
sample of one of these conditions for the L2 cache region on the ARL P690 system in
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Fig. 5. The strided (upper) and random (lower) memory bandwidth test from membench taken from
and IBM P690 system at Army research Laboratory (ARL), along with example rules for mapping a
basic-block to its expected memory performance.

shown on Fig. 5. The main advancement of this method described in this work involve
to refining of these conditions to improve prediction accuracy as described in the next
section. The rules in Fig. 5 further exemplify the conditions that were developed for
each region and interpolation area between regions of the membench curves.

In order to determine and validate the best set of conditions for minimizing pre-
diction error, a small experimental Pmeasured = MA′ problem was defined. We chose
several computational loops as a ‘training set’ to develop and validate the convolving
conditions. We chose 40 computational loops from two parallel applications, HYCOM
and AVUS, from the TI-06 application suite; then execution times for these loops on 5
systems were measured to propagate the entries of Pmeasured . The loops were chosen
judiciously, based on their coverage of the trace data space: their constituent basic
blocks contain a range of hit rates, different randomness, etc. We then performed a
human-guided iteration, trying different sets of conditions the MetaSim Convolver
could implement to determine each loop’s A′ and thence entries in Ppredicted . Thus,
we were looking for rules to map basic blocks to expected performance; the rules
were constrained to make sense in terms of first principles’ properties of the target
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processors. For example, a loop’s memory work cannot obtain a performance higher
than the measured L1 memory performance or a performance lower than measured
main memory performance. More subtly, the L1 hit rate value required to assign a
basic block to get L1 cache performance could not be less than the hit rate value that
would assign L3 cache performance.

We sought then to determine conditions in such a way that the generated elements of
A′ would produce the most accurate calculated Ppredicted . In other words, we looked
for conditions to minimize:

Total error =
m,n∑
i,j

∣∣ (Pmeasured
i,j − P

predicted
i,j

)/
Pmeasured

i,j

∣∣ (5)

where m is the number of machines (5) and n is the number of loops (40).
Finally, having developed the conditions for the training set that minimized total

error, we used the same conditions to convolve and to predict the full AVUS and
HYCOM applications, as well as a larger set of applications on a larger set of machines.

2.2.5 Experimental Results
To evaluate the usefulness of the empirical and ab initio methods, we tested both

on several strategic applications run at several processor counts and inputs on the
systems listed in Table II. We chose several applications from the Technical Insertion
2006 (TI-06) application workload that covered an interesting space of computational
properties, such as ratio of computation to communication time, ratio of floating-point
operations to memory operations and memory footprint size. None of these codes on
the inputs given are I/O intensive; thus we do not model I/O in the remainder.

The applications used are AVUS, a code used to determine the fluid flow and turbu-
lence of projectiles and air vehicles; CTH, which models complex multi-dimensional,
multiple-material scenarios involving large deformations or strong shock physics;
HYCOM, which models all of the world’s oceans as one global body of water;
OVERFLOW, which is used for computation of both laminar and turbulent fluid
flows over geometrically complex, non-stationary boundaries; and WRF, which is a
next-generation mesoscale numerical weather prediction system designed to serve
both operational forecasting and atmospheric research needs.

The applications were run on two different inputs each (DoD designations ‘Stan-
dard’ and ‘Large’) and on 3 different processor counts between 32 and 512 for each
input on all 20 of the systems listed. More information on these applications can be
found in [3] and [5]. It should be clear that populating the Pmeasured matrix for the
least squares and linear programming methods required the measurement of about
600 application runtimes in this case (20 systems, 5 applications, 2 inputs each,
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3 cpu counts each). These are full applications that run, on average, about one or two
hours each, depending on input and cpu count. The Pmeasured values were therefore
collected by a team of people from the Department of Defense High Performance
Computing Modernization Program (HPCMP) centers. The authors populated the M

matrix by running the membench and netbench benchmarks on these same systems.
In testing the empirical methods, we tried several variants of the M matrix, in

part to explore the relationship between the number of columns in M (and rows
in A) and the resulting accuracy. This complements investigations in [3], where the
authors studied the smallest number of benchmarks required to accurately represent
the capabilities of machines. For example, we tried 10 and 18-column variants of
the M matrix, both based on the same machine benchmark data. The one with 10
columns had 8 measures pertaining to the memory subsystem from membench (i.e.,
drawn from plots similar to those in Fig. 5) and 2 being the off-node bandwidth and
the latency of the interconnect from netbench, as described above. The set with 18
columns had 14 measures pertaining to the memory subsystem (i.e., taking more
points from the membench curve in Fig. 5) 2 for off-node bandwidth and latency and
2 for on-node bandwidth and latency. From the synthetic measures pertaining to the
memory subsystem, half were chosen from strided membench results and the other
half were chosen from random access membench results.

We now discuss the data in Table II, which summarizes the results of using the
empirical methods to understand our data set.

2.2.6 Fitting the Data Using Least Squares
Because the least squares method computes A to minimize overall error, it can be

used to answer the question of how well can we explain measured entries of P as
a function of measured entries of M, assuming a standard dot-product operator and
machine-independent application signatures? The least squares column (denoted as
LS) in Table II answers this question for our set of data. When averaged over all the
applications and inputs and processor counts, we found that the performance and the
performance differences of the applications on these machines could be represented
within about 10% or 15%. As noted previously, we tested this method with both a
10- and an 18-column M matrix. On looking at the errors averaged for each case
separately, we found that the results were only slightly better than with the latter.

Overall, the LS results demonstrate that one can characterize the observed differ-
ences in performance of many applications on many different machines by using a
small set of benchmark measurements (the M matrix) whose entries pertain to each
machine’s memory and interconnect subsystems. The ERDC Cray X1 is the only
machine where the least squares does not seem to fit well. This is discussed in the
next section.
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2.2.7 Detecting Outliers by Using Linear
Programming

The linear programming method also tries to find the A that best fits the entries in
M and P under the same assumptions as those used in the least squares method, but
linear programming has the advantage of being able to identify entries in M and P

that seem as suspect.
When we first computed the errors given in Table II using the initial measured

entries of M, large errors for the ASC SGI Altix and the ARL IBM Opteron led us
to question the benchmark data on those machines. After rerunning the benchmarks
on those machines and recalculating the errors using the least squares and linear
programming methods, we ended up with the (much improved) results in Table II.
The empirical methods were able to identify suspicious benchmark data. Upon further
investigation, we found that the membench benchmark had originally been run on

Table II
Average Absolute Error for all Applications Tested
on 20 DoD Systems. Format of Column 1 is Acronym

of Department of Defense Computer
Center-computer Manufacturer-processor Type

Error Summary Average Absolute Error

Systems LS LP

ASC_SGI_Altix 4% 8%
SDSC_IBM_IA64 12% —
ARL_IBM_Opteron 12% 8%
ARL_IBM_P3 4% 4%
MHPCC_IBM_P3 6% 6%
NAVO_IBM_P3 9% 6%
NAVO_IBM_p655 (Big) 5% 6%
NAVO_IBM_p655 (Sml) 5% 5%
ARSC_IBM_p655 4% 2%
MHPCC_IBM_p690 8% 7%
NAVO_IBM_p690 7% 9%
ARL_IBM_p690 10% 6%
ERDC_HP_SC40 6% 8%
ASC_HP_SC45 5% 4%
ERDC_HP_SC45 5% 6%
ARSC_Cray_X1 8% 5%
ERDC_Cray_X1 51% 3%
AHPCRC_Cray_X1E 14% —
ARL_LNX_Xeon (3.06) 6% 8%
ARL_LNX_Xeon (3.6) 16% 8%
Overall Error % %
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those two machines with a poor choice of compiler flags, resulting in unrealistically
low bandwidths.

We note that in generating the results in Table II, the linear programming (denoted
as LS) method still flagged the SDSC IBM IA64 and the AHPCRC Cray X1E was
non-conforming (thus these machines are omitted from the LP column), suggesting
that there are inconsistencies in either the benchmark data or the runtime data on
those machines. Unfortunately, recollecting benchmark data on these machines did
not improve the results, leading us to surmise that the problem lies in the application
runtimes rather than in the benchmark. Looking specifically at theAHPCRC Cray X1,
we observe that it was flagged when the ERDC Cray X1 was not. It is possible that
the codes run on the AHPCRC Cray X1 were not properly vectorized. We have not
tested our hypotheses yet, because rerunning the applications is a time-and resource-
intensive process usually done by the teams at each center once in a year (unlike
rerunning the benchmarks, which is much easier) and has not been completed at
this time.

Both these sets of results could be further interpreted as saying that, if one is
allowed to throw out results that may be due to errors in the input data (either bench-
marks or application runtimes), one may attribute as much as 95% of the performance
differences of these applications on these machines to their benchmarked capabili-
ties on less than 20 simple tests. Results like these have implications on how much
benchmarking effort is really required to distinguish the performance capabilities of
machines.

Both these methods, taken together with the earlier results in [3], at least partially
answer the question, ‘what properties of systems are most important to distinguish
performance’? In [3] it was shown that three properties (peak floating-point issue
rate, bandwidth of strided main-memory accesses, and bandwidth of random main-
memory accesses) can account for as much of 80% of observed performance on the
TI-05 applications and machines (a set with substantial similarities to and overlap
with TI-06). The results in this work can be seen as saying that another 10% (for 90%
or more in total) is gained by adding more resolution to the memory hierarchy and
by including communication.

2.3 Performance Prediction
We now describe how the empirical and ab initio convolution methods can be

used to predict overall application performance. In what follows we refer to both
a Pmeasured , which consists of measured runtimes that are used to generate either
A (for the empirical methods) or to improve the convolver conditions (for the ab
initio method), and to a Ppredicted , which consists of runtimes that are subsequently
predicted.
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2.3.1 Empirical Methods
To predict the performance of an application on a machine by using empirical

convolution methods, we first determine the application signature by using runtimes
in Pmeasured that were collected on other machines. We then multiply the application
signature with the characteristics of the new machine in order to arrive at a predicted
runtime, Ppredicted . If we have the actual measured runtime on the new machine, we
can use it to evaluate the accuracy of the predicted time.

Generally, we found this method to be about 90% accurate if the machine being
predicted was architecturally similar to machines in Pmeasured . For example, RISC-
based architectures can be well predicted using an A derived from runtimes and
benchmark results of other RISC machines. As an example, Table III shows the error
in Ppredicted , using both the least squares and linear programming methods, with
sets of 10 and 18 machine characteristics, to predict the performance of AVUS and
HYCOM on the ERDC SC45. (In this case we report signed error, as we are not
averaging, and so no cancellation in the error is possible.) The measured runtimes on
the ERDC SC45 were not included in Pmeasured , but were used to calculate the error
in Ppredicted . We found the predictions using both methods to be generally within
10% of the actual runtimes.

In contrast, Table IV gives an example where Pmeasured does not contain a machine
that is architecturally similar to the machine being predicted. The results of using the
least squares and linear programming methods to predict performance on the ASC
SGI Altix are shown. Unlike almost all of the other machines in Table II, the Altix
is neither a RISC-based machine nor a vector machine. Rather, it uses a VLIW and
has other unique architectural features that are too extensive to be described here. So,
once the ASC SGI Altix is removed from Pmeasured , there is no architecturally similar

Table III
Signed Error in Predicting the Performance of
AVUS and CTH on Different Processor Counts

on the ERDC SC45, Using Application Signatures
Generated Through Empirical Methods

10 Bin 18 Bin

Error Application LS LP LS LP

avus 32 3% 8% −5% 10%
avus 64 1% 7% −6% 6%
avus 128 3% 10% −3% 8%
cth 32 −9% −8% 3% −1%
cth 64 −8% −37% 1% 4%
cth 96 −13% −1% −1% 2%
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Table IV
Signed Error in Predicting the Performance of AVUS
and CTH on Different Processor Counts on the ASC

Altix, Using Application Signatures Generated
Through Empirical Methods

10 Bin 18 Bin

Error Application LS LP LS LP

avus 32 27% 42% −117% −117%
avus 64 18% −27% −135% −100%
avus 128 16% 32% −129% −80%
cth 32 −108% −64% −56% 8%
cth 64 −98% −30% −35% −35%
cth 96 −171% −170% −47% −44%

machine other than the SDSC IA64 (already flagged as suspect). In this case, we see
that the predicted runtime is only rarely within even 20% of the actual runtime. This
seems to suggest that inclusion of an architecturally similar machine in Pmeasured is
crucial for determining a useful A for subsequent prediction.

Tables III and IV demonstrate that empirical methods are particularly useful for
prediction if the new machine has an architecture that is similar to those used in gener-
ating the application signature. However, if the new machine has a unique architecture,
accurate prediction through these methods may be problematic.

2.3.2 Ab Initio Methods
Table V gives the results obtained by applying the convolver, trained against a

40-computational-loop training set, to predict the performance of all of the applica-
tions on all of the machines listed in Table V. So far, 9 RISC-based machines have
been trained in the convolver, and work is ongoing to add additional systems and
architecture classes. Once the convolver is trained for a system, any application trace
can be convolved to produce a prediction. It should be clear from the table that this
involved 270 predictions (5 applications, 2 inputs, 3 cpu counts, 9 machines) at an
average of 92% accuracy. Since measured application runtimes can vary by about 5%
or 10%, accuracy greater than that shown in Table V may not be possible unless per-
formance models take into account contention on shared resources and other sources
of variability.

Although the ab initio method ‘knows’nothing about the performance of any appli-
cation on any real machine, it is more accurate than the empirical methods. Thus, it
seems the power and pure predictive nature of the ab initio approach may some-
times justify its added expense and complexity. Of further note is that the ab initio
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Table V
Absolute Error Averaged Over all
Applications for the Computational

Loop Study

Systems Average Error

ARL_IBM_Opteron 11%
NAVO_IBM_P3 7%
NAVO_IBM_p655 (Big) 6%
ARSC_IBM_p655 4%
MHPCC_IBM_p690 8%
NAVO_IBM_p690 18%
ASC_HP_SC45 7%
ERDC_HP_SC45 9%
ARL_LNX_Xeon (3.6) 5%
Overall Error %

approach actually constructs an overall application performance model from many
small models of each basic block and communications event. This means the models
can be used to understand where most of the time is spent and where tuning efforts
should be directed. The empirical methods do not provide such detailed guidance.

2.4 Related Work
Several benchmarking suites have been proposed to represent the general perfor-

mance of HPC applications. Besides those mentioned previously, the best known are
perhaps the NAS Parallel [2] and the SPEC [20] benchmarking suites, of which the
latter is often used to evaluate micro-architecture features of HPC systems. A contri-
bution of this work is to provide a framework for evaluating the quality of a spanning
set for any benchmark suite (i.e., its ability to attribute application performance to
some combination of its results).

Gustafson and Todi [8] performed seminal work relating ‘mini-application’ per-
formance to that of full applications. They coined the term ‘convolution’ to describe
this general approach, but they did not extend their ideas to large-scale systems and
applications, as this work does. McCalpin [12] showed improved correlation between
simple benchmarks and application performance, but did not extend the results to
parallel applications as this work does.

Marin and Mellor-Crummey [11] show a clever scheme for combining and weigh-
ing the attributes of applications using the results of simple probes, similar to what
is implemented here, but their application studies were focused primarily on ‘mini
application’ benchmarks and were not extended to parallel applications and systems.
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Methods for performance evaluations can be broken down into two areas [21]:
structural models and functional/analytical models. A fairly comprehensive break-
down of the literature in these two areas is provided in the related work section of
Carrington et al. [3], and we direct the reader’s attention to that section for a more
thorough treatment.

Saavedra [15–17] proposed application modelling as a collection of independent
Abstract FORTRAN Machine tasks. Each abstract task was measured on the target
machine and then a linear model was used to predict execution time. In order to
include the effects of memory system, they measured miss penalties and miss rates
for inclusion in the total overhead. These simple models worked well on the simpler
processors and shallower memory hierarchies of the mid to late 1990s.

For parallel system predictions, Mendes [13, 14] proposed a cross-platform
approach. Traces were used to record the explicit communications among nodes and
to build a directed graph based on the trace. Sub-graph isomorphism was then used
to study trace stability and to transform the trace for different machine specifications.
This approach has merit and needs to be integrated with a full system for application
tracing and modelling of deep memory hierarchies in order to be practically useful
today.

2.5 Conclusions
We presented a general framework for the convolution problem in performance

prediction and introduced three different methods that can be described in terms of
this framework. Each method requires different amounts of initial data and user input,
and each reveals different information.

We described two empirical methods which assume that some runtimes are known
and used them to determine application characteristics in different ways. The least
squares method determines how well the existing data can be explained, given that
particular assumptions are made. The linear programming method can additionally
correctly identify systems with erroneous benchmarking data (assuming that the
architectures of the target systems are roughly similar). Both can generate plausible
fits relating the differences in observed application performance to simple perfor-
mance characteristics of a broad range of machines. Quantitatively, it appears they
can attribute around 90% of performance differences to 10 or so simple machine met-
rics. Both empirical methods can also do fairly accurate performance prediction on
machines whose architectures are similar to some of the machines used to determine
application characteristics.

We then addressed the situation where real runtimes of the applications are not avail-
able, but where there is an expert who understands the target systems. We described
how to use an ab initio approach in order to predict the performance of a range
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of applications on RISC machines with good accuracy, using just timings on a set
of representative loops on representative applications (in addition to machine
benchmarks) and a detailed report of the operations of the basic blocks that make
up the loops used to train the convolver. This last method is capable of generating
accurate predictions across a wide set of machines and applications.

It appears that empirical approaches are useful for determining how cohesive a large
quantity of application and benchmarking performance data from various sources is,
and that, further, reasonable effort may attribute 90% or so of observed performance
differences on applications to a few simple machine metrics. The more fully predic-
tive ab initio approach is more suitable for very accurate forecasting of application
performance on machines for which little full application runtime data is available.

3. Productivity Evaluation on Emerging
Architectures

The future systems from DARPA’s High Productivity Computing Systems program
will present a new level of architectural and programming diversity beyond existing
multicore microprocessor designs. In order to prepare for the challenges of measuring
productivity on these new devices, we created a project to study the performance
and productivity of computing devices that will reflect this diversity: the STI Cell
processor, Graphical Processing Units (GPU) and Cray’s MTA multithreaded system.

We believe that these systems represent an architectural diversity more similar
to the HPCS systems than do existing commodity platforms – which have gener-
ally been the focus of evaluations of productivity to date. Homogenous multi-core
systems require coarse-grain, multi-threaded implementations, while GPUs and Cell
systems require users to manage parallelism and orchestrate data movement explicitly.
Taken together, these attributes form the greatest challenge for these architectures in
terms of developer productivity, code portability and performance. In this project, we
have characterized the relative performance improvements and required programming
effort for two diverse workloads across these architectures: contemporary multi-core
processors, Cell, GPU, and MTA-2. Our initial experiences on these alternative archi-
tectures lead us to believe that these evaluations may have to be very intricate and
require a substantial investment of time to port and optimize benchmarks. These archi-
tectures will span the range of the parameters for development and execution time and
will force us to understand the sensitivities of our current measurement methodolo-
gies. For example, consider the complexity of writing code for today’s CELL system
or graphics processors. Initial HPCS systems may be equally challenging.
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Contemporary multi-paradigm, multi-threaded and multi-core computing devices
can provide several orders-of-magnitude performance improvement over traditional
single-core microprocessors. These devices include mainstream homogenous multi-
core processors from Intel and AMD, the STI Cell Broadband Engine (BE) 44,
Graphical Processing Units (GPUs) [30] and the Cray XMT [23] (Eldorado[39]) sys-
tems. These architectures have been developed for a variety of purposes, including
gaming, multimedia and signal processing.

For productivity, our initial evaluations used source lines of code (SLOC) for
the serial version against the target implementations using a tool called sloccount4;
for performance, we measure algorithm time-to-solution. We were unable to use
existing tools to measure many of the other metrics used in the HPCS productivity
effort because they were incompatible with the programming environment or the
architecture we were evaluating. We share the concerns of the entire HPCS community
that the SLOC metric does not fully capture the level of effort involved in porting
and optimizing an algorithm on a new system; however, it does provide a quantitative
metric to compare and contrast different implementations in a high-level language –
C – across the diverse platforms in our study.

3.1 Architecture Overviews

3.1.1 Homogeneous Multi-core Processors
Our target commodity multi-core platforms are the dual-core and quad-core plat-

forms from Intel. Clovertown is a quad-core Xeon 5300 series processor, which
consists of two dual-core 64-bit Xeon processor dies, packaged together in a multi-
chip module (MCM). Although a Level 2 cache is shared within each Xeon dual-core
die, no cache is shared between both dies of an MCM. Like the Intel Xeon 5100
series dual-core processor known as Woodcrest, the Clovertown processor uses Intel’s
next-generation Core 2 microarchitecture [50]. The clock frequencies of our target
platforms are 2.4 GHz for the Clovertown processor and 2.66 GHz for the Woodcrest
processor.

Both Clovertown and Woodcrest systems are based on Intel’s Bensley platform
(shown in Fig. 6) for Xeon processors, which is expected to have sufficient capacity
to handle the overheads of additional cores. The Blackford Memory Controller Hub
(MCH) has dual, independent front-side busses, one for each CPU socket, and those
FSBs run at 1333 MHz when coupled with the fastest Xeons, rated at approximately
10.5 GB/s per socket. Also, four memory channels of the Blackford MCH can host

4 http://www.dwheeler.com/sloccount/.
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Fig. 6. The Bensley platform (Courtesy of Intel).

Fully Buffered DIMMs (FB-DIMMs) at clock speeds up to 667 MHz. The twin chips
inside the Clovertown processor have no real provision for communicating directly
with one another. Instead, the two chips share the front-side bus (FSB) with the Intel
Blackford MCH, or north bridge.

The microarchitecture for both the Woodcrest and Clovertown processors supports
Intel’s Streaming SIMD Extension (SSE) instructions that operate on data values
packed into 128-bit registers (e.g., four 32-bit values or two 64-bit values) in para-
llel. The microarchitecture used in the Clovertown processor can execute these SIMD
instructions at a rate of one per cycle, whereas the previous-generation microarchitec-
ture was limited to half that rate. The microarchitecture includes both a floating-point
multiplication unit and a floating-point addition unit. Using SIMD instructions, each
of these units can operate on two packed double-precision values in each cycle.
Thus, each Clovertown core is capable of producing four double-precision floating-
point results per clock cycle, for a theoretical maximum rate of sixteen double-
precision floating-point results per clock cycle per socket in a Clovertown-based
system.
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3.1.2 Cell Broadband Engine
The Cell Broadband Engine processor is a heterogeneous multicore processor,

with one 64-bit Power Processing Element (PPE) and eight Synergistic Processing
Elements (SPEs), as shown in Fig. 7. The PPE is a dual-threaded Power Archi-
tecture core containing extensions for SIMD instructions (VMX) [41]. The SPEs
are less traditional in that they are lightweight processors with a simple, heavily
SIMD-focused instruction set, with a small (256 KB) fixed-latency local store (LS),
a dual-issue pipeline, no branch prediction, and a uniform 128-bit, 128-entry register
file [43]. The SPEs operate independently from the PPE and from each other, have an
extremely high bandwidth DMA engine for transferring data between main memory
and other SPE local stores and are heavily optimized for single-precision vector arith-
metic. Regrettably, these SPEs are not optimized for double-precision floating-point

Fig. 7. Design components of the Cell BE [http://www.research.ibm.com/cell/heterogeneousCMO.html].
Source: M. Gschwind et al., Hot Chips-17, August 2005.
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calculations, limiting Cell’s applicability for a large number of scientific applications.
The Cell processor architecture enables great flexibility with respect to programming
models [27].

3.1.3 Graphics Processing Units
The origin of Graphics Processing Units, or GPUs, is attributed to the acceler-

ation of the real-time graphics rendering pipeline. As developers demanded more
power and programmability from graphics cards, these cards became appealing for
general-purpose computation, especially as mass markets began to force even high-
end GPUs into low price points [25]. The high number of FLOPS in GPUs comes
from the parallelism in the architecture. Fig. 8 shows an earlier generation high-
end part from NVIDIA, with 16 parallel pixel pipelines. It is these programmable
pipelines that form the basis of general-purpose computation on GPUs. Moreover, in
next-generation devices, the parallelism increased. The subsequent generation from
NVIDIA contained up to 24 pipelines. Typical high-end cards today have 512 MB of
local memory or more, and support from 8-bit integer to 32-bit floating-point data
types, with 1-, 2- or 4-component SIMD operations.

There are several ways to program the parallel pipelines of a GPU. The most
direct way is to use a GPU-oriented assembler or a compiled C-like language with
graphics-related intrinsics, such as Cg from NVIDIA[30]. Accordingly, as GPUs are

Fig. 8. The NVIDIA GeForce 6800 GPU.
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coprocessors, they require interaction from the CPU to handle high-level tasks such as
moving data to and from the card and setting up these ‘shader programs’for execution
on the pixel pipelines.

Inherently, GPUs are stream processors, as a shader program cannot read and write
to the same memory location. Thus, arrays must be designated as either input or output,
but not both. There are technical limitations on the number of input and output arrays
addressable in any shader program. Together, these restrictions form a set of design
challenges for accelerating a variety of algorithms using GPUs.

3.1.4 Cray MTA-2
Cray’s Multi-Threaded Architecture (MTA) uses a high degree of multi-threading

instead of data caches to address the gap between the rate at which modern proces-
sors can execute instructions and the rate at which data can be transferred between
the processor and main memory. An MTA-2 system consists of a collection of
processor modules and a collection of memory modules, connected by an intercon-
nection network. The MTA processors support a high degree of multi-threading when
compared with current commercial off-the-shelf processors (as shown in Fig. 9).
These processors tolerate memory access latency by supporting many concurrent
streams of execution (128 in the MTA-2 system processors). A processor can switch
between each of these streams on each clock cycle. To enable such rapid switch-
ing between streams, each processor maintains a complete thread execution context
in hardware for each of its 128 streams. Unlike conventional designs, an MTA-2
processor module contains no local memory; it does include an instruction stream
shared between all of its hardware streams.

The Cray MTA-2 platform is significantly different from contemporary, cache-
based microprocessor architectures. Its differences are reflected in the MTA-2
programming model and, consequently, its software development environment [24].
The key to obtaining high performance on the MTA-2 is to keep its processors sat-
urated, so that each processor always has a thread whose next instruction can be
executed. If the collection of threads presented to a processor is not large enough to
ensure this condition, then the processor will be under-utilized.

The MTA-2 is no longer an active product in the Cray product line. However, Cray
has announced an extreme multi-threaded system – the Cray XMT system. Although
the XMT system uses multithreaded processors similar to those of the MTA-2, there
are several important differences in the memory and network architecture. The XMT
will not have the MTA-2’s nearly uniform memory access latency, so data place-
ment and access locality will be important considerations when these systems are
programmed.
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3.2 Target Workloads
We target two algorithms for our initial evaluations: an imaging application and a

floating-point-intensive scientific algorithm.

3.2.1 Hyperspectral Imaging (HSI)
A covariance matrix is created in a number of imaging applications, such as hyper-

spectral imaging (HSI). HSI, or image spectroscopy, can be described as the capture
of imagery either with a large number of wavelengths or across a large number of
pixels. Whereas black and white images are captured at one wavelength and color
images at three (red, green and blue), hyperspectral images are captured in hundreds
of wavelengths simultaneously. If a HSI data cube is N by M pixels, with L wave-
lengths, the covariance matrix is an L× L matrix, where the entry Cova,b at row a

and column b in the covariance matrix can be represented as:

Cova,b =
N∑

i=1

M∑
j=1

inputi,j,a × inputi,j,b.
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3.2.2 Molecular Dynamics
The biological processes within a cell occur at multiple lengths and time scales.

The processing requirements for bio-molecular simulations, particularly at large time
scales, far exceed the available computing capabilities of the most powerful comput-
ing platforms today. Molecular dynamics (MD) is a computer-simulation technique
where the time evolution of a set of interacting atoms is followed by integrating the
equations of motion [45]. In the Newtonian interpretation of dynamics, the trans-
lational motion of a molecule is caused by force exerted by some external agent.
The motion and the applied force are explicitly related through Newton’s second law:

Fi = miai. mi is the atom’s mass, ai = d2ri
dt2

is its acceleration, and Fi is the force acting
upon it due to the interactions with other atoms. MD techniques are extensively used
in many areas of scientific simulations, including biology, chemistry and materials.
MD simulations are computationally very expensive. Typically, the computational
cost is proportional to N2, where N is the number of atoms in the system. In order
to reduce the computational cost, a number of algorithm-oriented techniques such as
a cutoff limit are used. It is assumed that atoms within a cutoff limit contribute to
the force and energy calculations on an atom. As a result, the MD simulations do not
exhibit a cache-friendly memory access pattern.

Our MD kernel contains two important parts of an MD calculation: force evalua-
tion and integration. Calculation of forces between bonded atoms is straightforward
and computationally less intensive, as there are only very small numbers of bonded
interactions as compared with the non-bonded interactions. The effects of non-
bonded interactions are modelled by a 6-12 Lennard-Jones (LJ) potential model:

V(r) = 4ε
[(

σ
r

)12 − (
σ
r

)6
]
.

The Verlet algorithm uses positions and acceleration at time t and positions
from time t + δt to calculate new positions at time t + δt. The pseudo code for our
implementation is given in Fig. 10. Steps are repeated for n simulation time steps.

1. advance velocities
2. calculate forces on each of the N atoms

compute distance with all other N-1 atoms
if(distance within cutoff limits)
compute forces

3. move atoms based on their position,
velocities & forces

4. update positions
5. calculate new kinetic and total energies

Fig. 10. MD kernel implemented on MTA-2.



DARPA’S HPCS PROGRAM: HISTORY, MODELS, TOOLS, LANGUAGES 45

The most time-consuming part of the calculation is step 2, in which an atom’s
neighbors are determined using the cutoff distance, and subsequently the calculations
are performed (N2 complexity). We attempt to optimize this calculation on the target
platforms, and we compare the performance to the reference single-core system.
We implement single-precision versions of the calculations on the Cell BE and the
GPU accelerated system, while Intel OpenMP and MTA-2 implementation are in
double-precision versions.

3.3 Evaluation

3.3.1 Homogeneous Multi-core Systems
3.3.1.1 Optimization Strategies. Since there are shared memory
resources in Intel dual- and quad-core processors, we consider OpenMP parallelism
in this study. Note that an additional level of parallelism is also available within indi-
vidual Xeon cores in the form of SSE instructions. The Intel compilers are capable
of identifying this parallelism with optimized flags, such as -fast -msse3 -parallel
(-fast = -O3, -ipo, – static).

3.3.1.2 Molecular Dynamics. We inspected compiler reports and
identified that a number of small loops in the initialization steps and subsequent cal-
culations are automatically vectorized by the compiler. The complex data and control
dependencies in the main phases of the calculation prevented the generation of opti-
mized SSE instruction by the compiler. The next step was to introduce OpenMP par-
allelism in the main calculation phases. Figure 11 shows the results of an experiment
with 8192 atoms. Overall, the performance of the Woodcrest system is higher than that
of the Clovertown system, which could be attributed to the higher clock of the Wood-
crest system, the shared L2 cache between the two cores and shared FSB between the
two sockets in the Clovertown processor. We observe that the speedup increases with
workload size (number of atoms). As a result, the runtime performance of 8 threads
on Clovertown exceeds the performance of 4 threads on the Woodcrest system.

3.3.1.3 HSI Covariance Matrix. The OpenMP optimization applied
for the covariance matrix calculations is similar to the MD optimization. The main
loop is composed of largely data-independent calculations. We modified the innermost
loop where a reduction operation is performed and then applied OpenMP parallel for
construct. Figure 12 shows the results on a covariance matrix creation for a 2563 data
cube. The results are qualitatively similar to those obtained from the molecular dynam-
ics kernel: the Woodcrest system outperforms the Clovertown on the same number of
threads, which is likely due to a higher clock speed and other architectural differences.
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Fig. 11. MD experiments with 8192 atoms.
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Fig. 12. Experiments with 2563 HSI covariance matrix.
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In this case, the result of the 8-thread Clovertown shows a great improvement over
the 4-thread Clovertown runtime, although it exceeds the performance of the 4-thread
Woodcrest implementation by only a very small margin.

3.3.2 Cell Broadband Engine
3.3.2.1 Molecular Dynamics. Our programming model for the Cell
processor involves the determination of time-consuming functions that map well to the
SPE cores, and instead of calculating these functions on the PPE, we launch ‘threads’
on the SPEs to read the necessary information into their local stores, perform the
calculations, and write the results back into main memory for the next calculation steps
on the PPE. Because of its high percentage of the total runtime, the MD acceleration
function alone was offloaded to SPEs.

The MD calculation deals with three-dimensional positions, velocities and forces,
so the most natural way to make use of the 4-component SIMD operations on
the SPE is to use the first three components of the inherent SIMD data types for
thex,y and zcomponents of each of these arrays.The communication between the PPE
and SPEs is not limited to large asynchronous DMAtransfers; there are other channels
(‘mailboxes’) that can be used for blocking sends or receives of information of the order
of bytes. As we are offloading only a single function, we can launch the SPE threads
only on the first time step and signal them using mailboxes when there is more data to
process. Hence, the thread launch overhead is amortized across all time steps.

Runtime results are listed in Table VI for a 4096-atom experiment that runs for 10
simulation time steps. Due the extensive use of SIMD intrinsics on the SPE, even a
single SPE outperforms the PPE on the Cell processor by a significant margin. Further,
with an efficient parallelization using all 8 SPEs, the total runtime is approximately
10 times faster than the PPE alone.

3.3.2.2 HSI Covariance Matrix. The covariance matrix creation rou-
tine transfers much more data through the SPEs for the amount of computation

Table VI
Performance Comparison

on the Cell Processor

Number of Atoms 4096

Cell, PPE only 4.664 sec
Cell, 1 SPE 2.958 sec
Cell, 8 SPEs 0.448 sec
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Table VII
Performance Comparison on the

Cell Processor

Covariance Matrix 256 × 256 × 256

Cell, PPE only 88.290 sec
Cell, 1 SPE 5.002 sec
Cell, 8 SPEs 0.662 sec

performed than the MD application does. Specifically, the data set and tiling sizes
used resulted in a total of 16 chunks that need to be processed, and this implementation
must still stream the data set through each SPE to create each of the output chunks.
Therefore, the time spent during data transfer has the potential for a noticeable impact
on total performance. In this example, optimization of the thread launching, DMA
overlapping and synchronization resulted in considerable improvement of the routine.

Table VII shows the performance improvement on the Cell processor. The dis-
advantage of the PPE as a computational processor is that it runs 18x slower than a
single SPE. In addition, parallelization across SPEs was very effective, providing a
7.5x speedup on 8 SPEs.

3.3.3 GPU
3.3.3.1 Molecular Dynamics. As with the Cell, implementation for
the GPU focused on the part of the algorithm that calculates new accelerations from
only the locations of the atoms and several constants. For our streaming processor,
then, the obvious choice is to have one input array comprising the positions and one
output array comprising the new accelerations. The constants were compiled into the
shader program source using the provided JIT compiler at program initialization.

We set up the GPU to execute our shader program exactly once for each location in
the output array. That is, each shader program calculates the acceleration for one atom
by checking for interaction with all other atoms and by accumulating forces into a
single acceleration value for the target atom. Instruction length limits prevent us from
searching more than a few thousand input atoms in a single pass, and so with 4096
atoms or more, the algorithm switches to use multiple passes through the input array.
After the GPU is completeded, the resulting accelerations are read back into main
memory, where the host CPU proceeds with the current time step.At the next time step,
the updated positions are re-sent to the GPU and new accelerations computed again.

Figure 13 shows performance using an NVIDIA GeForce 7900GTX GPU. This
figure includes results from the GPU’s host CPU (a 2-GHz Opteron) as a reference
for scaling comparisons. The readily apparent change in slope for the GPU below
1024 atoms shows the point at which the overheads associated with offloading this
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Fig. 13. Performance scaling results on GPU with CPU scaling for comparison.

acceleration computation to the GPU become a more significant fraction of the total
runtime than the O(N2) calculation itself. These constant and O(N) costs for each
time step include sending the position array and reading the acceleration array across
the PCIe bus at every time step, and these results show that there is a lower bound
on problem size where a GPU will not be faster than a CPU. However, the massive
parallelism of the GPU helps it maintain a consistent speedup above 1000 atoms.

3.3.3.2 HSI Covariance Matrix. The GPU architecture is generally
well suited to image operations, and to some degree this extends to hyperspectral
image data. However, as the SIMD nature of the pipelines in a GPU is well oriented
toward 4-component images, this is not a direct match with an image with more than
four components. However, the regular nature of the data does have an impact, and
the SIMD nature of the GPU can be exploited to take advantage of the operations
in the covariance matrix creation routine. Figure 14 shows the runtime of the GPU on
the 2563 covariance matrix creation benchmark under several implementations. The
implementation exploiting none of the SIMD instructions on the GPU naturally shows
the worst performance. The fully SIMDized implementation is a drastic improvement,
running several times faster than the unoptimized implementation.

Figure 14 also shows the effect of tile size on total runtime. With larger tile sizes,
fewer passes need to be made over the same data. However, the larger the tile size,
the longer is the stream program which needs to be run, and this can adversely impact
memory access patterns. The competing effects lead to a moderate value for the ideal
streaming tile size.
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Fig. 14. Performance of the GPU on the 2563 covariance matrix creation under a variety of SIMDization
optimizations and streaming tile sizes.

3.3.4 MTA-II
3.3.4.1 Molecular Dynamics. The MTA-2 architecture provides an
optimal mapping to the MD algorithm because of its uniform memory latency archi-
tecture. In other words, there is no penalty for accessing atoms outside the cutoff limit
or the cache boundaries, in an irregular fashion, as is the case in the microprocessor-
based systems. In order to parallelize calculations in step 2, we moved the reduction
operation inside the loop body. Figure 15 shows the performance difference before
and after adding several pragmas to the code to remove phantom dependencies from
this loop.

In order to explore the impact of the uniform memory hierarchy of the
MTA-2 architecture, we compare its performance with the OpenMP multi-threaded
implementation on the Intel quad-core Clovertown processor. Figure 16 shows
runtime in milliseconds on the two systems when the number of OpenMP threads
(number of Clovertown cores) and the number of MTA-2 processors for three work-
load sizes are increased. Although the performance of the Clovertown processor
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(released in November 2006) is significantly higher than that of the MTA-2 system
(released in early 2002) for the same number of cores/MTA-2 processors, the MD
workload scales almost linearly on the MTA-2 processor. Note that the clock fre-
quency of MTA-2 is 200 MHz, while the Clovertown operates at 2.4 GHz clock
frequency. Speedup (runtime on a single execution unit/runtime on n execution units)
shown in Fig. 17 confirms that the fine-grain multi-threading on the MTA-2 system
provides relatively high scaling compared with the OpenMP implementation.

3.3.4.2 HSI Covariance Matrix. Similar to the MD application, the
covariance matrix calculation was only partially optimized by the MTA-2 compiler.
To enable full multi-threading, we moved the reduction operation outside the inner
loop and introduced an array element. A full multi-threaded version of the application
is then produced by the MTA-2 compiler. Figure 18 and 19 compare performance
and relative speedup of the OpenMP multi-threaded implementation and MTA-2
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multi-threaded implementation, respectively. We observe that although the time-to-
solution is much faster on the recent quad-core Clovertown system, the MTA-2 system
provides high parallel efficiency on up to 16 threads.

3.4 Productivity
The preceding section reviewed a crucial aspect of the HPCS program’s product-

ivity goal – sustained performance on real-world codes – and presented performance
and scaling results in terms of runtimes and parallel speedups. But another critical
contributor to HPC productivity occurs before the codes are ever run. In this section,
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we discuss and compare relative performance improvement, and performance-to-
productivity ratios, by taking into account the level of effort involved in optimizing
the same molecular dynamics (MD) algorithm on the target architectures. Since it
is not trivial to quantify the code development effort, which depends on a number
of factors including the level of experience of the code developer, the degree of
familiarity with the programming model and the attributes of the target system, we
measure a quantifiable value called Source Lines of Code (SLOC). We recognize that
SLOC does not encapsulate and fully represent the code optimization effort, but it
has been extensively used and reported in a large number of productivity studies on
parallel and high-performance computing systems. We further divide the SLOC into
effective SLOC and boilerplate SLOC. The distinction is intended to quantify the
learning curve associated with the unique architectures investigated here, as there is
some amount of boilerplate code that one must write to get any application working
and can typically be re-used on further applications. For example, code for SPE thread
launches and DMA transfers on the Cell is highly reusable, and on the GPU this might
include initialization of OpenGL and other graphics primitives. So the ‘total’ SLOC
is close to what one might expect when presented with the architecture for the first
time, and the ‘effective’ SLOC (with boilerplate code discounted) approximates to
what one might expect with the platform.

We measure the relative performance of the optimized, SSE-enabled micropro-
cessor (single-core Intel Woodcrest) version and the optimized implementation
as Performanceratio = RuntimeWoodcrest−core

Runtimeemerging−architecure
, and we measure the productivity by

comparing the SLOC ratio of the test suite as SLOCratio = SLOCoptimised−implementation

SLOCserial−implementation
.

Although no code modification is performed in the serial version, we extensively
studied the impact of various compile-time and runtime optimization flags offered
by the Intel C compiler (version 9.1). These optimizations included operations such
as Inter Procedural Optimization (IPO), auto-parallelization and SSE-enabled code
generation/vectorization. Hence, our reference runtime results are optimal for the
single-core Woodcrest platform. In order to quantify the trade-offs between time
spent tuning a code versus the benefit seen via shorter runtimes, we introduce the
concept of ‘Relative Productivity’, in the form of the relative development time pro-
ductivity (RDTP) metric, defined as speedup divided by relative effort, i.e., the ratio
of the first two metrics [42].

Some might observe that additional optimization can often result in fewer lines
of code, and thus suggest that it is misleading to use SLOC as a productivity met-
ric. While potentially true, that effect is greatly mitigated in this study. First, these
devices ostensibly require adding code, not subtracting it, simply to get these devices
to function as accelerators. Hence, an increase in the lines of code, when compared
with the single-threaded CPU version, almost certainly requires an increase in the
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amount of effort. This is in dramatic contrast to other kinds of optimizations, such as
within homogeneous CPU code and loop reordering, which can entail considerable
effort with no increase in SLOC. Secondly, the fact that the added code was sub-
ject to these kinds of statement-level-optimizations, which have a non-linear impact
on SLOC, does not invalidate the comparison, because the original single-threaded
code was subject to these same transformations. In other words, because we are com-
paring optimized code with optimized code, SLOC remains a useful metric for the
optimization effort.

In Table VIII, we list the ratio of source lines of code (SLOC), both in terms of
effective SLOC and total SLOC, and the relative improvement in performance on
our target platforms. The ‘Performance Ratio’ column in Table VIII is the speedup
relative to the reference single-threaded implementation running on a 2.67-GHz
Woodcrest Xeon compiled with the Intel 9.1 compiler, using the flags that achieved
the best performance, including SSE3 instructions and inter-procedural optimization.
The final column, ‘Relative Productivity’, is the relative development time producti-
vity (RDTP) metric defined above, where a higher number indicates more benefit for
less code development effort. The RDTP metric presented in Table VIII is calculated
using effective SLOC, as the boilerplate code required no additional development
effort.

First, we calculate RDTP for the OpenMP implementation on the Intel multi-core
platforms. Since there is very little boilerplate code for the OpenMP implementation,
the SLOC ratio compared with that of the serial implementation is not high. Perfor-
mance is measured for 32K-atoms runs on the reference Woodcrest core against the
4 OpenMP thread and 8 OpenMP thread runs on Woodcrest and Clovertown, respec-
tively. The RDTP for the Woodcrest is well over one and for the 8 cores, the ratio
is greater than 2. We therefore conclude that the OpenMP implementation does not

Table VIII
Performance and Productivity of an MD Calculation on the Emerging

Architectures Relative to the Single-Core, SSE-Enabled Woodcrest
Implementation. Note that the Performances of OpenMP and MTA

Implementations are Gathered on Multiple Cores/processors

SLOC Ratio SLOC Ratio Performance Relative
(Total) (Effective) Ratio Productivity

OpenMP (Woodcrest, 4 cores) 1.07 1.059 1.713 1.618
OpenMP (Clovertown, 8 cores) 1.07 1.059 2.706 2.556
Cell (8 SPEs) 2.27 1.890 2.531 1.339
GPU (NVIDIA 7900GTX) 3.63 2.020 2.502 1.239
MTA-2 (32 processors) 1.054 1.054 1.852 1.757
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Table IX
Performance and Productivity of a Covariance Matrix Creation on the Emerging

Architectures Relative to the Single-Core, SSE-Enabled Woodcrest
Implementation. Note that the Performances of OpenMP and MTA

Implementations are Gathered on Multiple Cores/Processors

SLOC Ratio SLOC Ratio Performance Relative
(Total) (Effective) Ratio Productivity

OpenMP (Woodcrest, 4 cores) 1.070 1.047 2.746 2.624
OpenMP (Clovertown, 8 cores) 1.070 1.047 2.859 2.732
Cell (8 SPEs) 5.605 3.442 8.586 2.495
GPU (NVIDIA 7900GTX) 11.302 1.977 4.705 2.380
MTA-2 (32 processors) 1.093 1.093 0.481 0.440

have a negative performance-to-productivity ratio, as this implementation can utilize
the target system resources effectively.

For the Cell processor, our final performance numbers were obtained using the
latest XLC compiler. Our implementation limited us to a comparison at 4 K atoms,
but effective parallelization and use of SIMD instructions nevertheless resulted in
good performance, even when the problem was smaller. However, manual handling
of the decomposition and the various aspects of SPE coding did result in a notice-
able increase in SLOC, and as such the RDTP for the Cell processor was approxi-
mately 1.3.

The GPU had comparable performance to the Cell – though the parallelization is
handled at a finer granularity, the SIMD instructions were utilized in a similar fashion.
Though we rely on the GPU to handle the distribution of the parallel work among the
shader units, collection of the results and setting up of the graphics primitives in a way
the GPU can process still takes some coding effort, even after most boilerplate routines
are discounted. As such, the effective SLOC ratio is the highest of all platforms, and
the RDTP, though still greater than one, is the lowest among the platforms.

Finally, we compare the fine-grain multi-threaded implementation on the MTA-2
system. Due to a highly optimizing compiler, very few code modifications are required
to optimize the time-critical loop explicitly; the remaining loops were automatically
optimized by the compiler, resulting in very low code development overheads. We
compare performance of a 32 K-atoms run on 32 MTA-2 processors. Note that the
uniform memory hierarchy for 32 processors provides for good scaling and somewhat
compensates for the difference in the clock rates of the two systems. Like the OpenMP
implementation, the RDTP for the fine-grain multi-threading on MTA-2 is greater
than 1; in fact, it is close to the dual-core (4 cores in total) Woodcrest system’s RDTP.

Note that we have not utilized multiple sockets and processors for all our target
devices. However, it is possible to utilize more than one Cell processor in parallel, as
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blade systems have two sockets on the board, and similarly one can place two GPUs
in a node with more than one PCI-Express slot. So, with additional effort one could
include an additional level of parallelism for these platforms. As such, we introduce
Table X to show the comparison of performance and productivity when limited to
a single ‘socket’ or ‘processor’, with as much inherent parallelism (cores, shaders,
SPEs) as this implies. For Woodcrest, this means we are limited to one socket and
thus two cores; for Clovertown, four cores; and for MTA-2, 128 streams. In these
comparisons, only the Clovertown, Cell and GPU sustained RDTP metrics greater
than one. The Cell and the GPU implementation, on the other hand, provide over 2x
speedup over the reference optimized serial implementation.

We would like to emphasize that the results presented in Tables VIII, IX, X, and XI
should not be considered the absolute performance measures of the targeted devices.
First, the level of maturity in the software stack for scientific code development is not
consistent across all platforms. Second, some target devices presented in the paper
do not represent the state-of-the-art devices in the field, while others were released
very recently. For instance, the Clovertown and Woodcrest systems are the most recent
releases among all the platforms. In contrast, the 2.4-GHz Cell processor used here is
over one year old, the 7900GTX has already been supplanted by its successor GPU

Table X
Performance and Productivity of a 4K-atom MD Calculation (Single

Socket/Processor Comparisons)

Performance Ratio Relative Productivity

OpenMP (Woodcrest, 2 cores) 1.031 0.973
OpenMP (Clovertown, 4 cores) 1.407 1.329
Cell (8 SPEs) 2.531 1.339
GPU (NVIDIA 7900GTX) 2.367 1.172
MTA-2 (1 processor, 128 streams) 0.0669 0.063

Table XI
Performance and Productivity for a 2563 HSI Data Cube (Single

Socket/Processor Comparisons)

Performance Ratio Relative Productivity

OpenMP (Woodcrest, 2 cores) 1.794 1.714
OpenMP (Clovertown, 4 cores) 1.823 1.742
Cell (8 SPEs) 8.586 2.495
GPU (NVIDIA 7900GTX) 4.705 2.380
MTA-2 (1 processor, 128 streams) 0.054 0.050
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from NVIDIA and the MTA-2 system was released in early 2002 and is not an active
product from Cray.

4. The DARPA HPCS Language Project

Another important goal of the HPCS project has been to improve the productivity
of software designers and implementers by inventing new languages that facilitate the
creation of parallel, scalable software. Each of the three Phase II vendors proposed a
language – Chapel from Cray, X10 from IBM, Fortress from Sun – for this purpose.
(Sun was not funded in Phase III, so Fortress is no longer being supported by DARPA.
Nonetheless, it remains a significant contribution to the HPCS goals, and we include
it here.) Before we consider these ‘HPCS languages’ themselves, we provide the
context in which this development has taken place. Specifically, we discuss current
practice, compare some early production languages with the HPCS languages, and
comment on previous efforts to introduce new programming languages for improved
productivity and parallelism.

4.1 Architectural Developments
Language development for productivity is taking place at a time when the archi-

tecture of large-scale machines is still an area of active change. Innovative network
interfaces and multi-processor nodes are challenging the ability of current program-
ming model implementations to exploit the best performance the hardware can
provide, and multicore chips are adding another level to the processing hierarchy. The
HPCS hardware efforts are at the leading edge of these innovations. By combining
hardware and languages in one program, DARPA is allowing language designs that
may take advantage of unique features of one system, although this design freedom is
tempered by the desire for language ubiquity. It is expected that the new HPCS pro-
gramming models and languages will exploit the full power of the new architectures,
while still providing reasonable performance on more conventional systems.

4.1.0.3 Current Practice. Most parallel programs for large-scale paral-
lel machines are currently written in a conventional sequential language (Fortran-77,
Fortran-90, C or C++) with calls to the MPI message-passing library. The MPI stan-
dard [63, 64] defines bindings for these languages. Bindings for other languages
(particularly Java) have been developed and are in occasional use but are not part
of the MPI standard. MPI is a realization of the message-passing model, in which
processes with completely separate address spaces communicate with explicit calls
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to send and receive functions. MPI-2 extended this model in several ways (parallel
I/O, remote memory access and dynamic process management), but the bulk of MPI
programming utilizes only the MPI-1 functions. The use of the MPI-2 extensions is
more limited, but usage is increasing, especially for parallel I/O.

4.1.0.4 The PGAS Languages. In contrast to the message-passing
model, the Partitioned GlobalAddress Space (PGAS) languages provide each process
direct access to a single globally addressable space. Each process has local memory
and access to the shared memory.5 This model is distinguishable from a symmetric
shared-memory model in that shared memory is logically partitioned, so there is a
notion of near and far memory explicit in each of the languages. This allows pro-
grammers to control the layout of shared arrays and of more complex pointer-based
structures.

The PGAS model is realized in three existing languages, each presented as
an extension to a familiar base language: UPC (Unified Parallel C) [58] for C;
Co-Array Fortran (CAF) [65] for Fortran, and Titanium [68] for Java. The three PGAS
languages make references to shared memory explicit in the type system, which means
that a pointer or reference to shared memory has a type that is distinct from references
to local memory. These mechanisms differ across the languages in subtle ways, but in
all three cases the ability to statically separate local and global references has proven
important in performance tuning. On machines lacking hardware support for global
memory, a global pointer encodes a node identifier along with a memory address,
and when the pointer is dereferenced, the runtime must deconstruct this pointer rep-
resentation and test whether the node is the local one. This overhead is significant
for local references and is avoided in all three languages due to expressions that are
statically known to be local. This allows the compiler to generate code that uses a
simpler (address-only) representation and avoids the test on dereference.

These three PGAS languages share with the strict message-passing model a num-
ber of processes fixed at job start time, with identifiers for each process. This results
in a one-to-one mapping between processes and memory partitions and allows for
very simple runtime support, since the runtime has only a fixed number of processes
to manage and these typically correspond to the underlying hardware processors.
The languages run on shared memory hardware, distributed memory clusters and
hybrid architectures. Each of these languages is the focus of current compiler research
and implementation activities, and a number of applications rely on them. All three
languages continue to evolve based on application demand and implementation
experience, a history that is useful in understanding requirements for the HPCS

5 Because they access shared memory, some languages use the term ‘thread’ rather than ‘process’.



60 J. DONGARRA ET AL.

languages. UPC and Titanium have a set of collective communication operations
that gang the processes together to perform reductions, broadcasts and other global
operations, and there is a proposal to add such support to CAF. UPC and Titanium
do not allow collectives or barrier synchronization to be done on subsets of pro-
cesses, but this feature is often requested by users. UPC has parallel I/O support
modelled after MPIs, and Titanium has bulk I/O facilities as well as support to check-
point data structures, based on Java’s serialization interface. All three languages also
have support for critical regions and there are experimental efforts to provide atomic
operations.

The distributed array support in all three languages is fairly rigid, a reaction to the
implementation challenges that plagued the High Performance Fortran (HPF) effort.
In UPC, distributed arrays may be blocked, but there is only a single blocking factor
that must be a compile-time constant; in CAF, the blocking factors appear in separate
‘co-dimensions’; and Titanium does not have built-in support for distributed arrays,
but they are programmed in libraries and applications using global pointers and a
built-in all-to-all operation for exchanging pointers. There is an ongoing tension in
this area of language design, most visible in the active UPC community, between
the generality of distributed array support and the desire to avoid significant runtime
overhead.

4.1.0.5 The HPCS Languages. As part of Phase II of the DARPA
HPCS Project, three vendors – Cray, IBM, and Sun – were commissioned to develop
new languages that would optimize software development time as well as perfor-
mance on each vendor’s HPCS hardware, which was being developed at the same
time. Each of the languages – Cray’s Chapel [57], IBM’s X10 [66] and Sun’s Fortress
[53] – provides a global view of data (similar to the PGAS languages), together with
a more dynamic model of processes and sophisticated synchronization mechanisms.

The original intent of these languages was to exploit the advanced hardware archi-
tectures being developed by the three vendors and in turn to be particularly well
supported by these architectures. However, in order for these languages to be adopted
by a broad sector of the community, they will also have to perform reasonably well on
other parallel architectures, including the commodity clusters on which much para-
llel software development takes place. (The advanced architectures will also have
to run ‘legacy’ MPI programs well in order to facilitate the migration of existing
applications.)

Until recently, the HPCS languages were being developed quite independently
by the vendors; however, DARPA also funded a small, academically based effort to
consider the languages together, in order to foster vendor cooperation and perhaps
eventually to develop a framework for convergence to a single high-productivity
language [61]. (Recent activities on this front are described below.)
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4.1.0.6 Cautionary Experiences. The introduction of a new
programming language for more than research purposes is a speculative activity.
Much effort can be expended without creating a permanent impact. We mention two
well-known cases.

In the late 1970s and early 1980s, an extensive community effort was mounted to
produce a complete, general-purpose language expected to replace both Fortran and
COBOL, the two languages in most widespread use at the time. The result, calledAda,
was a large, full-featured language and even had constructs to support parallelism. It
was required for many U.S. Department of Defense software contracts, and a large
community of programmers eventually developed it. Today, Ada is used within the
defense and embedded systems community, but it did not supplant the established
languages. A project with several similarities to the DARPA HPCS program was the
Japanese ‘5th Generation’ project of the 1980s. Like the DARPA program, it was a
ten-year project involving both a new programming model, presented as a more pro-
ductive approach to software development and new hardware architectures designed
by multiple vendors to execute the programming model efficiently and in parallel.
The language realizing the model, called CLP (Concurrent Logic Programming),
was a dialect of Prolog and was specifically engineered for parallelism and high
performance. The project was a success in training a generation of young Japanese
computer scientists, but it has had no lasting influence on the parallel computing
landscape.

4.1.0.7 Lessons. Programmers do value productivity, but reserve the right
to define it. Portability, performance and incrementality seem to have mattered more
in the recent past than did elegance of language design, power of expression or
even ease of use, at least when it came to programming large scientific applications.
Successful new sequential languages have been adopted in the past twenty-five years,
but each has been a modest step beyond an already established language (from C to
C++, from C++ to Java). While the differences between each successful language
have been significant, both timing of the language introduction and judicious use of
familiar syntax and semantics were important. New ‘productivity’ languages have
also emerged (Perl, Python, and Ruby); but some of their productivity comes from
the interpreted nature, and they neither show high performance nor show specific
suitability to parallelism.

The PGAS languages, being smaller steps beyond established languages, thus
present serious competition for the HPCS languages, despite the advanced, and even
elegant, features exhibited by Chapel, Fortress and X10. The most serious compe-
tition, however, comes from the more established message-passing interface, MPI,
which has been widely adopted and provides a base against which any new language



62 J. DONGARRA ET AL.

must compete. In the next section, we describe some of the ‘productive’ features of
MPI, as a way of setting the bar for the HPCS languages and providing some opportu-
nities for improvement over MPI as we progress. New approaches to scalable parallel
programming must offer a significant advantage over MPI and must not omit critical
features that have proven useful in the MPI experience.

4.2 The HPCS Languages as a Group
The detailed, separate specifications for the HPCS languages can be found in [60].

In this section, we consider the languages together and compare them along several
axes in order to present a coherent view of them as a group.

Base Language. The HPCS languages use different sequential bases. X10 uses an
existing object-oriented language, Java, inheriting both good and bad features. It gains
Java support for multi-dimensional arrays, value types and parallelism and gains tool
support from IBM’s extensive Java environment. Chapel and Fortress use their own,
new object-oriented languages. An advantage of this approach is that the language
can be tailored to science (Fortress even explores new, mathematical character sets),
but the fact that a great intellectual effort is required in order to get the base language
right has slowed development and may deter users.

Creating Parallelism. Any parallel programming model must specify how the
parallelism is initiated. All three HPCS languages have parallel semantics; that is,
there is no reliance on automatic parallelism, nor are the languages purely data parallel
with serial semantics, like the core of HPF. All of them have dynamic parallelism for
loops as well as tasks and encourage the programmer to express as much parallelism
as possible, with the idea that the compiler and runtime system will control how much
is actually executed in parallel. There are various mechanisms for expressing different
forms of task parallelism, including explicit spawn, asynchronous method invocation
and futures. Fortress is unusual in that it makes parallelism the default semantics
for both loops and for argument evaluation; this encourages programmers to ‘think
in parallel’, which may result in very highly parallel code, but it could also prove
surprising to programmers. The dynamic parallelism exhibits the most significant
semantic difference between the HPCS language and the existing PGAS languages
with their static parallelism model. It presents the greatest opportunity to improve
performance and ease of use relative to these PGAS languages and MPI. Having
dynamic thread support along with data, parallel operators may encourage a higher
degree of parallelism in the applications and may allow for simply expressing this
parallelism directly rather than mapping it to a fixed process model in the application.
The fine-grained parallelism can be used to mask communication latency, reduce
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stalls at synchronization points and take advantage of hardware extensions such as
SIMD units and hyperthreading within a processor.

The dynamic parallelism is also the largest implementation challenge for the
HPCS languages, since it requires significant runtime support to manage. The expe-
rience with Charm++ shows the feasibility of such runtime support for a class of
very dynamic applications with limited dependencies [62]. A recent UPC project that
involved the application of multi-threading to a matrix factorization problem reveals
some of the challenges that arise from more complex dependencies between tasks.
In that UPC code, the application-level scheduler manages user-level threads on top
of UPC’s static process model: it must select tasks on the critical path to avoid idle
time, delay allocating memory for non-critical tasks to avoid running out of memory
and ensure that tasks run long enough to gain locality benefits in the memory hierar-
chy. The scheduler uses application-level knowledge to meet all of these constraints,
and performance depends critically on the quality of that information; it is not clear
as to how such information would be communicated to one of the HPCS language
runtimes.

Communication and Data Sharing. All three of the HPCS languages use a global
address space for sharing state, rather than an explicit message-passing model. They
all support shared multi-dimensional arrays as well as pointer-based data structures.
X10 originally allowed only remote method invocations rather than direct reads and
writes to remote values, but this restriction has been relaxed with the introduction
of ‘implicit syntax’, which is syntactic sugar for a remote read or write method
invocation.

Global operations such as reductions and broadcasts are common in scientific
codes, and while their functionality can be expressed easily in shared memory using a
loop, they are often provided as libraries or intrinsics in parallel programming models.
This allows for tree-based implementations and the use of specialized hardware that
exists on some machines. In MPI and some of the existing PGAS languages, these
operations are performed as ‘collectives’: all processes invoke the global operation
together so that each process can perform the local work associated with the operation.
In data parallel languages, global operations may be converted to collective operations
by the compiler. The HPCS languages provide global reductions without explicitly
involving any of the other threads as a collective: a single thread can execute a
reduction on a shared array. This type of one-sided global operation fits nicely in the
PGAS semantics, as it avoids some of the issues related to processes modifying the
data involved in a collective while others are performing the collective [58]. However,
the performance implications are not clear. To provide tree-based implementation and
to allow work to be performed locally, a likely implementation will be to spawn a
remote thread to reduce the values associated with each process. Since that thread may
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not run immediately, there could be a substantial delay in waiting for the completion
of such global operations.

Locality. The HPCS languages use a variation of the PGAS model to support locality
optimizations in shared data structures. X10’s ‘places’ and Chapel’s ‘locales’ provide
a logical notion of memory partitions. A typical scenario maps each memory partition
at program startup to a given physical compute node with one or more processors
and its own shared memory. Other mappings are possible, such as one partition per
processor or per core. Extensions to allow for dynamic creation of logical memory
partitions have been discussed, although the idea is not fully developed. Fortress has
a similar notion of a ‘region’, but regions are explicitly tied to the machine structure
rather than being virtualized, and regions are hierarchical to reflect the design of many
current machines.

All three languages support distributed data structures, in particular distributed
arrays that include user-defined distributions. These are much more general than
those in the existing PGAS languages. In Fortress, the distribution support is based
on the machine-dependent region hierarchy and is delegated to libraries rather than
being in the language itself.

Synchronization Among Threads and Processes. The most common syn-
chronization primitives used in parallel applications today are locks and barriers.
Barriers are incompatible with the dynamic parallelism model in the HPCS lan-
guages, although their effect can be obtained by waiting for the completion of a set of
threads. X10 has a sophisticated synchronization mechanism called ‘clocks’, which
can be thought of as barriers with attached tasks. Clocks provide a very general form
of global synchronization that can be applied to subsets of threads.

In place of locks, which are viewed by many as cumbersome and error prone, all
three languages support atomic blocks. Atomic blocks are semantically more elegant
than locks, because the syntactic structure forces a matching ‘begin’ and ‘end’ to
each critical region, and the block of code is guaranteed to be atomic with respect to
all other operations in the program (avoiding the problems of acquiring the wrong
lock or deadlock). Atomic blocks place a larger burden on runtime support: one sim-
ple legal implementation involves a single lock to protect all atomic blocks6, but
the performance resulting from such an implementation is probably unacceptable.
More aggressive implementations will use speculative execution and rollback, pos-
sibly relying on hardware support within shared memory systems. The challenge
comes from the use of a single global notion of atomicity, whereas locks may provide

6 This assumes atomic blocks are atomic only with respect to each other, not with respect to individual
reads and writes performed outside an atomic block.
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atomicity on two separate data structures using two separate locks. The information
that the two data structures are unaliased must be discovered dynamically in a setting
that relies on atomics. The support for atomics is not the same across the three HPCS
languages. Fortress has abortable atomic sections, and X10 limits atomic blocks to a
single place, which allows for a lock-per-place implementation.

The languages also have some form of a ‘future’ construct that can be used for
producer–consumer parallelism. In Fortress, if one thread tries to access the result of
another spawned thread, it will automatically stall until the value is available. In X10,
there is a distinct type for the variable on which one waits and its contents, so the
point of potential stalls is more explicit. Chapel has the capability to declare variables
as ‘single’ (single writer) or ‘sync’ (multiple readers and writers).

4.2.0.8 Moving Forward. Recently, a workshop was held at Oak Ridge
National Laboratory, bringing together the three HPCS language vendors, computer
science researchers representing the PGAS languages and MPI, potential users from
the application community and program managers from DARPA and the Department
of Energy’s Office of Advanced Scientific Computing. In this section, we describe
some of the findings of the workshop at a high level and present the tentative plan for
further progress that evolved there.

The workshop was organized in order to explore the possibility of converging
the HPCS languages to a single language. Briefings were presented on the status of
each of the three languages and an effort was made to identify the common issues
involved in completing the specifications and initiating the implementations. Potential
users offered requirements for adoption, and computer science researchers described
recent work in compilation and runtime issues for PGAS languages. One high-level
finding of the workshop was the considerable diversity in the overall approaches being
taken by the vendors, the computer science research relevant to the HPCS language
development and the application requirements.

Diversity in Vendor Approaches. Although the three vendors are all well along
the path towards the completion of designs and prototype implementations of these
languages that are intended to increase the productivity of software developers, they
are not designing three versions of the same type of object. X10, for example, is clearly
intended to fit into IBM’s extensive Java programming environment. As described
earlier, it uses Java as a base language, allowing multiple existing tools for parsing,
compiling and debugging to be extended to the new parallel language. Cray’s approach
is more revolutionary, with the attendant risks and potential benefits; Chapel is an
attempt to design a parallel programming language from the basic language. Sun is
taking a third approach, providing a framework for experimentation with parallel
language design, in which many aspects of the language are to be defined by the user
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and many of the features are expected to be provided by libraries instead of by the
language itself. One novel feature is the option of writing code with symbols that,
when displayed, can be typeset as classical mathematical symbols, improving the
readability of the ‘code’.

Diversity in Application Requirements. Different application communities have
different expectations and requirements for a new language. Although only a small
fraction of potential HPC applications were represented at the workshop, there was
sufficient diversity to represent a wide range of positions with respect to the new
languages.

One extreme is represented by those applications for which the current program-
ming model – MPI together with a conventional sequential language – is working
well. In many cases, MPI is being used as the MPI Forum intended: the MPI calls are
in libraries written by specialists, and the application programmer sees these library
interfaces rather than MPI itself, thus bypassing MPI’s ease-of-use issues. In many
of the applications content with the status quo, the fact that the application may have
a long life (measured in decades) amortizes the code development effort and makes
development convenience less of an issue.

The opposite extreme is represented by those for whom rapidity of application
development is the critical issue. Some of these codes are written in a day or two
for a special purpose and then discarded. For such applications, the MPI model is
too cumbersome and error prone, and the lack of a better model is a genuine barrier
to development. Such applications cannot be deployed at all without a significant
advancement in the productivity of programmers.

Between these extremes is, of course, a continuously variable range of applications.
Such applications would welcome progress in the ease of application development and
would adopt a new language in order to obtain it, but any new approach must not come
at the expense of qualities that are essential in the status quo: portability, completeness,
support for modularity and at least some degree of performance transparency.

Diversity in Relevant Computer Science Research. The computer science
research most relevant to the HPCS language development is the one that is being
carried out related to the various PGAS language. Similar to the HPCS languages,
PGAS languages offer a global view of data, with explicit control of locality in order
to provide performance. Their successful implementation has involved research on
compilation techniques that are likely to be useful as the language design is finalized
for the HPCS languages and as production compilers, or at least serious prototypes,
are beginning to be developed. The PGAS languages, and associated research, also
share with the HPCS languages the need for runtime systems that support lightweight
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communication of small amounts of data. Such portable runtime libraries are being
developed in both the PGAS and MPI implementation research projects [55, 56].

The PGAS languages are being used in applications to a limited extent, while the
HPCS languages are still being tested for expressiveness on a number of example
kernels and benchmarks.

The issue of the runtime system is of particular interest, because its standardiza-
tion would bring multiple benefits. A standard syntax and semantics for a low-level
communication library that could be efficiently implemented on a variety of current
communication hardware and firmware would benefit the entire programming model
implementation community: HPCS languages, PGAS languages, MPI implementa-
tions and others.Anumber of such portable communications exist now (GASNet [54],
ADI-3, ARMCI), although most have been developed with a particular language or
library implementation in mind.

Immediate Needs. Despite the diverse approaches to the languages being taken by
the vendors, some common deficiencies were identified in the workshop. These are
areas were not focused up on while the initial language designs were being formulated,
but at present there is really a need to address these areas if the HPCS languages need
to attract the attention of the application community.

4.2.0.9 Performance. The Fortress [59] and X10 [67] implementations
are publicly available and an implementation of Chapel exists, but is not yet released.
So far these prototype implementations have focused on expressivity rather than per-
formance. This direction has been appropriate up to this point, but now that one can
see how various benchmarks and kernels can be expressed in these languages, one
wants to see how they can be compiled for performance competitive with the perfor-
mance of existing approaches, especially for scalable machines. While the languages
may not reach their full potential without the HPCS hardware being developed by
the same vendors, the community needs some assurance that the elegant language
constructs, such as those used to express data distributions, can indeed be compiled
into efficient programs for current scalable architectures.

4.2.0.10 Completeness. The second deficiency involves completeness
of the models being presented. At this point, none of the three languages has an
embedded parallel I/O model. At the very least, the languages should define how to
read and write distributed data structures from and into single files, and the syntax
for doing so should enable an efficient implementation that can take advantage of
parallel file systems.

Another feature that is important in multi-physics applications is modularity in
the parallelism model, which allows subsets of processors to act independently. MPI
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has ‘communicators’ to provide isolation among separate libraries or separate physics
models. The PGAS languages are in the process of introducing ‘teams’ of processes
to accomplish the same goals. Because the HPCS languages have a dynamic paral-
lel operator combined with data parallel operators, this form of parallelism should
be expressible, but more work is needed to understand the interactions between
the abstraction mechanisms used to create library interfaces and the parallelism
features.

A Plan for Convergence. On the last day of the workshop, a plan for the near
future emerged. It was considered too early to force a convergence on one language
in the near term, given that the current level of diversity seemed to be beneficial to the
long-term goals of the HPCS project, rather than harmful. The level of community
and research involvement could be increased by holding a number of workshops over
the next few years in specific areas, such as memory models, data distributions, task
parallelism, parallel I/O, types, tools and interactions with other libraries. Preliminary
plans were made to initiate a series of meetings, loosely modelled on the MPI process,
to explore the creation of a common runtime library specification.

An approximate schedule was proposed at the workshop. In the next eigh-
teen months (i.e., by the end of the calendar year 2007), the vendors should be
able to freeze the syntax of their respective languages. In the same time frame,
workshops should be held to address the research issues described above. Vendors
should be encouraged to establish ‘performance credibility’ by demonstrating the
competitive performance of some benchmark on some high-performance architec-
ture. This would not necessarily involve the entire language, nor would it necessa-
rily demand better performance of current versions of the benchmark. The intent
would be to put to rest the notion that a high-productivity language precludes
high performance. Also during this time, a series of meetings should be held
to determine whether a common communication subsystem specification can be
agreed upon.

The following three years should see the vendors improve performance of all parts
of their languages. Inevitably, during this period the languages will continue to evolve
independently with experience. At the same time, aggressive applications should get
some experience with the languages. After this period, when the languages have
had an opportunity to evolve in both design and implementations while applications
have had the chance to identify strengths and weaknesses of each, the consolidation
period would begin. At this point (2010–2011), an MPI forum-like activity could be
organized to take advantage of the experience now gained, in order to cooperatively
design a single HPCS language with the DARPA HPCS languages as input (much
as the MPI Forum built on, but did not adopt any of, the message-passing library
interfaces of its time).
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By 2013, then, we could have a new language, well vetted by the application
community, well implemented by HPCS vendors and even open-source developers,
which could truly accelerate productivity in the development of scientific applications.

4.2.0.11 Conclusion. The DARPA HPCS language project has resulted in
exciting experimental language research. Excellent work is being carried out by each
of the vendor language teams, and it is to be hoped that Sun’s language effort will not
suffer from the end of Sun’s hardware development contract with DARPA. Now is
the time to get the larger community involved in the high-productivity programming
model and language development effort, through workshops targeted at outstanding
relevant research issues and through experimentation with early implementations of
all the ‘productivity’ languages. In the long run, acceptance of any new language
for HPC is a speculative proposition, but there is much energy and enthusiasm for
the project, and a reasonable plan is in place by which progress can be made. The
challenge involves a transition of the HPCS language progress made to-date into the
future community efforts.

5. Research on Defining and Measuring
Productivity

Productivity research under the HPCS program has explored better ways to define
and measure productivity. The work that was performed under Phase 1 and Phase 2 of
the HPCS program had two major thrusts. The first thrust was in the study and analysis
of software development time. Tools for accomplishing this thrust included surveys,
case studies and software evaluation tools. The second thrust was the development of
a productivity figure of merit, or metric. In this section, we will present the research
that occurred in Phase 1 and Phase 2 of the HPCS program in these areas. This research
has been described in depth in [69] and [70]. This section will provide an overview of
the research documented in those publications and will provide pointers to specific
articles for each topic.

5.1 Software Development Time
Much of the architectural development in the past decades has focused on raw

hardware performance and the technologies responsible for it, including faster clock
speeds, higher transistor densities, and advanced architectural structures for exploi-
ting instruction-level parallelism. Performance metrics, such as GFLOPS/second and
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MOPS/watt, were exclusively employed to evaluate new architectures, and to reflect
this focus on hardware performance.

A key, revolutionary aspect of the HPCS program is its insistence that software
be included in any performance metric used to evaluate systems. The program par-
ticipants realized early that true time for achieving a solution on any HPC system is
not just the execution time, but is in fact the sum of development time and execution
time. Not only are both important, but the piece of the puzzle that has always been
ignored, development time, has always dominated time-to-solution – usually by orders
of magnitude. This section describes the ground-breaking research done in under-
standing and quantifying development time and its contribution to the productivity
puzzle.

5.1.1 Understanding the Users7

Attempts to evaluate the productivity of an HPC system require an understanding of
what productivity means to all its users. For example, researchers in computer science
work to push the boundaries of computational power, while computational scientists
use those advances to achieve increasingly detailed and accurate simulations and
analysis. Staffs at shared resource centers enable broad access to cutting-edge sys-
tems while maintaining high system utilization. While each of these groups use HPC
resources, their differing needs and experiences affect their definitions of productivity.

Computational scientists and engineers face many challenges when writing codes
for high-end computing systems. The HPCS program is developing new machine
architectures, programming languages and software tools to improve the productivity
of scientists and engineers.Although the existence of these new technologies is impor-
tant for improving productivity, they will not achieve their stated goals if individual
scientists and engineers are not able to effectively use them to solve their problems.
A necessary first step in determining the usefulness of new architectures, languages
and tools is to gain a better understanding of what the scientists and engineers do, how
they do it and what problems they face in the current high-end computing develop-
ment environment. Because the community is very diverse, it is necessary to sample
different application domains to be able to draw any meaningful conclusions about
the commonalities and trends in software development in this community.

Two important studies were carried out during Phases 1 and 2 of the HPCS program
to better identify the needs and characteristics of the user and application spaces that
are the targets for these new architectures. The first team worked with the San Diego
Supercomputer Center (SDSC) and its user community [73]. This team analyzed

7 Material taken from [73] and [76].
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data from a variety of sources, including SDSC support tickets, system logs, HPC
developer interviews and productivity surveys distributed to HPC users, to better
understand how HPC systems are being used, and where the best opportunities for
productivity improvements are. The second team analyzed 10 large software projects
from different application domains to gain deeper insight into the nature of software
development for scientific and engineering software [76]. This team worked with
ASC-Alliance projects, which are DOE-sponsored computational science centers
based at five universities across the country, as well as codes from the HPCS mission
partners.

Although the perspectives and details of the two studies were quite different, a
number of common conclusions emerged with major relevance for the community of
HPCS tool developers. Table XII and Table XIII summarize the conclusions of the
two studies.

Common themes from these two studies are that end results are more important
than machine performance (we’re interested in the engine, but we drive the car!);
visualization and easy-to-use tools are key; and HPC programmers are primarily
domain experts driven by application needs, not computer scientists interested in fast
computers. The implications for HPCS affect both the types of tools that should be
developed and how productivity should ultimately be measured on HPCS systems
from the user’s perspective.

5.1.2 Focusing the Inquiry8

Given the difficulty in deriving an accurate general characterization of HPC pro-
grammers and their productivity characteristics, developing a scientific process for

Table XII
SDSC Study Conclusions

HPC users have diverse concerns and difficulties with productivity.

Users with the largest allocations and most expertise are not necessarily the most productive.

Time to solution is the limiting factor for productivity on HPC systems, not computational
performance.

Lack of publicity and education are not the main roadblocks to adoption of performance and
parallel debugging tools–ease of use is more significant.

HPC programmers do not require dramatic performance improvements to consider making
structural changes to their codes.

A computer science background is not crucial to success in performance optimization.

Visualization is the key to achieving high productivity in HPC in most cases.

8 Material taken from [79] and [88].
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Table XIII
ASC/HPCS Project Survey

Goals and drivers of code development

• Code performance is not the driving force for developers or users; the science and
portability are of primary concern.

• Code success depends on customer satisfaction.

Actions and characteristics of code developers

• Most developers are domain scientists or engineers, not computer scientists.

• The distinction between developer and user is blurry.

• There is high turnover in the development team.

Software engineering process and development workflow

• There is minimal but consistent use of software engineering practices.

• Development is evolutionary at multiple levels.

• Tuning for a specific system architecture is rarely done, if ever.

• There is little reuse of MPI frameworks.

• Most development effort is focused on implementation rather than maintenance.

Programming languages

• Once selected, the primary languages does not change.

• Higher level languages (e.g., Matlab) are not widely adopted for the core of applications.

Verification and validation

• Verification and validation are very difficult in this domain.

• Visualization is the most common tool for validation.

Use of support tools during code development

• Overall, tool use in lower than in other software development domains.

• Third party (externally developed) software and tools are viewed as a major risk factor.

evaluating productivity is even more difficult. One team of researchers responded
with two broad commitments that could serve more generally to represent the aims
of the productivity research team as a whole: [79]

1. Embrace the broadest possible view of productivity, including not only machine
characteristics but also human tasks, skills, motivations, organizations and
culture, to name just a few; and

2. Put the investigation of these phenomena on the soundest scientific basis possi-
ble, drawing on well-established research methodologies from relevant fields,
many of which are unfamiliar within the HPC community.
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Fig. 20. Research framework.

This team of researchers outlined a three-stage research design shown in Fig. 20. For
the first stage, exploration and discovery, case studies and other qualitative methods
are used to produce the insights necessary for hypothesis generation. For the second
stage, qualitative and quantitative methods are combined to test and refine models. The
quantitative tool used by this team in the second stage was HackyStat, an in-process
software engineering measurement and analysis tool. Patterns of activity were used
to generate a representative workflow for HPC code development. In the third stage,
the workflows were validated via quantitative models that were then used to draw
conclusions about the process of software development for HPC systems.

A number of case studies were produced in the spirit of the same framework, with
the goal of defining a workflow that is specific to large-scale computational scientific
and engineering projects in the HPC community [88]. These case studies identified
seven development stages for a computational science project:

1. Formulate questions and issues
2. Develop computational and project approach
3. Develop the program
4. Perform verification and validation
5. Make production runs
6. Analyze computational results
7. Make decisions.

These tasks strongly overlap with each other, with a lot of iteration among the
steps and within each step. Life cycles for these projects are very long, in some cases
30–40 years or more, far longer than typical IT projects. Development teams are large
and diverse, and individual team members often do not have working experience with
the modules and codes being developed by other module sub-teams, making software
engineering challenges much greater than those of typical IT projects.Atypical project
workflow is shown in Fig. 21.
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Fig. 21. Comprehensive workflow for large-scale CSE project.

With these projects, we begin to see the development of frameworks and repre-
sentations to guide the productivity evaluation process. The derivation of workflows
is the key to understanding any process, and a disciplined understanding is neces-
sary before any improvements can be made or assessed. The workflows for software
development could be as complex as the projects they reflect and as diverse as the
programmers who implement them. In the next section, we will see some examples of
the types of tools that can be used once formal representations, specific measurements,
and quantifiable metrics have been defined.

5.1.3 Developing the EvaluationTools9

Apre-requisite for the scientific and quantified study of productivity in HPC systems
is the development of tools and protocols to study productivity.As a way to understand
the particular needs of HPC programmers, prototype tools were developed in Phases
1 and 2 of the HPCS program to study productivity in the HPC community. The initial
focus has been on understanding the effort involved in coding for HPC systems and

9 Material taken from [75], [78], and [82].
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the defects that occur in developing programs. Models of workflows that accurately
explain the process that HPC programmers use to build their codes were developed.
Issues such as time involved in developing serial and parallel versions of a program,
testing and debugging of the code, optimizing the code for a specific parallelization
model (e.g., MPI, OpenMP) and tuning for specific machine architectures were all
topics of the study. Once those models are developed, the HPCS system developers
can then work on the more crucial problems of what tools and techniques will better
optimize a programmer’s ability to produce quality code more efficiently.

Since 2004, studies of programmer productivity have been conducted, in the form
of human-subject experiments, at various universities across the U.S. in graduate-
level HPC courses. [75] Graduate students in HPC classes are fairly typical of novice
HPC programmers who may have years of experience in their application domain but
very little experience in HPC-style programming. In the university studies, multiple
students were routinely given the same assignment to perform, and experiments were
conducted to control for the skills of specific programmers (e.g., experimental meta-
analysis) in different environments. Due to their relatively low cost, student studies
are an excellent environment for debugging protocols that might be later used on
practising HPC programmers. Limitations of student studies include the relatively
short programming assignments, due to the limited time in a semester, and the fact
that these assignments must be picked for their educational value to the students as
well as their investigative value to the research team.

Using the experimental environment developed under this research, various
hypotheses about HPC code development can be tested and validated (or disproven!).
Table XIV shows some sample hypotheses and how they would be tested using the

Table XIV
HPC Code Development Hypotheses

Hypothesis Test Measurement

The average time to fix a defect due to race conditions
will be longer in a shared memory program compared
with a message-passing program.

Time to fix defects due to race conditions

On average, shared memory programs will require less
effort than message-passing models, but the shared
memory outliers will be greater than the message-
passing outliers.

Total development time

There will be more students who submit incorrect
shared memory programs compared with message-
passing programs.

Number of students who submit incorrect
solutions

An MPI implementation will require more code than an
OpenMP implementation.

Size of code for each implementation
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various tools that have been developed. In addition to the verification of hypothe-
ses about code development, the classroom experiments have moved beyond effort
analysis and started to look at the impact of defects (e.g., incorrect or excessive
synchronization, incorrect data decomposition) on the development process. By
understanding how, when, and what kinds of defects appear in HPC codes, tools
and techniques can be developed to mitigate these risks and to improve the over-
all workflow. Automatic determination of workflow is not precise, so these studies
involved a mixture of process activity (e.g., coding, compiling, executing) and source
code analysis techniques.

Some of the key results of this effort include:

• Productivity measurements of various workflows, where productivity is defined
as relative speedup divided by relative effort. Relative speedup is reference
(sequential) execution time divided by parallel execution time, and relative effort
is parallel effort divided by reference (sequential effort). The results of student
measurements for various codes show that this metric behaves as expected, i.e.,
good productivity means lower total effort, lower execution time and higher
speedup.

• Comparison of XMT-C (a PRAM-like execution model) with MPI-based codes
in which, on average, students required less effort to solve the problem using
XMT-C compared with MPI. The reduction in mean effort was approximately
50%, which was statistically significant according to the parameters of the study.

• Comparison of OpenMP and MPI defects did not yield statistically signifi-
cant results, which contradicts a common belief that shared memory programs
are harder to debug. Since defect data collection was based on programmer-
supplied effort forms, which are not accurate, more extensive defect analysis is
required.

• Collection of low-level behavioral data from developers in order to under-
stand the workflows that exist during HPC software development. A useful rep-
resentation of HPC workflow could help both characterize the bottlenecks that
occur during development and support a comparative analysis of the impact
of different tools and technologies upon workflow. A sample workflow would
consist of five states: serial coding, parallel coding, testing, debugging and
optimization.

Figure 22 presents results of the relative development-time productivity metric,
using the HPCChallenge benchmark described in the next section in this chapter.
With the exception of Random Access (the implementation of which does not scale
well on distributed memory computing clusters), the MPI implementations all fall
into the upper-right quadrant of the graph, indicating that they deliver some level of
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Fig. 22. Speedup vs. relative effort and RDTP for the HPC challenge.

parallel speedup, while requiring greater effort than the serial code. As expected, the
serial Matlab implementations do not deliver any speedup, but all require less effort
than the serial code. The pMatlab implementations (except Random Access) fall into
the upper-left quadrant of the graph, delivering parallel speedup while at the same
time requiring less effort.

In another pilot study [78], students worked on a key HPC code using C and
PThreads in a development environment that included automated collection of editing,
testing and commanding line data using Hackystat. The ‘serial coding’workflow state
was automatically inferred as the editing of a file not containing any parallel constru-
cts (such as MPI, OpenMP or PThread calls) and the ‘parallel coding’ workflow state
as the editing of a file containing these constructs. The ‘testing’ state was inferred as
the occurrence of unit test invocation using the CUTest tool. In the pilot study, the
debugging or optimization workflow states could not be inferred, as students were
not provided with tools to support either of these activities that we could instrument.
On the basis of these results, researchers concluded that inference of workflow may
be possible in an HPC context and hypothesize that it may actually be easier to infer
these kinds of workflow states in a professional setting, since more sophisticated
tool support that can help support conclusions regarding the intent of a development
activity is often available. It is also possible that a professional setting may reveal that
the five states initially selected are appropriate for all HPC development contexts.
There may be no ‘one size fits all’ set of workflow states and that custom sets of
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states for different HPC organizations will be required in order to achieve the goal of
accurately modelling the HPC software development process.

To support the tools and conclusions described in this section, an Experiment Man-
ager was developed to more easily collect and analyze data during the development
process. It includes effort, defect and workflow data, as well as copies of every source
program used during development. Tracking effort and defects should provide a good
data set for building models of productivity and reliability of high-end computing
(HEC) codes. Fig. 23 shows the components of the Experiment Manager and how
they interact.

Another key modelling tool developed in Phases 1 and 2 of the HPCS program
involves the analysis of an HPC development workflow using sophisticated mathe-
matical models. [82] This work is based on the observation that programmers go
through an identifiable, repeated process when developing programs, which can be
characterized by a directed graph workflow. Timed Markov Models (TMMs) are one
way to quantify such directed graphs . A simple TMM that captures the workflows
of programmers working alone on a specific problem was developed. An experimen-
tal setup was constructed in which the student’s homework in a parallel computing
class was instrumented. Tools were developed for instrumentation, modelling, and
simulating different what-if scenarios in the modelled data. Using our model and tools,
the workflows of graduate students programming the same assignment in C/MPI4 and

Fig. 23. Experiment manager structure.
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Fig. 24. Lone programmer workflow.

UPC5 were compared – something that is not possible without a quantitative model
and measurement tools. Figure 24 shows the workflow used, where:

• Tf represents the time taken to formulate the new algorithmic approach.

• Tp is the time necessary to implement the new algorithm in a program.

• Tc is the compile time.

• Tt is the time necessary to run a test case during the debugging phase.

• Td is the time the programmer takes to diagnose and correct the bug.

• Tr is the execution time for the performance-tuning runs. This is the most obvi-
ous candidate for a constant that should be replaced by a random variable.

• To is the time the programmer takes to identify the performance bottleneck and
to program an intended improvement.

• Pp is the probability that debugging will reveal a necessity to redesign the
program.

• Pd is the probability that more debugging will be necessary.

• Po is the probability that more performance optimization will be necessary.

• qp, qd and qo are 1 − Pp, 1 − Pd and 1 − Po, respectively.
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Using the TMM, the workflow of UPC programs was compared to that of C/MPI
programs on the same problem. The data collection process gathers enough data at
compile time and run time so that programmer experience can be accurately recreated
offline. A tool for automatic TMM generation from collected data, as well as a tool
for representing and simulating TMMs was built. This allowed replay of the sequence
of events (every compile and run) and collection-specific data that may be required
by the modelling process but was not captured while the experiment was in progress.
The resulting data showed that a ‘test’ run is successful 8% of the time for C/MPI
and 5% of the time for UPC; however, in the optimization cycle, 28% of C/MPI runs
introduced new bugs compared to only 24% in case of UPC runs. It is not clear whether
these differences are significant, given this small sample size. A programmer spends
much longer to attempt an optimization (763 seconds for UPC and 883 seconds for
C/MPI) than to attempt to remove a bug (270–271 seconds). The time to optimize
UPC (763 seconds) is smaller that for MPI (883 seconds), suggesting perhaps that
UPC optimization is carried out in a more small-granularity, rapid-feedback way.

The research presented in this section takes the formalisms and representations
developed under productivity research and begins the scientific process of gathering
measurements, building and verifying models, and then using those models to gain
insight into a process, either via human analysis or via formal, mathematical meth-
ods. This is where the leap from conjecture to scientific assertion begins, and the
measurements and insights presented here represent a breakthrough in software engi-
neering research. The immediate goal for the HPCS program is to use these analytical
tools to compare current HPC systems with those that are being developed for HPCS.
However, we see a broader applicability for these types of methods in the computing
industry. Future work in this area has the potential to take these models and use them
not only to gain insight, but also to predict the performance of a given process. If
we can build predictive models and tailor those models to a particular user base or
application class, the gains in productivity could eventually outstrip the capability to
build faster machines and may have a more lasting impact on software engineering
for HPC as a whole.

5.1.4 Advanced Tools for Engineers
Several advanced tools were developed under HPCS productivity research that

should be mentioned here but cannot be described in detail because of space con-
straints. These are briefly described in the following paragraphs; more detailed
information can be found in [70].

Performance complexity (PC) metric: [81] an execution-time metric that cap-
tures how complex it is to achieve performance and how transparent are the
performance results. PC is based on performance results from a set of benchmark
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experiments and related performance models that reflect the behavior of a pro-
gram. Residual modelling errors are used to derive PC as a measure for how
transparent program performance is and how complex the performance appears
to the programmer. A detailed description for calculating compatible P and PC
values is presented and uses results from a parametric benchmark to illustrate
the utility of PC for analyzing systems and programming paradigms.

Compiler-guided instrumentation for application behavior understanding:
[83] an integrated compiler and runtime approach that allows the extraction
of relevant program behavior information by judiciously instrumenting the
source code and deriving performance metrics such as range of array refer-
ence addresses, array access stride information or data reuse characteristics.
This information ultimately allows programmers to understand the performance
of a given machine in relation to rational program constructs. The overall orga-
nization of the compiler and run-time instrumentation system is described and
preliminary results for a selected set of kernel codes are presented. This approach
allows programmers to derive a wealth of information about the program behav-
ior with a run-time overhead of less than 15% of the original code’s execution
time, making this approach attractive for instrumenting and analyzing codes
with extremely long running times where binary-level approaches are simply
impractical.

Symbolic performance modelling of HPCS: [84] a new approach to performance
model construction, called modelling assertions (MA), which borrows advan-
tages from both the empirical and analytical modelling techniques. This strategy
has many advantages over traditional methods: isomorphism with the application
structure; easy incremental validation of the model with empirical data; uncom-
plicated sensitivity analysis; and straightforward error bounding on individual
model terms. The use of MA is demonstrated by designing a prototype frame-
work, which allows construction, validation and analysis of models of parallel
applications written in FORTRAN or C with the MPI communication library.
The prototype is used to construct models of NAS CG, SP benchmarks and a
production-level scientific application called Parallel Ocean Program (POP).

Compiler approaches to performance prediction and sensitivity analysis:
[86] the Source Level Open64 Performance Evaluator (SLOPE) approaches per-
formance prediction and architecture sensitivity analysis by using source-level
program analysis and scheduling techniques. In this approach, the compiler
extracts the computation’s high-level data-flow-graph information by inspec-
tion of the source code. Taking into account the data access patterns of the
various references in the code, the tool uses a list-scheduling algorithm to derive
performance bounds for the program under various architectural scenarios. The
end result is a very fast prediction of what the performance could be and, more
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importantly, why the predicted performance is what it is. This research exper-
imented with a real code that engineers and scientists use. The results yield
important qualitative performance sensitivity information. This can be used to
allocate computing resources to the computation in a judicious fashion, for
maximum resource efficiency and to help guide the application of compiler
transformations such as loop unrolling.

5.2 Productivity Metric10

Another key activity in the HPCS productivity research was the development of
productivity metrics that can be used to evaluate both current and future HPCS sys-
tems. The former is necessary to establish a productivity baseline against which to
compare the projected improvements of the latter. In either case, the metric must be
quantifiable, measurable and demonstrable over the range of machines competing in
the program.

Establishing a single, reasonably objective quantitative framework to compare
competing high-productivity computing systems has been difficult to accomplish.
There are many reasons for this, not the least of which is the inevitable subjective
component of the concept of productivity. Compounding the difficulty, there are
many elements that make up productivity and these are weighted and interrelated
differently in the wide range of contexts into which a computer may be placed. But
because significantly improved productivity for high-performance government and
scientific computing is the key goal of the HPCS program, evaluation of this critical
characteristic across these contexts is clearly essential.

This is not entirely a new phenomenon. Anyone who has driven a large-scale com-
puting budget request and procurement has had to address the problem of turning a
set of preferences and criteria, newly defined by management, into a budget justifica-
tion and a procurement figure of merit that will pass muster with agency (and OMB)
auditors. The process of creating such a procurement figure of merit helps to focus
the mind and cut through the complexity of competing user demands and computing
options. The development of productivity metrics was addressed from both a business
and a system-level perspective in Phase 1 and Phase 2 research. The results of both
phases are summarized in the following sections.

5.2.1 Business Perspective11

High performance computing (HPC), also known as supercomputing, makes
enormous contributions not only to science and national security, but also to business

10 Material drawn from [72], [77] and [80].
11 Material drawn from [72] and [77].



DARPA’S HPCS PROGRAM: HISTORY, MODELS, TOOLS, LANGUAGES 83

innovation and competitiveness – yet senior executives often view HPC as a cost,
rather than as a value investment. This is largely due to the difficulty businesses and
other organizations have had in determining the return on investment (ROI) of HPC
systems.

Traditionally, HPC systems have been valued according to how fully they are uti-
lized (i.e., the aggregate percentage of time that each of the processors of the HPC
system is busy); but this valuation method treats all problems equally and does not
give adequate weight to the problems that are most important to the organization.
Due to inability to properly assess problems having the greatest potential for driv-
ing innovation and competitive advantage, organizations risk purchasing inadequate
HPC systems or, in some cases, forego purchases altogether because they cannot be
satisfactorily justified.

This stifles innovation within individual organizations and, in the aggregate, pre-
vents the U.S. business sector from being as globally competitive as it could and
should be. The groundbreaking July 2004 ‘Council on Competitiveness Study of
U.S. Industrial HPC Users’, sponsored by the Defense Advanced Research Projects
Agency (DARPA) and conducted by market research firm IDC, found that 97% of the
U.S. businesses surveyed could not exist, or could not compete effectively, without
the use of HPC. Recent Council on Competitiveness studies reaffirmed that HPC
typically is indispensable for companies that exploit it.

It is increasingly true that to out-compete, companies need to out-compute. With-
out a more pragmatic method for determining the ROI of HPC hardware systems,
however, U.S. companies already using HPC may lose ground in the global competi-
tiveness pack. Equally important, companies that have never used HPC may continue
to miss out on its benefits for driving innovation and competitiveness.

To help address this issue, we present an alternative to relying on system utilization
as a measure of system valuation, namely, capturing the ROI by starting with a benefit
– cost ratio (BCR) calculation. This calculation is already in use at the Massachusetts
Institute of Technology, where it has been proven to be effective in other contexts.

As part of the HPCS productivity research, two versions of the productivity metric
were developed based on benefit-to-cost ratios. Numerical examples were provided
to illustrate their use. The goal is to use these examples to show that HPC assets are
not just cost items, but that they can contribute to healthy earnings reports as well as
more productive and efficient staff. Detailed results are described in [72].

Another important barrier preventing greater HPC use is the scarcity of application
software capable of fully exploiting current and planned HPC hardware systems.
U.S. businesses rely on a diverse range of commercially available software from
independent software vendors (ISVs). At the same time, experienced HPC business
users want to exploit the problem-solving power of contemporary HPC hardware
systems with hundreds, thousands or (soon) tens of thousands of processors to boost
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innovation and competitive advantage. Yet few ISV applications today can exploit
(‘scale to’) even 100 processors, and many of the most popular applications scale to
only a few processors in practice.

Market forces and technical challenges in recent years have caused the ISVs to
pull away from creating new and innovative HPC applications, and no other source
has arisen to satisfy this market need. For business reasons, ISVs focus primarily
on the desktop computing markets, which are much larger and therefore promise
a better return on R&D investments. ISVs can sometimes afford to make modest
enhancements to their application software so that it can run faster on HPC systems,
but substantially revising existing applications or creating new ones typically does not
pay off. As a result, the software that is available for HPC systems is often outdated
and incapable of scaling to the level needed to meet industry’s needs for boosting
problem-solving performance. In some cases, the applications that companies want
simply do not exist.

This need for production-quality application software and middleware has become
a soft spot in the U.S. competitiveness armor; a pacing item in the private sector’s
ability to harness the full potential of HPC. Without the necessary application soft-
ware, American companies are losing their ability to aggressively use HPC to solve
their most challenging problems and risk ceding leadership in the global marketplace.
Market and resource barriers are described in detail in [77].

5.2.2 System Perspective12

Imagining that we were initiating a procurement in which the primary criterion
would be productivity, defined as utility/cost, we developed figure of merit for total
productivity. This framework includes such system measurables as machine per-
formance and reliability, developer productivity and administration overhead and
effectiveness of resource allocation. These are all applied using information from
the particular computing site that is proposing and procuring the HPCS computer.
This framework is applicable across the broad range of environments represented by
HPCS mission partners and others with science and enterprise missions that are can-
didates for such systems. The productivity figure of merit derived under this research
is shown in Fig. 25. As a convention, the letters U, E, A, R, C are used to denote
the variables of utility, efficiency, availability, resources and cost, respectively. The
subscripts indicate the variables that address system-level (including administrative
and utility) and job-level factors.

As is evident from this formulation, some aspects of the system-level efficiency
will never be amenable to measurement and will always require subjective evaluation.

12 Material drawn from [80].
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Fig. 25. System-wide productivity figure of merit.

Only subjective evaluation processes can address the first two variables in the utility
numerator, for example. In principle, one can measure the last four variables, and the
HPCS research program is addressing such measurements. A description of the steps
required for using the overall system-level productivity figure of merit can be found
in [80].

5.3 Conclusions
In this section, we have given a broad overview of the activities performed under

Phase 1 and Phase 2 HPCS Productivity Research, in enough detail to communicate
substantial results without misrepresenting the inherent complexity of the subject
matter. In reality, the productivity of HPC users intrinsically deals with some of the
brightest people on the planet, solving very complex problems, using the most com-
plex computers in the world. The HPCS program has performed ground-breaking
research into understanding, modelling, quantifying, representing and analyzing this
complex and difficult arena; and although much has been accomplished, the surface of
productivity research has barely been scratched. The tools and methodologies deve-
loped under the HPCS program are an excellent base on which a full understanding
of HPC productivity can be built; but in the final analysis, those tools and method-
ologies must be applied to an area of human endeavour that is as diverse, specialized,
individualistic, inconsistent, and even eccentric as the people who are its authors and
creators. If HPCS productivity research is to have a hand in transforming the world of
high-performance computing, it must evolve from a set of tools, equations and experi-
ments into a comprehensive understanding of HPC software development in general.
Such understanding will require enlarging its experimental space, both for statisti-
cal reasons and also for the purpose of refining, deepening and making mature the
models and assumptions inherent in the experimental methodologies. It will require
clever engineering of test conditions to isolate factors of interest and demonstrate true
cause and effect relationships. It will require long-term investment in research, since
experiments are difficult to ‘set up’ and take a long time to produce results. Finally, it
will require a new generation of researchers who grasp the vital importance of under-
standing and improving HPC software productivity and are committed to creating a
legacy for future generations of HPC systems and their users. It is the hope of the
authors and all who participate in HPCS productivity research that such a vision will
come into being.
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6. The HPC Challenge Benchmark Suite

As noted earlier, productivity – the main concern of the DARPA HPCS program
– depends both on the programming effort and other ‘set up’ activities that precede
the running of application codes, and on the sustained, runtime performance of the
codes. Approaches to measuring programming effort were reviewed in a prior section
of this work. This section discusses the HPC Challenge (HPCC) benchmark suite, a
relatively new and still-evolving tool for evaluating the performance of HPC systems
on various types of tasks that form the underpinnings for most HPC applications.

The HPC Challenge13 benchmark suite was initially developed for the DARPA
HPCS program, [89] to provide a set of standardized hardware probes based on
commonly occurring computational software kernels. The HPCS program invol-
ves a fundamental reassessment of how we define and measure performance, pro-
grammability, portability, robustness and, ultimately, productivity across the entire
high-end domain. Consequently, the HPCC suite aimed both to give conceptual
expression to the underlying computations used in this domain and to be appli-
cable to a broad spectrum of computational science fields. Clearly, a number of
compromises needed to be embodied in the current form of the suite, given such
a broad scope of design requirements. HPCC was designed to approximately bound
computations of high and low spatial and temporal locality (see Fig. 26, which
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Fig. 26. The application areas targeted by the HPCS program are bound by the HPCC tests in the
memory access locality space.

13 This work was supported in part by the DARPA, NSF and DOE through the DARPA HPCS program
under grant FA8750-04-1-0219 and SCI-0527260.
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gives the conceptual design space for the HPCC component tests). In addition,
because the HPCC tests consist of simple mathematical operations, HPCC provides
a unique opportunity to look at language and parallel programming model issues.
As such, the benchmark is designed to serve both the system user and designer
communities [90].

Figure 27 shows a generic memory subsystem and how each level of the hierarchy
is tested by the HPCC software, along with the design goals for the future HPCS
system (i.e., the projected target performance numbers that are to come out of the
wining HPCS vendor designs).

6.1 The TOP500 Influence
The most commonly known ranking of supercomputer installations around the

world is the TOP500 list [91]. It uses the equally well-known LINPACK benchmark
[92] as a single figure of merit to rank 500 of the world’s most powerful supercom-
puters. The often-raised question about the relation between the TOP500 list and
HPCC can be addressed by recognizing the positive aspects of the former. In partic-
ular, the longevity of the TOP500 list gives an unprecedented view of the high-end
arena across the turbulent era of Moore’s law [93] rule and the emergence of today’s
prevalent computing paradigms. The predictive power of the TOP500 list is likely
to have a lasting influence in the future, as it has had in the past. HPCC extends the
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Table XV
All of the Top-10 Entries of the 27th TOP500 List that Have Results in the HPCC Database

Rank Name Rmax HPL PTRANS STREAM FFT Random Access Lat. B/w

1 BG/L 280.6 259.2 4665.9 160 2311 35.47 5.92 0.16
2 BG W 91.3 83.9 171.5 50 1235 21.61 4.70 0.16
3 ASC Purple 75.8 57.9 553.0 44 842 1.03 5.11 3.22
4 Columbia 51.9 46.8 91.3 21 230 0.25 4.23 1.39
9 Red Storm 36.2 33.0 1813.1 44 1118 1.02 7.97 1.15

TOP500 list’s concept of exploiting a commonly used kernel and, in the context of the
HPCS goals, incorporates a larger, growing suite of computational kernels. HPCC has
already begun to serve as a valuable tool for performance analysis. Table XV shows an
example of how the data from the HPCC database can augment the TOP500 results.

6.2 Short History of the Benchmark
The first reference implementation of the HPCC suite of codes was released to

the public in 2003. The first optimized submission came in April 2004 from Cray,
using the then-recent X1 installation at Oak Ridge National Lab. Since then, Cray has
championed the list of optimized HPCC submissions. By the time of the first HPCC
birds-of-a-feather session at the Supercomputing conference in 2004 in Pittsburgh, the
public database of results already featured major supercomputer makers – a sign that
vendors were participating in the new benchmark initiative. At the same time, behind
the scenes, the code was also being tried out by government and private institutions
for procurement and marketing purposes. A 2005 milestone was the announcement
of the HPCC Awards contest. The two complementary categories of the competition
emphasized performance and productivity – the same goals as those of the sponsor-
ing HPCS program. The performance-emphasizing Class 1 award drew the attention
of many of the biggest players in the supercomputing industry, which resulted in
populating the HPCC database with most of the top10 entries of the TOP500 list
(some exceeding their performances reported on the TOP500 – a tribute to HPCC’s
continuous results update policy). The contestants competed to achieve the highest
raw performance in one of the four tests: HPL, STREAM, RANDA and FFT. The
Class 2 award, by solely focusing on productivity, introduced a subjectivity factor into
the judging and also into the submission criteria, regarding what was appropriate for
the contest. As a result, a wide range of solutions were submitted, spanning various
programming languages (interpreted and compiled) and paradigms (with explicit and
implicit parallelism). The Class 2 contest featured openly available as well as propri-
etary technologies, some of which were arguably confined to niche markets and some
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of which were widely used. The financial incentives for entry turned out to be all but
needless, as the HPCC seemed to have gained enough recognition within the high-end
community to elicit entries even without the monetary assistance. (HPCwire provided
both press coverage and cash rewards for the four winning contestants in Class 1 and
the single winner in Class 2.) At the HPCCs, second birds-of-a-feather session during
the SC07 conference in Seattle, the former class was dominated by IBM’s BlueGene/L
at Lawrence Livermore National Lab, while the latter class was split among MTA
pragma-decorated C and UPC codes from Cray and IBM, respectively.

6.2.1 The BenchmarkTests’ Details
Extensive discussion and various implementations of the HPCC tests are available

elsewhere [94, 95, 96]. However, for the sake of completeness, this section provides
the most important facts pertaining to the HPCC tests’ definitions.

All calculations use double precision floating-point numbers as described by the
IEEE 754 standard [97], and no mixed precision calculations [98] are allowed. All
the tests are designed so that they will run on an arbitrary number of processors
(usually denoted as p). Figure 28 shows a more detailed definition of each of the
seven tests included in HPCC. In addition, it is possible to run the tests in one of three
testing scenarios to stress various hardware components of the system. The scenarios
are shown in Fig. 29.

6.2.2 Benchmark Submission Procedures
and Results

The reference implementation of the benchmark may be obtained free of charge
at the benchmark’s web site14. The reference implementation should be used for the
base run: it is written in a portable subset of ANSI C [99] using a hybrid programming
model that mixes OpenMP [100, 101] threading with MPI [102, 103, 104] messaging.
The installation of the software requires creating a script file for Unix’s make(1)
utility. The distribution archive comes with script files for many common computer
architectures. Usually, a few changes to any of these files will produce the script
file for a given platform. The HPCC rules allow only standard system compilers and
libraries to be used through their supported and documented interface, and the build
procedure should be described at submission time. This ensures repeatability of the
results and serves as an educational tool for end users who wish to use a similar build
process for their applications.

14 http://icl.cs.utk.edu/hpcc/



90 J. DONGARRA ET AL.

Fig. 28. Detailed description of the HPCC component tests (A, B, C – matrices, a, b, c, x, z – vectors,
α, β- scalars, T -array of 64-bit integers).

After a successful compilation, the benchmark is ready to run. However, it is rec-
ommended that changes be made to the benchmark’s input file that describes the sizes
of data to be used during the run. The sizes should reflect the available memory on
the system and the number of processors available for computations.

There must be one baseline run submitted for each computer system entered in the
archive.An optimized run for each computer system may also be submitted. The base-
line run should use the reference implementation of HPCC, and in a sense it represents
the scenario when an application requires use of legacy code – a code that cannot be
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Fig. 29. Testing scenarios of the HPCC components.

changed. The optimized run allows the submitter to perform more aggressive opti-
mizations and use system-specific programming techniques (languages, messaging
libraries, etc.), but at the same time still includes the verification process enjoyed by
the base run.

All of the submitted results are publicly available after they have been confirmed
by email. In addition to the various displays of results and exportable raw data, the
HPCC web site also offers a kiviat chart display for visual comparison systems using
multiple performance numbers at once. A sample chart that uses actual HPCC results
data is shown in Fig. 30.

Figure 31 show performance results of some currently operating clusters and
supercomputer installations. Most of the results come from the HPCC public
database.

6.2.3 Scalability Considerations
There are a number of issues to be considered for benchmarks such as HPCC

that have scalable input data. These benchmarks need to allow for proper stressing
of arbitrary sized systems in the benchmark run. The time to run the entire suite
is a major concern for institutions with limited resource allocation budgets. With
these considerations in mind, each component of HPCC has been analyzed from the



92 J. DONGARRA ET AL.

Fig. 30. Sample Kiviat diagram of results for three different interconnects that connect the same
processors.

scalability standpoint, and Table XVI shows the major time complexity results. In the
following tables, it is assumed that:

• M is the total size of memory,

• m is the size of the test vector,

• n is the size of the test matrix,

• p is the number of processors,

• t is the time to run the test.

Clearly, any complexity formula that shows a growth faster than linear growth for
any system size raises concerns about the time-scalability issue. The following HPCC
tests have had to be looked at with this concern in mind:

• HPL, because it has computational complexity O(n3).

• DGEMM, because it has computational complexity O(n3).

• b_eff, because it has communication complexity O(p2).
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Fig. 31. Sample interpretation of the HPCC results.

Table XVI
Time Complexity Formulas for Various Phases of the HPCC Tests (m and n Correspond to
the Appropriate Vector and Matrix Sizes, Respectively; p is the Number of Processors.)

Name Generation Computation Communication Verification Per-processor data

HPL n2 n3 n2 n2 p−1

DGEMM n2 n3 n2 1 p−1

STREAM m m 1 m p−1

PTRANS n2 n2 n2 n2 p−1

RandomAccess m m m m p−1

FFT m m log2m m m log2 m p−1

b_eff 1 1 p2 1 1
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The computational complexity of HPL of order O(n3) may cause excessive running
time because the time will grow proportionately to a high power of total memory size:

Equation 1 tHPL ∼ n3 = (n2)3/2 ∼ M3/2 = √
M3

To resolve this problem, we have turned to the past TOP500 data and analyzed the
ratio of Rpeak to the number of bytes for the factorized matrix for the first entry on
all the lists. It turns out that there are on average 6±3 Gflop/s for each matrix byte.
We can thus conclude that the performance rate of HPL remains constant over time
(rHPL ∼ M), which leads to a formula that is much better than Equation 1:

Equation 2 tHPL ∼ n3/rHPL ∼ √
M3/M = √

M

There seems to be a similar problem with the DGEMM, as it has the same com-
putational complexity as HPL; but fortunately, the n in the formula is related to a
single process memory size rather than the global one, and thus there is no scaling
problem.

The b_eff test has a different type of problem: its communication complexity is
O(p2), which is already prohibitive today as the number of processes of the largest
system in the HPCC database is 131072. This complexity comes from the ping-pong
component of b_eff that attempts to find the weakest link among all nodes and thus,
theoretically, needs to look at all possible process pairs. The solution to the problem
was made in the reference implementation by adapting the runtime of the test to the
size of the system tested.

6.3 Conclusions
No single test can accurately compare the performance of any of today’s high-end

systems, let alone those envisioned by the HPCS program in the future. Thus, the
HPCC suite stresses not only the processors, but the memory system and the inter-
connect. It is a better indicator of how a supercomputing system will perform across a
spectrum of real-world applications. Now that the more comprehensive HPCC suite
is available, it can be used in preference to comparisons and rankings based on single
tests. The real utility of the HPCC benchmarks is that it can describe architectures
with a wider range of metrics than just flop/s from HPL. When only HPL performance
and the TOP500 list are considered, inexpensive build-your-own clusters appear to be
much more cost-effective than more sophisticated parallel architectures. But the tests
indicate that even a small percentage of random memory accesses in real applications
can significantly affect the overall performance of that application on architectures
not designed to minimize or hide memory latency. The HPCC tests provide users
with additional information to justify policy and purchasing decisions. We expect to
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expand the HPCC suite (and perhaps remove some existing components) as we learn
more about the collection and its fit with evolving architectural trends.

7. Summary: The DARPA HPCS Program

This document reviews the historical context surrounding the birth of the High Pro-
ductivity Computing Systems (HPCS) program, including DARPA’s motivation for
launching this long-term high-performance computing initiative. It discusses HPCS-
related technical innovations, productivity research and the renewed commitment by
key government agencies to advancing leadership computing in support of national
security and large science and space requirements at the start of the 21st century.

To date, the HPCS vision of developing economically viable high-productivity
computing systems, as originally defined in the HPCS white paper, has been care-
fully maintained. The vision of economically viable – yet revolutionary – petascale
high-productivity computing systems led to significant industry and university part-
nerships early in the program and to a heavier industry focus later in the program. The
HPCS strategy has been to encourage the vendors to not simply develop evolution-
ary systems, but to attempt bold productivity improvements, with the government
helping to reduce the risks through R&D cost sharing. Productivity, by its very
nature, is difficult to assess because its definition depends upon the specifics of the
end-user mission, applications, team composition and end use. On the basis of the
productivity definition outlined in this work, specific research results, performed
by multi-agency/university HPCS productivity team, that address the challenge of
providing some means of predicting, modeling and quantifying the end value ‘produc-
tivity’ of complex computing systems to end users were presented. The productivity
research to date represents the beginning and not the end of this challenging research
activity.

History will ultimately judge the progress made under HPCS during this period,
but will no doubt concede that these years produced renewed public/private support
and recognition for the importance of supercomputing and the need for a better path
forward. It has become abundantly clear that theoretical (‘peak’) performance can no
longer suffice for measuring computing leadership. The ability to use supercomputing
to improve a company’s bottom line, enhance national security, or accelerate scientific
discovery has emerged as the true standard for technical leadership and national
competitiveness. However, the battle for leadership is far from over. Programming
large-scale supercomputers has never been easy, and the near-term prospect of systems
routinely having 100 000 or more processors has made the programming challenge
even more daunting.
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A number of agencies, including the DOE Office of Science, National Nuclear
Security Agency (NNSA), National Security Agency (NSA) and National Science
Foundation (NSF) now have active programs in place to establish and maintain
leadership-class computing facilities. These facilities are preparing to meet the
challenges of running applications at sustained petaflop speeds (one quadrillion cal-
culations per second) in areas ranging from national security to data analysis and
scientific discovery.

The challenge through this decade and beyond is to continue the renewed momen-
tum in high-end computing and to develop new strategies to extend the benefits of
this technology to many new users, including the tens of thousands of companies
and other organizations that have not moved beyond desktop computers to embrace
HPC. Meeting this challenge would not only boost the innovation and competitive-
ness of these companies and organizations, but in the aggregate would lead to the
advancement of the economic standing of the nation.
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Abstract
Productivity is an emerging measure of merit for high-performance computing.
While pervasive in application, conventional metrics such as flops fail to reflect
the complex interrelationships of diverse factors that determine the overall
effectiveness of the use of a computing system. As a consequence, comparative
analysis of design and procurement decisions based on such parameters is
insufficient to deliver highly reliable conclusions and often demands detailed
benchmarking to augment the more broad system specifications. Even these
assessment methodologies tend to exclude important usage factors such as pro-
grammability, software portability and cost. In recent years, the HPC community
has been seeking more advanced means of assessing the overall value of high-end
computing systems. One approach has been to extend the suite of benchmarks
typically employed for comparative examination to exercise more aspects of
system operational behavior. Another strategy is to devise a richer metric for
evaluation that more accurately reflects the relationship of a system class to the
demands of the real-world user workflow. One such measure of quality of
computing is ‘productivity’, a parameter that is sensitive to a wide range of
factors that describe the usage experience and effectiveness of a computational
workflow. Beyond flops count or equivalent metrics, productivity reflects ele-
ments of programmability, availability, system and usage cost and the utility of
the results achieved, which may be time critical. In contrast to a single measure,
productivity is a class of quantifiable predictors that may be adjusted to reveal
best understanding of system merit and sensitivity to configuration choices. This
chapter will discuss the set of issues leading to one or more formulations of
the productivity, describe such basic formulations and their specific application
and consider the wealth of system and usage parameters that may contribute to
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ultimate evaluation. The paper will conclude with a discussion of open issues that
still need to be resolved in order to enable productivity to serve as a final arbiter
in comparative analysis of design choices for system hardware and software.
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1. Introduction

Productivity is emerging as a new metric which can be used to evaluate the
effectiveness of high-performance computing systems. Conventionally, the measure
of quality for such systems is given in terms of some metric of performance such as
peak floating-point operations per second (flops) or the sustained performance for a
given benchmark program (e.g., Linpack) also quantified as flops. But such simplis-
tic parameters fail to provide useful tools for assessing the real value of a system for
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the end purpose of its application to an individual or institution and do not provide
the basis for devising a method of comparing and contrasting alternative systems for
possible application or procurement. In the most extreme case, these traditional met-
rics are insufficient to determine realisability of some critical strategic goal within
finite time and cost. Other challenges to conventional methods also dictate a need
for transition to a more meaningful criterion of comparative evaluation. One among
these challenges is that increased measured flops rates may not actually correlate with
improved operation. There are a number of means (tricks when done by intent) by
which the flops rate is increased, whereas the actual rate at which a given application
or workload is accomplished decreases. Hence, performance as typically determined
fails to reveal real worth in terms of getting the computing work done. Productivity is
being considered as a valid replacement for previous flawed performance metrics to
provide a means of deriving higher confidence in decision-making related to choices
in high-performance computing.

Perhaps more importantly than its inconsistency as a measure of quality, perfor-
mance does not reflect all of the key factors that must influence difficult choices in
procurement and application. Among these are total cost and total time to deliver
a solution to a given problem. In particular, time and costs required for developing
software are not considered, while experience shows that software can contribute
the greatest component of getting a final answer. The ease of programming can vary
dramatically among system classes such that the fastest machine may not be the best
machine for a given purpose or place. In the real sense, this is made more challenging
by the wide variance of the skills of different programmers and the inadequate means
by which the rate of program development is measured. Measurement of costs, too, is
non-trivial although this is better understood by the related professions of accounting
and economics.

The final challenge to establishing a useful measure of productivity is the strong
degree of subjectivity applied to the assessment of the value of the outcome
(i.e., getting a particular result) and how quickly such a result is obtained through
computational means. Such worth can be as insignificant as one of convenience, to
the other extreme of blocking an entire domain of science without it. In some cases
in the financial market or interactive services (e.g., web servers), competitive pro-
duction of answers may result in major financial gain or loss. In other cases such
as those found in the military context or those of emergency services, it may mean
something even worse: literally life or death. Thus in the broadest sense, there can
be no absolute measures but rather only qualitative measures sensitive to subjective
relative importance.

This complicated interplay of uncertain factors and formulation is the subject of
current exploration by a community of researchers motivated, in part, by the basic
needs for an improved means of assessing value to high-performance computing
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systems and also through the DARPAHPCS (High-Productivity Computing Systems)
program [9]. This ambitious program was established more than five years ago to
sponsor the development of a class of innovative Petascale system architectures by the
end of this decade.As a consequence of this program and complimenting programs by
other Federal agencies, most notably the Department of Energy, a series of studies in
benchmarking, software development and productivity modeling has been undertaken
to achieve a fundamental understanding of the nature of productivity, its determination
and its application for the purposes of measurement, comparative evaluation and
trade-off decisions. At this time, there is no single codification of productivity as a
formal method but rather a collection of partial models that provide insight but no
single complete representation definition. In fact, not even the units of measure for
productivity as a metric are defined. Nonetheless, productivity provides a rich trade-
off space to consider procurement, allocation, and application decisions and in so
doing justifies its study in spite of its current limitations.

This treatise will examine the issues defining productivity and will provide some
practical guidance with respect to its determination and use. In so doing, while
acknowledging the broadest scope of interpretation of the term and citing the worthy
work of other contributors in this new field, this discussion will focus on a more
narrow specification that may be more readily applied to high-performance comput-
ing. Where possible, specific observable metrics will be employed in all aspects of
the discussion, and where not, quantifiable parameters will be considered. In certain
cases, not even this relaxed degree of explicit quantification will be readily appar-
ent, in which cases the basic contributing factors will be described, recognizing their
qualitative nature.

The goal of an effective model of productivity is to provide a useful framework
for performing comparative quantitative analysis between alternative systems, the
combination of hardware and software, in a repeatable manner that relates all key
elements of the workflow, yielding a final solution to an initial question. Such a
productivity model can be used to perform trade-off studies among alternative choices
of such systems to produce an ordered set of preferences among available alternatives.
It is recognized that software development is an important part of such a workflow
and therefore must be represented in a productivity model.

This paper will discuss the principal factors that contribute to productivity in
high-performance computing including key quantifiable parameters, some of which
are observable metrics. A distinction will be made between the perspective of the
productivity of a system and the perspective of the user’s productivity in the deriva-
tion of an answer via computation. Relationships for both will be derived within the
context of assumed measure of value in achieving the results. This will constitute a
Special Theory of Productivity that eliminates many of the uncertainties of a broader
interpretation at the cost of generality.
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2. A General Formulation

Performance is the rate at which computational work is performed with such metrics
as Giga instructions per second (Gips), Tera floating point operations per second
(Tflops) and Million instructions per second (Mips) as representative units. But two
systems with the same performance for a given application with significant differences
in cost cannot be distinguished by these measures alone.And how would one compare
one system that is 20% slower but 50% lower in cost to a second system? If one
extends the comparison between two systems, one system having a running time that
is one-tenth of the other but taking ten times as long to program, how would these two
systems be compared as well? Productivity is intended to provide at least a framework
to consider these issues and in restricted favourable cases to give a direct quantitative
comparison.

With the assumption that a positive shift in productivity is a reflection of an improve-
ment in the state of the total system, several qualitative observations can be made
concerning the formulation of productivity as a formal predictor of system value:

1. Productivity is a positive function of the value (to the user) of the results pro-
duced. The value may vary depending on the time required to produce the
results.

2. It is a function of the effective rate of producing such results; that is, it is inversely
proportional to the time required to produce the results.

3. It is a function of the cost-effectiveness of producing such results; that is, it is
inversely proportional to the cost required to produce the results.

A relationship that satisfies these conditions is:

� = U(T )

C × T

where:

� ≡ productivity

C ≡ cost

T ≡ time

U(T ) ≡ utility

The value ofU is the utility function which is subjective and therefore its quantification
is the most difficult aspect of this relation. Often, it is a function of time, either having
some positive value for a bounded time and no value at a later stage or having some
more complicated function with respect to time, which may not even be monotoni-
cally decreasing in certain cases. It should be noted that this relation for productivity is
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a more restricted case of the more general definition derived from the field of
economics which is generally given as:

� = U(T )/C,

where the selected equation previously given is derived through a redefinition of the
utility function to incorporate the inverse time factor. This is made explicit in this
more applied formulation to emphasize the role of performance, the rate at achieving
an end goal, in the definition of productivity for high-performance computing.

There are two perspectives with which productivity may be considered for
high-performance computing. The first is with regards to the system. This examines
how useful a given system is in performing the total workload, likely to comprise
many different user applications over the lifetime of the machine. Here cost includes
that of the machine, its programming and its operation, whereas time relates to the
lifetime of the machine. Time may also play a role in establishing the utility function
for each of the application programs supported by the machine.

The second perspective is with regards to a specific application or user program
that is created, run, and analyzed by a group of users working together. In this case,
there is a single utility function related to the specific application. Time relates to the
total workflow for the user group from problem definition, through program creation
and testing, to one or more execution runs, to produce the desired computed results,
culminating in a final stage of data analysis to derive the final answers to the original
question posed. Cost in this scenario relates to some amortized fraction of the total
machine cost and its operation for the period of usage, as well as the cost of the
code development. There is a subtlety in that the cost and time of software develop-
ment are interrelated. But this is important. Imagine two programmers that work at
exactly the same rate on a code that is conveniently partitioned into two separate and
clearly delineated pieces of equal size. One of the programmers can write the entire
code or both programmers can work on it together. For both cases, the cost of code
development is the same (assuming one programmer takes twice as long to write the
program as the two programmers together) while the time differs by a factor of two.
This would not affect the evaluation of productivity for the system perspective but
will have a potentially profound effect on the evaluation of productivity for the user
program perspective.

It is interesting to consider the actual units of measure for productivity. The chal-
lenge is (as suggested earlier) that the utility function is highly subjective and its units
can vary dramatically among different cases. Therefore, there can be no single metric
for productivity. On the other hand, if we abstract the utility value function, we could
define an artificial unit: UDDS (utility divided by dollar seconds). The issue of units
of measure will be considered in greater and more accurate detail when a special
model of productivity is considered for high-performance computing.
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3. Factors Determining HPC Productivity

Many aspects of the workflow leading to a final outcome of a computation deter-
mine the overall productivity experienced. In this section, the dominant factors that
influence the observed productivity are considered. As previously stated, practical
considerations and limitations on our understanding require that we distinguish among
three levels of such factors: 1) metrics – which are factors that are both quantifiable
and can be directly measured, 2) parameters – which are quantifiable, but may not
be observable, and 3) factors – which influence productivity but may be limited to
qualitative description being neither measurable or quantifiable. For convenience, it
is assumed that metrics are a special case of parameters and likewise that parameters
are a special case of factors.

3.1 Dominant Factors
Here four principal factors that dominate the determination of productivity are

introduced. Each contributes to the time to solution, the cost of solution, or both.
They can be represented as an expanding tree with Productivity the root node at the
far left and the dominant factors at the next level of the tree as shown in Fig. 1. But
each of these in turn can be further subdivided into contributing factors and minor
factors, yet another level (to the right). Nor is this characterization of productivity a
true tree because some factors influence multiple superior factors forming a directed
graph. However, we will examine only the primary relationships.

Performance of a system represents the peak capability of a machine in a number of
respects. It specifies the peak number of operations that it can perform at any one time
and reflects the best (not to be exceeded) ability that is available to a user program.
Inversely, it determines the minimum time that a user program requires, given the

Performance
(Peak Performance or

Max Capability)

Efficiency

Utility

Programmability

Availability

Productivity

Fig. 1. Dominant factors of productivity.
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total workload requirement and intrinsic parallelism of the applications. Performance
is a metric. An array of factors contributing to performance will be discussed in the
next section.

Efficiency is that portion (between 0.0 and 1.0) of the peak performance that is
actually achieved as the sustained performance for a given system for a given user
application program. Efficiency is measured with respect to assumed peak perfor-
mance parameters which itself may vary in terms of the kind of operations of interest.
For example, the efficiency of a floating-point-intensive application may be deter-
mined with respect to peak flops rate, whereas a problem with little or no floating-point
operations would be measured against its peak integer operation rate (ips), or in the
case of a data-intensive application its updates per second (ups). Efficiency is a metric.
Factors influencing a system’s efficiency will be discussed in Section 3.3.

Availability is that portion of time or duty cycle (between 0.0 and 1.0) of the full
life of a machine or bounded epoch during which a system can be applied to a given
user problem. While some representations of productivity would highlight robustness
or reliability as dominant factors, in this study, these and other important issues are
integrated within this one measurable quality. Availability is insensitive to the details
of the application program as it would be to efficiency except where problem resource
requirements influence resource-allocation policy decisions concerning scheduling.
Availability is a measurable metric although all the factors influencing it are not
measurable. Availability will be considered in greater detail in Section 3.5.

Programmability is the fourth dominant factor determining overall productivity
of a system and application workflow. Programmability is neither a metric nor a
parameter. But it is a critical factor; some would say that it is the critical factor in
determining the overall productivity of system performance applications.

Finally, Utility is the subjective factor that establishes the relative value to a cus-
tomer of the outcome of a computational process. Utility addresses the question of
how significant the successful result is and its sensitivity to the amount of time it takes
to get that result or sequence of results. Real-time control systems and theater-of-war
contexts have highly time-sensitive utility functions, while there is broad latitude
when a cosmology application such as the simulation of two spiral galaxies (e.g., the
Milky Way with Andromeda in approximately 5 billion years) is considered. Utility
will be discussed in more detail in Section 3.6.

3.2 Performance
The specification and quantification of peak performance of a system is among

the easiest because it is a function of the physical elements and their attributes that
comprise the system. However, peak performance may be established with respect to
one or more parameters including floating-point performance, integer performance,
memory-access performance, global-data-movement performance such as a global
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matrix transpose, and other more obscure measures (e.g., peak logical inferences
per second). Conventionally, the high-performance-computing community uses peak
floating-point operations per second or flops as the measure of choice. However,
other attributes of system organization also falls into the broadest definition such as
memory capacity which defines the size of problem that may be performed by a given
system. The factors that have the highest influence on the determination of the peak
capability of a system are illustrated in Fig. 2.

It is noted that the vast majority of HPC systems are organized in a hierarchy with
an intermediate building block, the node, being integrated by one or more System-
wide Area Network (SAN) and each containing the combination of processing and
memory resources that in the aggregate determine the total system capability and
capacity. Therefore, a metric contributing to the peak performance of the system is
the ‘number of nodes’. The primary computing resource of the system is provided by
the multiplicity of processors in the system. With the advent of multicore systems, this
will be referred to as the ‘processor cores’ or simply ‘core’. Another emerging term
is the ‘socket’. Together, the following metrics determine the number of computing
elements in a system: 1) ‘number of cores per socket’, 2) ‘number of sockets per
node’, and 3) ‘number of nodes’ (as before). To determine the peak performance, the
product of these is combined with the ‘peak performance per core’, which may be a
short vector based on operation type (e.g., a two-tuple of floating point and integer
operation types). With the gaining popularity of heterogeneous system structures into
which accelerators such as graphical processing units (GPU) have been incorporated,
the ‘number of cores’ metric may be a vector based on types of cores so that a node
may have one or more of each of one or more type.
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Other critical factors that influence both the value of a system and indirectly its
performance are memory capacity and bandwidth as well as system bi-section network
bandwidth. These are peak capabilities in their own right and suggest that performance
is also a short n-tuple vector. Peak memory capacity is determined by the product
of ‘number of nodes per system’ and the ‘memory capacity per node’. Similarly, a
measure of peak bandwidth is derived from the product of the factors ‘number of
nodes per system’, ‘number of network ports per node’ and the ‘peak bandwidth per
network port’. It should be noted that there can be more than one type of network and
multiple ports of each per node.

Practical constraints are factors that contribute to the determination of peak perfor-
mance of a system. These include size, power and cost. System size is literally limited
by the available floor space area in an organization’s machine room. Machines may
require thousands of square feet, with the largest machine rooms exceeding 20,000
square feet and some facilities having more than one such machine room. National
laboratories have been known to build entirely new buildings for the express pur-
pose of housing new machines. Equally constraining is power consumption. Some
user agencies consider power consumption and the need to remove the waste heat,
demanding even more power for cooling to be their number one constraint in fixing
the scale of their future systems. Finally, cost is a determining factor. Government
funding is usually based on bounded cost for specific procurements. Thus, all these
practical constraints limit the peak performance and capacity of a new system. An
interesting trade-off involves balancing of the number of processors with the amount
of memory: less memory means that more processors can be afforded, but this has
an effect on the ultimate user utility. No effective formulation of these subtle interre-
lationships is available. But the exchange of funding for different resources is a real
part of the equation.

3.3 Efficiency

3.3.1 Efficiency Factors
Efficiency can be deceptively simply defined, can be relatively directly measured,

but its diagnosis id difficult. This section offers one possible model of efficiency
through a delineation of factors that contribute to efficiency as shown in Fig. 3. Other
models are also possible. In its most simple form, ‘efficiency’ is defined as the ratio
of observed sustained performance to specified peak performance for some metric of
performance such as, but not limited to, flops. Efficiency can be measured by deter-
mining the number of operations performed by the application of the type considered
and by averaging these across the measured execution time of the application. The
ratio of this to the peak performance of the system is a measure of the efficiency.
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A set of four factors that determine (or at least appreciatively contribute to) the
observed system efficiency is identified: latency, overhead, starvation and contention.

3.3.2 Latency
Latency is the distance measured in processor cycles that is required for rela-

tively remote services such as remote (other node) memory accesses and remote
procedure calls. Remote is relative to the synchronous register and registers execu-
tion times that are ordinarily pipelined and therefore ideally provides that level of
latency hiding. Latency can be experienced even within a single node. Accessing
main memory in a node may require hundreds of cycles. Efficiency in the presence
of latency can be achieved through a number of strategies for locality management
and latency hiding. System latency is typically addressed by ensuring that most of the
computation is performed in coarse grained blocks, each almost entirely performed
on its respective resident node. Memory latency on most processors is countered
through the use of cache hierarchies which exploit temporal locality to manage auto-
matically useful copies of data close to the processor, thus significantly reducing
the average observed latency. When temporal locality is poor and cache miss rate
is high, alternative methods come to play. Prefetching, both hardware and software
driven, can result in the overlapping of memory accesses with computation when
the right accesses can be guessed ahead of time. More arcane techniques include
vector processing and multi-threading, among others. To some degree, latency to
remote nodes can be addressed by the aforementioned methods. However, beyond
a certain size, these methods may prove inadequate and the user once again may be
required to resort to explicit locality management from the application code.Advanced
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concepts in message-driven computation are being pursued to hide the effects of
system-wide latency but these are of an experimental nature and not embodied in
programming tools and environments readily available to the programmer. Latency-
hiding techniques exploit parallelism, which is therefore not available to additional
hardware resources to further reduce time to execution. Ultimately, latency limits
scalability.

3.3.3 Overhead
Overhead is the critical time required to manage the parallel resources and the

concurrent tasks of a parallel computing system. This is the work that would not be
required in a sequential execution of the same problem, so it is referred to as wasted
work. Examples include such functions as memory management, context switching,
synchronization and scheduling; the last three being interrelated. Memory manage-
ment controls the virtualization of the user namespace and its mapping to the physical
namespace. On a single processor, this is done with a translation lookaside buffer
(TLB) when there is good access behavior. Otherwise, it is performed by the operat-
ing system. For large parallel computing systems, there should be a combination of
middleware with user-explicit intervention to decide the allocation, mapping and load
balancing of objects in physical memory. This work is a form of overhead. Context
switching changes the attention of a processor from one task to another. The work
required to do this is overhead. In many systems, a single process or thread is assigned
to each processor (or hardware thread) so that no context switching is required, thus
avoiding the overhead cost, at least for this cause. Specialty multithreaded hardware
architectures such as the Cray XT3 and the Sun Niagara have hardware support for
single-cycle context switching that minimized the overhead. Processes and Pthreads
in Unix-like operating systems leave the context switching to the operating system.
This is relatively costly with regards to the number of cycles, but it is not conducted
frequently, so the overall overhead experienced is low on an average. Synchroniza-
tion when performed by a global barrier can be costly, essentially stopping the entire
machine (or assigned subsection) based on the slowest sub-process. This can be
a costly overhead and limits the granularity of parallelism that can be effectively
exploited. Even finer grained synchronization methods, if they block other actions,
can have a serious impact on efficiency. Scheduling, if done by software and if done
dynamically, say for load-balancing purposes, can be an expensive overhead function
offsetting the advantage of the scheduling policy. Many other forms of overhead can
be encountered in parallel processing. But the effect is not simply that of wasted
work. Because it can be in the critical path of the useful work, overhead actually
imposes an upper bound on scalability of fixed-sized problems (strict scaling), which
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is independent of the amount of hardware one throws at the problem. Thus, overhead
is a fundamental limitation on efficiency and ultimately on productivity.

3.3.4 Starvation
Starvation is the phenomenon of an execution unit experiencing idle cycles, cycles

in which it performs no useful action and hence is wasted, because there is no pending
work to be performed. This is distinct from idle cycles caused by latency or over-
head. Starvation occurs because of an inadequacy of the amount of useful work at an
execution site. This is generally caused by an overall insufficiency of parallel work,
an issue of scalability or an insufficiency of work local to the execution site while
there is an abundance of pending work elsewhere in the system. This latter form of
starvation is a product of inadequate load balancing. Starvation is addressed within a
core by hardware support for out-of-order execution using reservation stations and the
Tomasulo algorithm. Like overhead, starvation imposes an upper bound on scalability
of a fixed-sized problem (strict scaling, again). Vector architectures employ dense-
matrix operations to expose fine grain parallelism. Multithreaded architectures support
an additional level of parallelism to maintain multiple threads per core. But often the
issue of sufficient parallelism is as much a software issue. Either the programmer has
the means to expose algorithm parallelism through the programming language being
used. Or the compiler is able to analyze an apparently sequential code and extracts
parallelism from it. In extreme cases, the application algorithm is intrinsically and
fundamentally sequential, permitting no exploitation of parallelism. Here, Amdahl’s
Law [11] takes hold and efficiency drops precipitately. The most general method of
reducing starvation by increasing parallelism is to increase the problem size, avail-
ability of memory-capacity permitting. This is a form of weak scaling. Resources are
more efficiently used and the measured performance increases, but the response time
of the original problem (fixed size) is not reduced. Much of the successful usage of
ensemble systems comprising large collections of microprocessors in MPP or com-
modity cluster (e.g., Beowulf [8, 10]) structures are achieved through weak scaling
and the avoidance of starvation (or at least reduction) through increased problem size.

3.3.5 Contention
Contention is the idle time, measured in processor cycles, incurred due to waiting

for shared resources. The two classical examples of contention are bank conflicts of
two requesting agents for the same memory bank, and network contention. In the
latter case, the network bandwidth is insufficient to handle all of the demand for
remote access to other nodes. Contention is often handled by increasing a particular
resource when possible. However, contention is usually a ‘bunching’ phenomenon
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rather than an average continuous behavior. Increase of a resource may result in a
substantial increase in cost and leads to considerably little improvement in the overall
performance. This is attributed to the fact that such rare peaks in demand for a resource
often greatly exceeds the average usage.

3.4 Availability

3.4.1 Availability Factors
A number of factors restrict the usage of a system 100% of the time. These are

due to mundane operational functions such as planned maintenance and upgrades or
crisis events such as a major hardware failure or power outage. Some such possible
factors are depicted in Fig. 4 and are given in three broad categories: Reliability,
Maintainability and Accessibility.

3.4.2 Reliability
Reliability deals with issues related to failures in hardware and software. MTBF

or mean time between failure is a metric that gives the average time between succes-
sive faults that halts productive use of the system. MTBF is generally proportional
to increase in the number of system components including chips and cables, but is
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often very sensitive as well to mechanical elements such as fans and disk drives. Even
in the case of a fault, the system need not terminate its operation if it incorporates
mechanisms of immediate self-repair. This is achieved through redundancy of
resources and information. Memories have extra hardware to recover from a cell
or string of cells being damaged, for example, from cosmic rays. Communication
channels employ bit codes that can detect and correct or detect and resend a message
between nodes. There are many other such examples. In the presence of a transient
fault, the system need not terminate operation but the application may have suffered
fatal error as a result and therefore must be restarted. If checkpointing is employed
where intermediate application state is stored usually on secondary storage, then the
application need not be started from the beginning but rather from the last known good
state. How frequently checkpointing is performed will determine how much compu-
tation is lost. But checkpointing itself is a form of overhead and in the extreme can
consume a significant amount of the execution time. Impact of reliability on availabil-
ity is a product of both the MTBF not covered by fault tolerance and the time required
to restart the system. This latter is a function of a number of interrelated mechanisms
that must operate together quickly and effectively. These include detection of the fault,
determination (diagnosis) of its cause, isolating the consequences of the fault to mini-
mize corruption of program (and machine system) state and recovery from the fault.

3.4.3 Maintainability
System maintenance whether scheduled or in response to a failure leads to the

detraction of the availability of the system to perform useful work. Maintainability
breaks down to two basic functions: diagnostics and serviceability. Diagnosis can be
very time-consuming, especially for transient errors where the symptoms of the failure
are not always repeatable. Also, errors may not be a result of a simple single broken
piece of hardware or software but rather may be due to the subtle interplay of multiple
functions coinciding with improper behavior at the same time. Slight variations in
clock or transmission rates may have no serious consequences, except on occasion
when some other aspect is slightly outside margins. Test vectors and other forms
of regression testing are particularly important when changes to a system such as
updates in hardware or software, seemingly benign, elicit these unanticipated effects.
Once a needed system modification is identified, the ease with which the system can
be modified, its serviceability, impacts the overall effect of its maintainability on
productivity. Serviceability can be as mundane as how quickly one can gracefully
power down a system, how easy is it (how much time does it take) to extract a system
module such as a blade, replace it, and power the system back up. With the reinsertion
of water-cooled elements back into high-end systems, plumbing is again proving to
be a challenge both to the design and the serviceability of such systems.
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3.4.4 Accessibility
If an application programmer or team owned their own system, and small clus-

ters have made this a reality for many groups, then their accessibility to that system
would be essentially 100%, baring internal usage conflicts. But in the real world of
very large-scale systems, availability to a given user is as much a function of user
demand and scheduling priority policies as it is a consequence of failure rates and
repair times. Accessibility is the third factor that contributes to availability. It is a
function of the degree of subscription or user demand, the job-scheduling policies of
resources in time and space (what partition of the entire machine can one get) and
the ease of getting on the machine itself. The last factor may be trivial or it may
involve travelling to a selected site, entering a special facility or room or waiting in
a queue of other programmers submitting decks of cards (ok, so this has not hap-
pened in thirty years or more, but some of us remember doing so). Together, these
contribute to appreciable delay in getting a job run once it is ready. For real environ-
ments, delays of many days can occur for jobs that might otherwise only take hours
to execute.

3.5 Programmability

3.5.1 Programmability Factors
While the previous dominant factors discussed have all been demonstrated to meet

the criteria of metrics with quantifiable and measurable units, the next and poten-
tially most important factor, ‘programmability’, does not. The ultimate arbiters of
programmability are clear: time and cost as a function of level of effort. Further-
more, the key factors governing programmability are also well understood as shown
in Fig. 5:

1. Parallelism representation,
2. Resource management,
3. Portability and reuse,
4. Debugging, and testing.

However, there is no consistent and comprehensive model of programmability and
no parameter or units to quantify it. This is not due to the fact that there was lack of
any attempt from researchers. Being able to estimate the cost and time do deliver a
major piece of software is an important ability in commerce and government. In a later
section, some of these tentative and empirical results, such as the Constructive Cost
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model (COCOMO) [7], will be discussed. But while such methods have had some
practical application in the field, they are not robust in building a cohesive productivity
model. Here, these contributing factors are discussed to expose and clarify the issues
related to programmability even if they are not formally defined.

It may appear surprising that a number of issues such as programming languages
and problem formulation are not directly identified. Language is a formalistic way
of controlling essentially all aspects of the above while representing an underlying
programming strategy and model. Thus, how the language does these is an important
methodology. But it is these foundation factors that are the ultimate determinant of
programmability and its contribution to productivity. Problem formulation can be
a significant part of the level of effort in the critical path of achieving the results.
However, the workflow model that is used to investigate the derivation of produc-
tivity presumes this to have been accomplished prior to initiating the procedures of
developing the end programs and performing the necessary computations.

3.5.2 Parallelism Representation
Parallelism representation is critical to the success of high-performance comput-

ing. Historically, machine types could be defined in terms of the primary form of
parallelism that was used to achieve performance gain with respect to sequential exe-
cution. Most recently, process parallelism under user control and instruction-level
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parallelism under compiler control has proven the dominant paradigm with some
special-purpose processors using SIMD and systolic structures for higher ALU
density. Currently, rapid migration to multicore and heterogeneous (e.g., general-
purpose computing on graphic processing units (GPGPU) [6]) system structures may
lead to the exploitation of multi-threading and dataflow-like parallelism in future
massively parallel machines. The ease with which such parallelism is expressed
or discovered through automatic means is a critical aspect of programmability and
ultimately impacts efficiency as it addresses starvation as well. The breakthrough
accomplishment of a community-wide standard, MPI, more than ten years ago pro-
vided an accepted semantics and syntax based on the message-passing model for
representing process-oriented parallelism in distributed memory machines. A second
standard, OpenMP, although somewhat less widely, had a similar effect for the multi-
ple thread parallelism in shared-memory multiprocessing (SMP) systems of bounded
scalability. Experimental languages for other forms of parallelism such as Sisal and
Haskel for the dataflow model have also been devised although they have experienced
little usage in standard practice. Exposure of parallelism is made much more difficult
in shared memory contexts where anti-dependencies through aliased variable names
may dictate worst-case scenarios that restrict parallelism. In other cases as discussed
before, even when parallelism can be made explicit, if the overhead to manage it is
too large for the granularity of the concurrent action, then it cannot be effectively
exploited.

3.5.3 Resource Management
Resource management probably should not be part of the responsibility of the

programmer or programming. But during the last two decades, in most practical
cases it has been. This is because the class of machines that have been the mainstream
supercomputer have been ensembles of sequential microprocessors integrated with
COTS (commodity clusters) or custom (MPPs) networks. These system architectures
have had essentially no support for runtime resource management and have had to
rely on the programmer to explicitly manage the allocation of resources to the user
program’s data and computing requirements. This has been a major burden on the
programmer and is a critical factor to programmability. It has also been aggravated by
the need for cross-system platform portability (discussed below), either of different
architectures or of the same architecture but of different scales. The two driving issues
are 1) locality management to minimize impact on communication latency and on
synchronization overheads and 2) scheduling to determine what phases of the total
workload get priority access to the system resources to ensure best overall throughput
and response time.
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3.5.4 Debugging andTesting
In many studies, the single most expensive part of the development of new codes

and to a greater extent the modification of old codes has been proven to be testing and
the consequent debugging when testing fails. Even a small change to a code block may
require a complete retesting of the entire program against test vectors and regression
testing sequences. This can be very time-consuming and is proportional to the size of
the entire code, not to the degree of the change made. Debugging of parallel programs
has never been satisfactorily achieved although tools to facilitate this have been
developed. Debugging of parallel programs has been extended beyond correctness
debugging to relate to performance debugging as well. Again, visualization tools
have been developed and disseminated to let the programmer see what is happening
in time. But it is still a challenge to determine the root causes, sometimes very subtle,
and to figure out how to restructure the code to achieve significant performance
improvements.

3.5.5 Portability and Reuse
Mitigation of the cost and time of code development is related to the portability

of programs or code blocks across platforms and between different applications.
Libraries, templates and frameworks provide varying degrees of portability and
flexibility. Ideally, a piece of code may be directly applied to the needs of a new
program-creation project, eliminating the need to implement at least that piece of
the total code base. But even when this is possible, testing is still required to verify
the results and the correct integration of the old reused code with the new. The two
major constituents to portability are 1) the availability and applicability of existing
legacy codes and 2) the generality of such codes to show correct and effective per-
formance across disparate computing platform types. Libraries make up a large body
of legacy codes defined for ease of use in other programs and optimized for different
computer-system architecture types and scale. Templates allow codes to be built up
by exploiting known patterns and idioms of program structure to reduce the burden
of writing a program entirely from scratch. Cross-platform portability can be read-
ily achieved between target micro-architecture instruction sets but is much harder
to achieve between system classes. Conversion of a code between two clusters, one
using an Intel Xeon and the other using an IBM Power-5 architecture, along with some
refinement and optimization for adjusting certain key parameters such as cache block
size can be achieved with good compiler technology and some judicious recoding at
critical points. But to port a code written for a cluster in MPI to a vector system such
as the NEC SX-8 is a far more challenging task if optimal performance on the latter
target platform is to be achieved and requires a complete rewrite of key code blocks or
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the restructuring of the entire program. Therefore, portability is an important factor in
principle, but potentially very difficult to achieve broadly in practice at least without
a substantial level of effort. This is one of the reasons that libraries such as LAPACK
and P are of such importance as their developers over many years have invested the
necessary effort to achieve this goal.

3.6 Utility
The ultimate value of productivity of a workflow must be proportional to the worth

of the computational product derived. In the broadest sense, this is subjective, that is it
is purely determined by the needs of the entity to carrying out the computation series.
The entity can be a person, group of collaborators, an institution, a national agency,
a nation, or all of humanity. In the first case, it could be a spin of a CAD program
seeking a local optima of some engineering design. In the last case, it could be the
need to predict accurately the course of a medium-sized asteroid that is in jeopardy of
impacting the Earth. A Hollywood company may need thousands of hours to do the
special effects for a hundred-million dollar blockbuster movie. In the US typically,
agencies such as DOE or NSA have applications which are critical to their mission,
which is in turn essential for the national security. Clearly, by some undefined metric,
some applications have a net worth far greater than others. But all can be important
in some context.

How utility is measured is the big challenge to any meaningful, quantifiable and
usable model of productivity. Yet in the most general sense, it is beyond current
understanding, although such fields as economics suggest frameworks and methods
for addressing it. One approach is to form a single ordered list of all of the applications
to be run and then order them in terms of the highest value. This can be surprisingly
effective. Pair-wise orders for most elements can be readily achieved through sub-
jective appraisal. Most people would rate saving the planet as more important than
making a movie. But the economic benefit in commerce of such a movie would likely
outweigh that of a particular design point in an optimization trade-off space. Yet such
an advance does not yield even the units of productivity let alone their quantitative
evaluation. In the field of economics, an attempt to put dollar values on the outcome
does provide one possible path for establishing units and in some special cases actual
values. While the value of a Harry Potter movie can be quantified, the measurement
of the dollar value of a mega-death event is more problematic. How much was the
extinction of the dinosaurs worth 65 million years ago, or the loss of the trilobites
250 million years ago?

In a later section, we will take an alternative strategy to quantifying utility based
on the computational work being performed. This does not satisfy the big problem.
But it does provide a rational and justifiable basis for establishing quantifiable units
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and for assessing worth; one which could even be translated to economic value. This
method fails to capture the subtleties of the time domain for degree of urgency other
than to note that there is a timeout associated with each problem; beyond a certain
point, the solution has no value, for example, predicting the weather for the next day
(a result that takes two days to compute is of little but academic interest in this case) or
performing a cosmological simulation (the scientist needs the result at least before the
end of his/her life to be useful). Many actual utility functions can have far richer value
relationships with respect to time other than this simplistic band-bang formulation.
But there is one other aspect to the methodology already imposed (section 2) compared
with the more general case (Snir et al.). Faster is better as implied by the explicit use
of time as part of the denominator; less time means more productivity, all other things
being equal. While this may not be true in the most general case, it is implicit in the
domain of high-performance computing.

In conclusion, at this time the community does not have a single consensus model of
utility as it relates to productivity in high-performance computing. But some progress
has been made in domain-specific cases including the work-based model presented
later in this chapter as a ‘special theory’. Further work is required urgently in this area
before a robust and rigorous conceptual framework can be employed with confidence
by the community. Given its potential importance in decision-making processes that
govern commerce and national defense, it is unfortunate that at the time of this writing,
those US agencies that had been sponsoring research towards this end have now
terminated such support.

4. A SpecialTheory of Productivity

While in the most general case, utility [12, 13] is ill defined other than as a qual-
itative factor reflecting subjective worth or value of a delivered result; more narrow
definitions may be applied that not only clarify the meaning of utility at least for the
domain of high-performance computing, but also permit both quantifiable units to
be applied and its value to be measured. One such example is referred to here as the
‘special theory of HPC productivity’. In this section, one particular instance of the
special theory is presented that reflects the system-based model. This is distinguished
from the user-based model which is presented in the following section.

4.1 A Work-based Model of Utility
It can be argued that, at least in the field of high-performance technical computing,

the value of an outcome of a computation is a function of the amount of resources dedi-
cated to its production. To a first measure, resources include the scale of the system
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in memory and processors integrated over the period of execution. In today’s systems
as previously mentioned, the structure of multiple nodes comprising a given system
and the likely allocation of resources through space partitioning along the dimen-
sion of number of nodes and the ratio of memory to peak processor performance is
highly proportional for different scales of the same machine class. Admittedly, across
systems the ratio may vary by some unit (usually a power of two) but this can be
adjusted through a constant of proportionality. Therefore, through this fundamental
assumption, a measure of utility based on resource utilization can be devised.

An application execution can be represented as a trace (a set of multiple connected
sequences) of primitive operations. These operations may be allocated to the basic
work required by any implementation of the algorithm and the additional overhead
work required to perform the application on a specific parallel system. Work will be
defined as the basic algorithm operations that are system independent and excludes
the overhead work including replicated operations that are a consequence of the use
of a specific parallel computer. This work can be defined by post-mortem analysis
of an application run or measured directly through on-chip counters supported by
infrastructure software. There is an expectation that beyond a user specified period of
time, the result is no longer of value. This is a very simple way of incorporating some
time dependence of the worth of the application result into the utility function. But
other than checking for this criterion being satisfied, the special theory of productivity
employs a flat value for the utility of a specific application.

There is a subtle implication of this model which comes from the specific definition
of productivity as previously described. Because time is in the denominator, this
version of the productivity model assumes that faster is better or that the worth
of a result is inversely proportional to the amount of time taken for computation.
While this version is a somewhat more narrow definition of the most general form
of productivity, this model is consistent with the foundations of high-performance
computing and therefore is noted as the HPC productivity model. Utility measured
as the total amount of useful work, then is the special model of HPC productivity.

Let wi represent the basic work of a particular job i, such that the worth of the
result of job I, ui, is equal to wi. Then, U is the sum of u over i and is equal to the
sum of all w.

U =
∑

i

ui

W =
∑

i

wi

U = W

The implications of this definition of utility for HPC productivity will be explored in
the next subsection.
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4.2 MachineThroughput Utility
A simple example of productivity can be formulated in relation to the overall

throughput of the machines during its lifetime. This trivializes certain aspects of the
overall workload, but is valid and in the process gives a rigourous, albeit narrow, for-
mulation of productivity based on the value of the utility function presented above.
i indicates the set of all jobs performed on a machine in its lifetime, TL, and the
total utility function for this duration is W according to definitions from the previous
subsection. The third fundamental factor in conjunction with utility and time reflects
the cost of both the program development and the machine that performs the com-
putation. However, this is the only factor that represents the impact of programming;
there is no time aspect in the machine throughput model.

For each program run, i, the work wi performed in time ti is a fraction of the
maximum work that could have been accomplished, given the system’s peak per-
formance, S. This fraction is assessed as the efficiency of system operation for the
program, ei.

wi = S × ei × ti

W =
∑

i

wi =
∑

i

(S × ei × ti) = S ×
∑

(ei × ti)

The time that is available to execution of the user program is less than the lifetime of
the machine. Scheduled maintenance, servicing of failures, upgrades and reserved sys-
tems usage all contribute to lower than 100% system availability. This total available
time then is given as:

TA = A × TL =
∑

i

ti

Average system efficiency, E, is defined as the ratio of the useful work or the utility,
W , previously specified to be the peak work for the available time:

W = S × E × TA = S × E × A × TL

E =
∑

i

(
ei × ti

TA

)
=

(
1

TA

)
×

∑
i

ei × ti

E × A × TL =
∑

i

ei × ti

This confirms that the average efficiency over the lifetime of the system is equivalent
to the sum of the individual job efficiencies weighted by the ratio of their respective
execution times and available time for user programs.
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4.3 Cost
The cost, C, of achieving the computational results is the sum of the costs of

developing the programs, CP, and performing the computations on the system, CS.
Without proof, it will be asserted that the costs of the individual programs, amortized
over the cost of the partition in space and time per program of the machine does sum
to the cost of machine deployment, CM, and operation, CO, over its lifetime. Thus:

C = CP + CS

CS = CM + CO

Later, one possible breakdown of cost of programming will be considered. But for
the system model of productivity, it is sufficient to note that all software-development
costs in the denominator are additive.

4.4 Productivity for the Machine Model
Here the elements of the formulation for the machine-based special theory of HPC

productivity are brought together in a single relationship, starting with the original
definition of productivity.

� = U

C × T

Substituting for each of these over the lifetime of the machine:

� = U

C × T
= W

C × TL
= S × E × A × TL

(CP + CS) × TL
= S × E × A

CP + CM + CO

This model is a function of a set of quantifiable parameters. If, as is typically done,
peak performance for HPC systems is specified in flops, then the units for productivity
are flops/$ for the special theory of productivity for the case of the machine model.

5. A User-based Model of Productivity

The system-based model described in the previous section provided a precise
representation of productivity as viewed from the perspective of the machine and
within the narrow measure of utility based on work. It is encouraging that a model of
productivity, albeit so constrained, can be formulated rigorously to yield quantifiable
measures. However, productivity beyond performance is motivated by the need to
reflect the programmer and system workflow factors into a single viable representation
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from the user perspective as well. In particular, the time to obtain the solution of a
posed question must incur the effects related to program development time, not just
its cost as was the case in the machine-based model. Under specific conditions, the
time to implement a new program can take years while the execution time may
take hours, days or weeks, with some runs lasting for several months. But even
in these extreme execution times, the program development time may dominate.
Programming is also much harder to measure than are machine operational properties.
As will be further discussed in a later section, just quantifying the size of a program
is challenging due to non-robust measures such as the popular SLOC or source lines
of code. For a given execution program, its source code may vary substantially in
terms of the SLOC measure depending on the programmers involved, the language
being used, the degree of resource management optimization incorporated explicitly
in the code and simple style issues. Yet, the result values may be equivalent. Finally,
the length of time to derive a code for execution can vary dramatically independent
of length by the original source material chosen as a starting point. Most programs
are not written from scratch, at least not entirely, but rather are based on other related
codes, libraries and system services. Construction of a final program usually involves
a mix of methods and sources and the means to integrate them. Ironically, the hardest
part about creating a complete, robust, performance-tuned code is not its writing
but its testing. Even the smallest change to a user program may require extensive
testing to verify that the program will run without faults and validate the correctness
of the results delivered. For codes incorporating highly non-linear relationships, this
is actually impossible with the degree of confidence in a code, a function of the
degree of testing applied. In this section, another simple model is devised founded
on many of the previous assumptions but reflects the user perspective. While correct
within the narrow scope of its formulation, many subtleties at the detailed level are
abstracted away. These are areas of active research within the community.

5.1 A Workflow for a User-based Productivity Model
The machine-based model assumed a ‘throughput’ workflow where the resource

being utilized was driven by a non-empty queue of pending tasks. This is a multi-task
workflow. The time was infinite, or more precisely, the lifetime of the system and only
the costs of program development was considered, not their time. A user-based model
of productivity reflects a single-task workflow, although the task may comprise many
iterations or runs of the same program to deliver a sequence of results rather than a
single result. The principal distinction between the two models is that the machine-
based model does not reflect program development time, except implicitly as a factor
in determining cost, whereas the user-based model makes program development time
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explicit. A second distinction between the two models is that the user-based model is
a ‘response time’ oriented model rather than a throughput model. The time domain
is finite over the duration of a single task rather than quasi infinite normalized over
the lifetime of the machine. Time starts with the specification of the problem to be
resolved or the question to be answered through computational means and ends when
the results contributing to the answer is delivered by the computation. This workflow
is illustrated in Fig. 6.

While somewhat simplified from real-world experience, this workflow captures
the major constituent factors contributing to the time domain of the model. TD is the
time taken to develop the program code. The sub-factors contributing to the program
development time will be discussed in greater detail in the following section. TQi is
the initialization or setup time required for a particular run i of the application code.
For some applications requiring complex input data sets, such as a 3-D data grid for
a variable geometry airframe of a fighter aircraft, this can be a very time-consuming
(and computation-consuming) aspect of the total workflow. For other problems, it may

User-level Program Cycle

HPC System Level (Multiuser/Multiprogram) View

Construct Setup Execute
Archieve
Results

T

Execute
Archieve
Results

Ti

P1

P2

P3

Fig. 6. User-based productivity model & cost.
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amount to little more than a handful of initialization parameters and take essentially
no time at all. TRi is the execution time for a given run i of the application code. If
there are a total of K runs of the application code for the user task, then the total time
for the task is given as:

T = TD +
K∑
i

(
TQi + TRi

)
Note that in the workflow described, the setup time is put in the critical timeline of
the workflow. This is valid when the setup of one run is dependent on the results
of the previous run. However, there are valid situations when the setup times can be
overlapped with the execution times, minimizing their impact on the critical workflow
time, although still contributing to the cost (see below).

5.2 Cost for User-based Model
The cost factor for the user-based model is similar to that of each task in the

machine-based model. It combines the cost of program development, CD, with the
cost of the execution of the task, CRi, over the number of K runs. In addition,
the cost must also reflect the level of effort applied to the input data initialization,
i.e., the setup cost, CQi. Similar to the total time, T , the total cost C can be derived
from the workflow.

C = CD +
K∑
i

(
CQi + CRi

)
It is clear that cost is not an independent factor but is strongly related to time. For
example, the cost of the task execution is proportional to the length of time that the
machine platform is employed by the application. For the labour-intensive aspects
of the program development (there are also ancillary costs related to machine usage
for debugging and testing), the cost of program development is a direct function of
the average number of programmers and the time for completion of the application.
Similarly, setup cost is related to the number of computational scientists involved
(these may be different from the code developers) and the time required for assembling
the input data set.

CD = cd × nd × TD

CQi = cq × nq × TQi

CRi = cr × TRi
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Here cd and cq are coefficients in units of dollars per person-time (e.g., manhour) for
code development and input setup time, respectively. Also, nd and nq are the average
number of persons for code development and input setup, respectively. The coefficient
c is that parameter that specifies cost per unit time of system usage which combines
the amortized cost of the machine deployment combined with the per-unit-time cost
of operation. A simplification that has been assumed in this discussion is that the
entire machine is used for each program. Typically, the largest machines are space
partitioned so that more than one program is run at one time with different subsets of
system nodes employed for each concurrent application.

5.3 User-based Productivity
Combination of these results provides an initial formulation of a relation for user-

based productivity. As mentioned before, the utility function is equated to useful work
performed over the K runs of the single application.

� = U

C × T

� =

K∑
i

wi[
CD +

K∑
i

(
CQi + CRi

)] ×
[
TD +

K∑
i

(
TQi + TRi

)]

� =

K∑
i

wi[
cd × nd × TD +

K∑
i

(
cq × nq × TQi + cr × TRi

)] ×
[
TD +

K∑
i

(
TQi + TRi

)]

Using similar conversions as was done with the earlier machine model, the useful
work can be translated to efficiency measures.

K∑
i

w =
K∑
i

(S × ei × TRi) = S × eA × K × TRA

� = S × eA × K × TRA[
cd × nd × TD +

K∑
i

(
cq × nq × TQi + cr × TRi

)] ×
[
TD +

K∑
i

(
TQi + TRi

)]

In this formulation, the subscript ‘A’ indicates the average values of the efficiencies
per run and the execution times per run.
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5.4 Limiting Properties
The formulation of the user-based model while reflecting the dominant factors at

least within the HPC utility function adopted does not lend itself to easy analysis or
interpretation in closed form. If we were to carry out the product in the denominator,
there would be nine separate product elements. This does not lend itself to intuitive
understanding. To better understand the user-based model, we will examine the limits
of the formulation with respect to the two most critical time parameters: TD and TR.

For many tasks, existing codes are used whenever possible. For this class of work-
flow, it is assumed that TR is much greater than TD and TQ. In this case, the machine
execution time dominates the workflow and an approximate measure of productivity
is given by:

�TR = S × e × K × TRA(
cr ×

K∑
i

TRi

)
×

K∑
i

TRi

= S × e × K × TRA

(cr × K × TRA) × (K × TRA)

= S × e

(cr × K × TRA)

This simple relation shows that in the limit for execution-dominated workflows,
productivity is inversely proportional to the runtime. A somewhat more compli-
cated expression captures the productivity for those workflows that are dominated
by program development time. In this case, TD is much greater than TR.

�TD = S × e × K × TRA

(cd × nd × TD) × TD
=

[
S × e

cd × nd

]
×

[
K × TRA

T 2
D

]

This shows the importance of program development time to productivity. When code
development dominates, productivity is inversely proportional to the square of the
development time.

6. Software Development & Productivity

Application development for HPC systems affects productivity at several levels
including time and overall cost of the application. Traditionally, significant lines of
code (SLOC) has been used as a metric for measuring software development produc-
tivity. An SLOC-based approach fails to take into account the software development
process (reuse/write from scratch etc.), complexities associated with various parallel
programming and computational models, cost and time associated with debugging and
testing etc. In summary, there are no widely accepted metrics that comprehensively
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capture the complexities of software development processes. Earlier section (3.5)
detailed the programmability factors affecting productivity. In this section, we dis-
cuss the process of code development, issues related to programming languages and
tools used to develop complex codes and finally the nature of machines and associated
programming model decisions.

Degree of Reuse. Development of source code for any program usually involves
varying degreeS of reuse of existing codes. A programmer developing source code
to solve a problem could: 1) write the entire application from scratch, 2) reuse parts
of existing codes and write the glue code, and in the scenario of maximum reuse and
3) use existing codes without modification to the source code but with new/varying
parameters during runtime. In practice, programmers use a combination of the above
three methods depending on the case of specific software development use. Each
of these techniques has temporal features associated with it; writing complex HPC
programs from scratch would lead to customized solutions for the problem at hand;
however, such an approach might increase the time to production code and asso-
ciated cost. Reuse of existing codes (such as libraries or frameworks) to provide
parts of the desired functionality could potentially reduce the time to development;
however, the involved developers would require wide range of expertise and hence
increased associated cost. Reuse of existing codes without modification except for
their input parameters requires little or no time for development; however, it requires
expert users who are aware of the intricacies of the code and hence could affect the
overall cost.

Programming Language. Selection of programming language impacts every
aspect of complex program development. Some programming languages, particularly
object-oriented languages, lend themselves naturally to extremely complex problems
involving large teams. Legacy languages that still pervade most of HPC codes require
additional effort to enable code sharing across large teams. Programming language
also affect the degree of reuse of existing codes. High-level languages are extremely
easy to learn and provide fast turn-around of production level code at the expense
of performance. Related research (Ken Kennedy’s research) elucidates the trade-off
between programming language abstraction and performance.

Development and Debugging Tools. Majority of the costs in software engineer-
ing have been known to come from testing and maintenance of software. HPC codes
are particularly large and involve complex interactions between communicating pro-
cesses. In addition, many of these codes run on distributed homogenous systems that
provide unpredictable execution environments. Debugging such complex codes is an
extremely challenging endeavour, hence availability of debugging codes influences,
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to a large extent, the choice of programming language and parallelization techniques.
In addition to debugging tools, compilation tools also have a large role to play in
selection of the right technologies for the problem to be solved. Compilers for lan-
guages such as C and FORTRAN are available by default on most production-scale
supercomputers. In addition, many of these compilers are optimized for the particu-
lar system architecture of the supercomputer, for instance, availability of xlc and xlf
on IBM supercomputers, PGI or Intel compilers on production supercomputers etc.
Wider selection of compilers allows developers to utilize the supercomputing system
efficiently while ensuring faster time to provide solution for their applications.

7. Related Works

Emerging discipline of productivity is being studied across by large number of
research groups. In this section, we briefly highlight the works that provide other
approaches to productivity and have helped us better understand the problem space

Snir Model. Snir’s [2] model defines supercomputing productivity as the ratio
between the utility of the output computed by the system to the overall cost of the
system. This productivity model is represented using:

�(P, S, T, U) = U(P, T )

C(P, S, T)

where �(P, S, T, U) represents the productivity of the supercomputing system S used;
P the problem solved in time T and the corresponding utility function U representing
the preferences controlling the outcomes. Each time to solution T is associated with
a utility function U(P, T ). Overall cost of computing the solution on a system S for a
problem P in time T is captured using the cost function C(P, S, T ). The utility function
U(P, T ) is characterized as a decreasing function of T . The overall cost function
C(P, S, T ) is characterized as a combination of development cost CD(P, S, TD) and
execution cost CE(P, S, TE) where the overall time to solution is T = TD + TE.

Ken Kennedy Model. Kennedy’s [1] attempts to define the productivity of pro-
gramming interfaces using two dimensionless ratios: relative power and relative
efficiency. In doing so, the model exposes the trade-offs between abstraction and per-
formance in programming interfaces. This model defines productivity as the problem
of minimizing time to solution T (P), where P is the problem. The time to solution is
defined as T (P) = I(P) + r1C(P) + r2E(P), where I(P) is the implementation time
for the program P , C(P) is the compilation time, r1 is the number of compilations,
E(P) is the execution time per run of the program P and r2 is the number of runs.
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The cost to solution for a problem is denoted using c(P) and is defined as the sum of
cost of developing the application code D(P) and average cost of machine time for
one run of the application. Relative power (ρL) of a programming language is defined
as the ratio of implementation time of a given program written (P0) in a standard pro-
gramming language, to the implementation time of the same program written (PL)
using the new programming language. The relative efficiency (εL) of a programming
language is defined as the ratio between the execution times of the programs (standard
vs. new)

ρL = I(P0)

I(PL)

εL = E(P0)

E(PL)

Relative power is inversely proportional to efficiency, highlighting the trade-off
between abstraction and performance for programming languages (for high-level
languages, ρL > 1 and εL < 1). On the basis of these concepts, productivity of a
programming interface is defined as:

productivity = ρ − εX

1 − X

Where X is defined as a problem-dependent parameter that helps combine rel-
ative power and efficiency of a programming language and is defined as X =
rE(PL)/I(PL).

Kepner’s (SK)3 Synthesis Model. Kepner’s [5] model combines prior works (Snir,
Sterling, Ken Kennedy, Charles Koelbel, Rob Schriber) to provide a unified look at
productivity using (SK)3 model. Productivity is expressed as:

� = SPεLEA

CS/ρL + CO + CM

where ρL and εL are described in Kennedy’s model. CS, CO and CM are costs associ-
ated with software on a system, ownership and machine, respectively. SP is the peak
processing speed (operations per unit time), E is efficiency and A is availability of
the system.

Other Works. Post and Kendell [4] present the comprehensive experience of devel-
oping production-level complex high-performance computing programs at National
Labs. Their work also highlights lateral issues such as code development team compo-
sition and software engineering issues. Bob Numrich’s [3] model defines productivity
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as an evolution of work as a function of time. In order to do so, the model uses the
concept of computational action.

8. Conclusions

Productivity is a far richer measure of value of a computing methodology than
are conventional flops or benchmark-based metrics. It reflects the entire workflow
involved in the derivation of computationally derived answers to posed questions. It
captures the utility or worth of the result for the user institution, the time to derive the
answer, and the cost in doing so. With a valid formulation of productivity for a given
context, sensitivity studies may be performed and choices made among alternative
approaches for reaching the end goal. For example, when does it make sense to invest
more time in refining an already working code for performance tuning? Should a
larger system be employed to solve a computational problem? Should more people
be put on a software development project? These and other questions may be consid-
ered within the analytical framework provided by productivity. This chapter, while
introducing the most general definition of productivity, has focused on a narrower
representation targeted to the realm of high-performance computing and its response
time and throughput-oriented bias. The model was further constrained through the
adoption of a specific work-based utility function, asserting that the worth of a result
is proportional to the amount of basic computational work required to derive that
answer independent of the ancillary work performed as a result of the system charac-
teristics employed. This is not to assume this is by any means to only class of utility
function to apply nor necessarily the best for comparative evaluation of alternative
strategies. However, it is relevant to high-performance computing, typical of the major
determining factor in scheduling policies and in enabling a quantifiable productivity
metric. This strategy was applied to two related but distinct perspectives on system
usage and its productivity: the machine-based and user-based models. The machine-
based model allowed us to consider the productivity of a given high-performance
computing platform or system. This is important because institutions make major
commitments in the procurement of such systems and their productivity determines
the ultimate value of such systems to the mission of the deploying organization and
its sponsoring agency (government or corporate). The user-based model allowed us
to consider the productivity of a specific user or team working on a single application.
This is the more common viewpoint in which productivity is considered and looks
at the end-to-end workflow from the point of posing the question to the time that
all of the results required to address it are determined through computational means.
Again, this model of productivity yielded quantitative metrics of productivity and
also exposed distinct modes of operation depending on the dominance of either code
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development or execution. This distinction was made with respect to time. A different
limits formulation would have been possible in terms of cost, suggesting somewhat
different trade-offs.

However, as the early discussion on factors demonstrated, there is significant uncer-
tainty on how to characterize the time and cost of software development a priori. How
hard is it to write a program? The use of lines of code is hardly an adequate repre-
sentation of a program in terms of its difficulty of development. Yet, it is the most
widely used metric and there is no good alternative. This is just one of many aspects of
productivity that demand further substantial research. Adoption of productivity as a
valid measure of quality still requires future research. It will be some time when com-
putational scientists will be willing to accept poorer performance in place of reduced
code development time, especially when many such codes achieve less than 10% effi-
ciency measured as floating-point utilization against peak performance as used here.
The issues of scalability and the difference between weak scaling and strict scaling
make the existing issues more complex. When the availability of a larger system
immediately results in the execution of larger programs rather than current programs
with shorter response time, it is hard to compare the productivity of two system of
different sizes. The understanding of productivity and its effective use in the field of
high-performance computing will rely on resolution of these difficult albeit practical
issues.
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Abstract
Performance prediction indicates the time required for execution of an application
on a particular machine. Machine ranking indicates the set of machines that is
likely to execute an application most quickly. These two questions are discussed
within the context of large parallel applications run on on supercomputers. Dif-
ferent techniques are surveyed, including a framework for a general approach that
weighs the results of machine benchmarks run on all systems of interest. Variations
within the framework are described and tested on data from large-scale applica-
tions run on modern supercomputers, helping to illustrate the trade-offs in accu-
racy and effort that are inherent in any method for answering these two questions.
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1. Introduction

Given a parallel application, consider answering the following two questions: how
much time is needed for the execution of application on a particular machine, and
which of a set of machines is likely to execute the application most quickly? Answers
to these questions could enable users to tune their applications for specific machines,
or to choose a machine on which to run their applications. Answers could help a
supercomputing center schedule applications across resources more effectively, or
provide them data for decisions regarding machine acquisitions. More subtly, answers
might enable computer architects to design machines on which particular applications
are likely to run quickly.

But it is not easy to get an answer to these questions. Since the performance of
a parallel application is a function of both the application and the machine it runs
on, accurate performance prediction has become increasingly difficult as both appli-
cations and computer architectures have become more complex. Consider Fig. 1,
which plots the normalized relative runtimes of 8 large-scale applications on 6
supercomputers, both described in Section 4.1 The plot shows that across these appli-
cations, no single machine is always the fastest, suggesting that there is no trivial way
to predict even relative performance across a set of machines.

Since different machines can be best for different applications, this chapter
discusses techniques for answering the original two questions:

• How can one accurately predict the running time of a specific application,
on a given input, on a particular number of processors, on a given machine?
(performance prediction)

• How can one accurately predict which of a set of machines is likely to execute
an application fastest? (machine ranking)

1 Since the machines shown are only a subset of those on which each application was run, the highest
bar is not at 1 for every application. In addition, not all applications were run on all machines with the
chosen number of processors.
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Fig. 1. This graph shows the relative runtimes of 8 applications on 6 supercomputers. The x-axis gives
the name of the application, with the number of processors on which it was run in parentheses. The y-axis
gives the runtime divided by the maximum time taken by any of a larger set of 14 machines to run the
particular application.

Note that while the ability to do the former gives us a way to do the latter, the
reverse is not true. In practice, however, while any method for predicting performance
(including the many that are described in Section 2) could also be used to rank
machines, users may consider the work required for the initial prediction to be
excessive. Since sometimes the only information desired is that of expected relative
performance across a set of machines, this scenario is also addressed. In addition,
Section 7 considers an even further generalization where the goal is to find an
application-independent machine ranking that is sufficiently accurate for providing
useful information.

The rest of this chapter is laid out as follows. Section 2 surveys some general
approaches for both performance prediction and machine ranking, organized by the
type of information and level of expertise required for each. The trade-offs inherent in
choosing a particular performance prediction technique or a particular ranking tech-
nique are studied in the context of a methodology that attempts to achieve a balance
between accuracy and effort in Sections 3 through 6. The basic framework for the
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methodology is covered in Section 3, details are addressed in Section 4, and examples
of how different techniques fit into this framework are discussed in Sections 5 and 6.
An exploration of how to apply the techniques to generate application-independent
machine rankings is presented in Section 7. The results are given and analyzed in
each section.

2. Methods for Predicting Performance

Methods for predicting the performance of an application on a parallel machine
begin with the assumption that the running time is a function of application and system
characteristics. Currently, the most accurate predictions are made by creating detailed
models of individual applications which describe the running time as a function of
system characteristics. These characteristics can then be carefully measured on all
systems of interest. However, in many situations the time and/or expertise required to
build a detailed model of an individual application are not available, and sometimes
even the system characteristics cannot be measured (for example, when performance
predictions are used to help decide which of a number of proposed supercomputers
to build). And even when data are available, there are situations in which precise
performance prediction is unnecessary: for example, when the question is which of a
set of machines is expected to run a particular application most quickly.

In this section, we give an overview of some of the approaches to performance
prediction, noting connections to ranking as appropriate. The techniques are distin-
guished by the amount of information they use about a system and an application, as
well as by the sophistication of the ways in which they use that information to predict
the performance of an application.

While the focus here is on predicting the performance of large-scale applica-
tions on parallel machines, there has also been considerable work on predicting the
performance of single processor applications (see, for example, [30]).

2.1 Benchmarks
At one extreme are benchmarks, which can be used to predict performance using

only information about the machine. Consider that low-level performance metrics
such as processor speed and peak floating-point issue rate are commonly reported,
even in mass-market computer advertisements. The implication is that these num-
bers can be used to predict how fast applications will run on different machines,
hence faster is better. Of course, manufacturer specifications such as theoretical peak
floating-point issue rates are rarely achieved in practice, so simple benchmarks may
more accurately predict relative application performance on different machines.
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A particularly well-known parallel benchmark is described by Linpack [14] and
has been used since 1993 to rank supercomputers for inclusion on the Top 500 list [45].
The Top 500 list is popular partly because it is easy to read, is based on a simple metric
that is easy to measure (essentially peak FLOPS), and is easy to update. Unfortunately,
simple benchmarks such as Linpack may not be sufficient for accurately predicting
runtimes of real applications [7]. This is not surprising, since Linpack gives a single
number for a machine which, at best, allows the execution time to be modelled as
some application-specific number divided by that particular system’s performance on
Linpack.

To better predict the performance of individual applications, two approaches have
been taken. One is to provide benchmarks which more closely mimic actual appli-
cations. The best known of these is perhaps the NAS Parallel Benchmark suite [3],
which consists of scaled-down versions of real applications. The other is to provide
benchmarks which take into consideration the performance of multiple system com-
ponents. An early example of the latter considered the ratio of FLOPS to memory
bandwidth [31], which has the advantage of allowing simple comparisons between
machines since it also gives a single number for each machine.

More recently, benchmark suites that give multiple performance numbers mea-
suring assorted system characteristics have been proposed. These include the IDC
Balanced Rating [20], which has been used to rank machines based on measurements
in the broad areas of processor performance, memory system capability, and scaling
capabilities; and the HPC Challenge (HPCC) benchmark [29], which consists of 7
tests measuring performance on tasks such as dense matrix multiplication and the
Fast Fourier Transform. Of course, with such benchmark suites it becomes incum-
bent on the user to decide which measurements are most relevant for predicting the
performance of a particular application.

Note that a benchmark such as Linpack, which generates a single number for
each machine, produces an application-independent ranking of machines. While their
usefulness is limited, such rankings are still of significant interest, as the use of
Linpack in generating the popular Top 500 list [45] demonstrates.Alternative methods
for generating application-independent rankings are explored in Section 7. In contrast,
a benchmark suite that generates multiple numbers for each machine has the potential
to produce more useful application-specific rankings, but requires a user to interpret
the benchmark numbers meaningfully.

2.2 Weighted Benchmarks
If several benchmarks are run on a machine, a user must determine how to interpret

the collection of results in light of an individual application. With a benchmark such
as the NAS Parallel Benchmarks [3], a user can choose the benchmark that most
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closely resembles their particular application. For lower level benchmark suites such
as HPCC [19], users can turn to research on performance prediction techniques that
consist of weighting the results of simple benchmarks. The amount of information
assumed to be available about the application in generating the weights can range
from end-to-end runtimes on a set of machines to more detailed information.

For example, Gustafson and Todi [16] used the term convolution to describe work
relating “mini-application” performance to that of full applications. McCalpin [31]
showed improved correlation between simple benchmarks and application perfor-
mance, though the focus was on sequential applications rather than the parallel
applications of interest here. Other work focussing on sequential applications includes
that of Marin and Mellor-Crummey [30], who described a clever scheme for combi-
ning and weighting the attributes of applications by the results of simple probes.
Using a full run of an application on a reference system, along with partial appli-
cation runtimes on the reference and a target system, Yang et al. [48] describe a
technique for predicting the full application performance using the relative perfor-
mance of the short runs. While the reported accuracy is quite good, this type of
approach could miss computational behavior that changes over the runtime of the
application; in addition, the accuracy was reduced when the partial runtime was used
to predict the application’s performance on a different problem size or number of
processors.

Section 3 in this chapter discusses another general method for weighting bench-
mark measurements. Sections 4 and 5 discuss the use of a least squares regression to
calculate weights for any set of machine benchmarks and demonstrate their use for
both performance prediction and machine ranking.

2.3 Building Detailed Performance Models
For the most accurate performance predictions, users must employ time and

expertise to build detailed models of individual applications of interest.
With this approach, the user begins with an in-depth understanding of how the appli-

cation works, including details about the computational requirements, the communi-
cation patterns, and so on. This understanding is then used to build a performance
model consisting of a potentially complex equation that describes the running time in
terms of variables that specify, for example, the size of the input, processor characteri-
stics and network characteristics. While this approach can generate highly accurate
predictions, building the model is generally acknowledged to be a time-consuming
and complex task [43]. Nevertheless, if there is significant interest in a critical
application, the investment may be deemed worthwhile.

Other research focusses on highly accurate modelling of specific applications [17,
18, 23, 28]. The very detailed performance models built as a result have been used
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both to compare advanced architectures [22, 24] and to guide the performance
optimizations of applications on specific machines [35].

Due to the difficulty of constructing detailed models, an assortment of general
techniques for helping users build useful performance models has also been proposed.

Many of these methods are based on a hierarchical framework that is described
in [1]. First, the application is described at a high level as a set of tasks that communi-
cate with one another in some order determined by the program. The dependencies are
represented as a graph, which is assumed to expose all the parallelism in the applica-
tion. This task graph is then used to predict the overall performance of the application,
using low-level information about how efficiently each task can be executed.

Examples that can be fit into this framework include work on modelling applications
as collections of independent abstract Fortran tasks [36–38], as well as using graphs
that represent the dependencies between processes to create accurate models [32,
33, 39]. Other work describes tools for classifying overhead costs and methods for
building performance models based on an analysis of those overheads [11]. Another
technique that also begins by building graphs that reveal all possible communication
continues by measuring the potential costs on the target machine and uses those partial
measurements for predicting the performance of the overall application [47].

2.4 Simulation
One way to try and approach the accuracy of detailed performance models, but

without the need for human expertise, is through simulation.
For example, one could use cycle accurate simulations of an application [4–6, 27,

34, 44]. Of course, the main drawback of this approach is the time required. Due to
the level of detail in the simulations, it could take several orders of magnitude more
time to simulate an application than to run it. Again, if there is significant interest in
a single application, this expense may be considered acceptable.

A related technique described in detail in [42] and briefly referred to in Section 6
starts by profiling the application to get memory operation counts and information
on network messages. This model is coarser than the detailed models described
previously in that there is no attempt to capture the structure of the application;
rather, the data collected provides a higher level model of what the application does.
This information can later be convolved with the rates of memory operations —
possibly by modelling the cache hierarchy of the target architecture on the application
trace — and combined with a simulation of the network messages in order to predict
the performance of the given application on the specified machine.

Other methods that attempt to avoid the overhead of cycle accurate simulations
include those that instrument the application at a higher level [12, 15] in order to
predict performance.
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2.5 Other Approaches
It is also worth noting other approaches that have been proposed for predicting the

performance of large-scale applications.
For example, attempts have been made to employ machine-learning techniques.

In [10], the authors examine statistical methods for estimating machine parameters
and then describe how to use these random variables in a performance model. Neural
networks are used in [21, 40] to make performance predictions for an application as
a function of its input parameter space, without building performance models. This
methodology can find nonlinear patterns in the training input in order to make accurate
performance predictions; however, first it requires that the target application is run
numerous times (over 10,000 in the example in [21]) with a range of input parameters,
which may not always be practical.

3. A Method for Weighting Benchmarks

The rest of this chapter explores a few methods for predicting performance and for
ranking machines. These methods are unified by their assumption that all knowledge
regarding machine characteristics are obtained from results of simple benchmark
probes. That this is enough to distinguish the machines is demonstrated in Fig. 2,
which shows that different machines are best at different types of operations. For
example, when compared to the other machines, the machine labelled ARL_Xeon_36
has a very high FLOPS rate (as one would expect from its clock speed, shown in Table I
in Section 4.1), but poor network bandwidth.

Almost all of the methods discussed also assume that information about the appli-
cation is limited to end-to-end runtimes (although Sections 6 and 7 consider what can
be done through incorporating the results of lightweight traces). Just as Fig. 2 shows
that different machines are best at different operations, Fig. 3 demonstrates that dif-
ferent applications stress different types of machine operations. As a result, changing
the behavior of a single system component can affect the overall performance of two
applications in very different ways.

3.1 Machine and Application Characteristics
As noted previously, methods for predicting performance and generating machine

rankings typically assume that performance is a function of machine and application
characteristics. The question is then how to get the most accurate predictions and
rankings using data about the machines and applications that is as cheap as possible
to gather.
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The examples explored in the rest of this chapter assume that basic benchmark
measurements can be taken on all machines of interest (or, at a minimum, accu-
rately estimated, as in the case where the system of interest has yet to be built). The
same benchmarks must be run across all the machines, although no further assump-
tions are made. In particular, these benchmarks could consist of microbenchmarks
(e.g., a benchmark measuring the network latency between two nodes), or computa-
tional kernels (e.g., the FFTcomponent of the HPC Challenge suite [19]), or something
even closer to full-scale applications (e.g., the NAS Parallel Benchmarks [3]). This
assumption is reasonable since, by their nature, these benchmarks tend to be easy to
acquire and to run.

The examples in this chapter are of two types when it comes to the data needed
regarding the applications. Those discussed in Section 5 require only end-to-end
runtimes on some small number of machines; those discussed in Sections 6 and 7
use simple trace information about the application, including the number of floating-
point operations and/or the number of memory references. Memory and network
trace information can be collected using tools such as the PMaC MetaSim Tracer
[8] and MPIDTrace [2] tools, respectively. All the techniques also assume that the
input parameters to the application during tracing and measurement of runtimes are
the same across all machines. Note that while these techniques could be used even if
the above assumption was not true, the resulting accuracy of the predictions could be
arbitrarily poor.

3.2 General Performance Model
The other, more fundamental, assumption made by the techniques described in this

chapter is that the performance of an application can be modelled to an acceptable
accuracy as a linear combination of the benchmark measurements.As a small example,
say three benchmarks are run on some machine and that the benchmarks take m1,
m2 and m3 seconds, respectively. Then the assumption is that the running time P of
any application (with some specified input data and run on some specific number of
processors) on that machine can be approximated by the following equation:

P ≈ m1w1 + m2w2 + m3w3 = m · w (1)

Here w1, w2 and w3 are constants that may depend on the application, the machine,
the input and the number of processors with which the application was run.

This model helps illustrate the trade-off between expertise/time and accuracy.
While the linear model is appealingly simple, it could have difficulty capturing, say,
the benefits of overlapping communication and computation in an application.
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Given application runtimes on a set of machines and benchmark measurements on
those machines, Section 5 describes how to use a least squares regression to obtain
weights w that are optimal in the sense that they minimize the sum of the squares of
the errors in the predicted times over a set of machines.

A less restrictive approach to the performance model can also be taken; an example
is the method briefly summarized in Section 6. Instead of the dot product in Equation 1,
this method combines machine and application characteristics using a more complex
convolution function.

3.3 Evaluating Performance Predictions
To test the methods that are based on linear regression, cross-validation is used.

In other words, each machine in the data set is considered individually as the target
machine for performance prediction. That machine is not included when the weights
w in Equation 1 are calculated. Then, after the weights are calculated using only
the other machines, those weights are used to predict the performance on the target
machine. The absolute value of the relative error in the predicted time (given by
Equation 2) is then calculated.∣∣∣∣predictedR T − actualR T

actualR T

∣∣∣∣ (2)

After repeating this process for each machine in the data set, the average of all the
relative errors is reported. This process becomes clearer when examples in Section 5
is considered.

Note that cross-validation simulates the following real-world usage of the method:
a researcher has run his/her application on different systems, has access to the bench-
mark measurements on both those systems and a target system, and would like to
predict the running time of the application on the target system without having to
actually run the application on that machine.

Sections 5.3 and 6 briefly describe two other methods for performance prediction.
There, again, the absolute value of the relative error is calculated, and the average
over all the machines is reported.

3.4 Evaluating Rankings
The performance prediction models can also be used to rank a set of machines in

order of the predicted runtimes of an application on those systems. Those rankings, or
rankings generated in any other way, can be evaluated using the metric of threshold
inversions, proposed in [9] and summarized here.
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3.4.1 Predicting Runtimes for Ranking
Testing a predicted ranking requires predicting the performance on more than one

machine at a time. So, instead of removing a single target machine as is done with the
cross-validation procedure described previously, now a set of machines is randomly
selected and the performance on all of those machines is predicted using some per-
formance prediction methodology. Once the predicted runtimes are calculated, the
number of threshold inversions between the predictions and the true runtimes can be
determined. This is repeated 5000 times, each time choosing a random set of machines
to rank and to count thresholded inversions, to get a strong mix of randomly selected
validation machines. While some sets may be repeated in the 5000 trials, because they
are chosen at random, this should not greatly affect the average accuracies reported.

3.4.2 Thresholded Inversions
A simple inversion occurs when a machine ranking predicts that machine A will be

faster than machine B on some application, but actual runtimes on the two machines
show that the opposite is true. For example, if machineAhas larger network bandwidth
than machine B, then the ranking based on network bandwidth would contain an
inversion if, in practice, some application runs faster on machine B. The number of
inversions in a ranking, then, is the number of pairs of machines that are inverted.
In the above example, this is the number of pairs of machines for which the inter-
processor network bandwidth incorrectly predicts which machine should execute a
given application faster. Note that if there are n machines, the number of inversions
is at least 0 and is no larger than n(n − 1)/2.

A threshold is added to the concept of an inversion in order to account for variations
in collected application runtimes and/or benchmark measurements. These variations
can be due to several reasons including, for example, system architectural and design
decisions [26].

For evaluating the ranking methods presented here, two thresholds are used. One
(α) accounts for variance in the measured runtimes, while the other (β) accounts for
variance in the benchmark measurements. Both α and β are required to have values
between 0 and 1, inclusive. For example, let the predicted runtimes of A and B be
R̂TA and R̂TB and the measured runtimes be RTA and RTB. If the predicted runtimes
R̂TA < R̂TB, then A would be ranked better than B, and, if the measured runtimes
RTA > RTB, then there is an inversion. Yet, when using threshold inversions with
α, that would only count as an inversion if RTA > (1 + α) × RTB. β is used in a
similar fashion to allow for variance in benchmark measurements and is usually set
to be less than α. The different values for α and β are attributed to the fact that one
generally expects less variance in benchmark times than in full application runtimes
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because benchmarks are typically simpler than large-scale real applications and so
their execution times are more consistent.

The examples in this chapter use values of α = .01 (which means that a difference of
up to 1% in the application runtimes is considered insignificant) and β = .001 (which
means a difference of up to .1% in the benchmark times is considered insignificant).
In addition, Table VII in Section 5 demonstrates the effect of changing the threshold
values on the number of inversions for a particular scenario.

This metric based on thresholded inversions is particularly appealing because it is
monotonic in the sense that adding another machine and its associated runtime cannot
decrease the number of inversions in a ranking. Within our context of large parallel
applications, this feature is highly desirable because often only partial runtime data
is available: in other words, rarely have all applications of interest been run with the
same inputs and on the same number of processors on all machines of interest.

4. Examples

While the techniques described in the following sections could be used for any set
of benchmarks in order to study any parallel application, the examples in this chapter
use the following machines, benchmarks and applications. To see the application of
these techniques to other combinations of benchmarks and applications, see [25].

4.1 Machines
Table I summarizes the set of machines on which benchmark timings were collected

and applications were run; the locations are abbreviations for the sites noted in the
Acknowledgements at the end of the chapter. Regarding the benchmarks, information
was collected about the FLOPS, the bandwidth to different levels of the memory
hierarchy, and network bandwidth and latency.

To determine the FLOPS, results from the HPC Challenge benchmarks [19] were
used.Although the HPC Challenge benchmarks were not run directly on the machines
in Table I, results on similar machines (determined based on their processor type, the
processor frequency, and the number of processors) were always available and so
were used instead. In practice, memory accesses always take significantly longer
than floating-point operations and so getting the exact FLOPS measurement on each
machine would unlikely make a significant difference in the results presented in this
chapter.

Because increases in clock speed have far outpaced increases in the bandwidth
between processors and memory, the bottleneck for today’s applications is as,
if not more, likely to be memory bandwidth than FLOPS [46]. As a result, the
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Table I
Systems Used for the Examples in This Chapter

Location Vendor Processor Frequency # Processors

ASC SGI Altix 1.600 GHz 2000
SDSC IBM IA64 1.500 GHz 512
ARL IBM Opteron 2.200 GHz 2304
ARL IBM P3 0.375 GHz 1024
MHPCC IBM P3 0.375 GHz 736
NAVO IBM P3 0.375 GHz 928
NAVO IBM p655 1.700 GHz 2832
NAVO IBM p655 1.700 GHz 464
ARSC IBM p655 1.500 GHz 784
MHPCC IBM p690 1.300 GHz 320
NAVO IBM p690 1.300 GHz 1328
ARL IBM p690 1.700 GHz 128
ERDC HP SC40 0.833 GHz 488
ASC HP SC45 1.000 GHz 768
ERDC HP SC45 1.000 GHz 488
ARSC Cray X1 0.800 GHz 504
ERDC Cray X1 0.800 GHz 240
AHPCRC Cray X1E 1.130 GHz 960
ARL LNX Xeon 3.060 GHz 256
ARL LNX Xeon 3.600 GHz 2048

FLOPS measurement was augmented by the results of the MAPS benchmark in
Membench [7], which measures the bandwidth to different levels of the memory
hierarchy for both strided and random accesses. Note that the fundamental difference
between strided and random memory references is that the former are predictable
and thus prefetchable. Because random memory references are not predictable, the
bandwidth of random accesses actually reflects the latency of an access to some par-
ticular level of the memory hierarchy.As an example, Fig. 4 demonstrates the result of
running MAPS on an IBM p690 node to measure the bandwidth of strided accesses.
As the size of the array increases, eventually it will no longer fit into smaller, faster
caches — as a result, the effective bandwidth drops. A region for a memory level is
defined as a range of data array sizes where the array fits into the level and achievable
bandwidth from the level that is fairly stable (each plateau in the MAPS curve). Once
the regions for L1, L2, L3 caches and those for main memory have been identified
by a human expert, a single point in each region is used as the bandwidth metric for
that level of the memory hierarchy.

Finally, Netbench [7] was used to measure network bandwidth and latency.
The benchmark metrics used for the examples in this chapter are summarized in

Table II.
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Fig. 4. MAPS bandwidth measurements (in Gigabytes/second) for an IBM p690 node as a function of
array size.

Table II
Benchmark Metrics used for the Examples in This Chapter

Abbreviation Description Benchmark Suite

L1 (s) Bandwidth of strided accesses to L1 cache MAPS
L1 (r) Bandwidth of random accesses to L1 cache MAPS
L2 (s) Bandwidth of strided accesses to L2 cache MAPS
L2 (r) Bandwidth of random accesses to L2 cache MAPS
L3 (s) Bandwidth of strided accesses to L3 cache MAPS
L3 (r) Bandwidth of random accesses to L3 cache MAPS
MM (s) Bandwidth of strided accesses to main memory MAPS
MM (r) Bandwidth of random accesses to main memory MAPS
NW bw Bandwidth across interprocessor network Netbench
NW lat Latency for interprocessor network Netbench
FLOPS Floating point operations per second HPCC

4.2 Applications
The applications used in this chapter are from the Department of Defense’s

Technical Insertion 2006 (TI-06) program [13]. The following are short descriptions
of the eight applications:

AVUS: Developed by the Air Force Research Laboratory, AVUS is used to deter-
mine the fluid flow and turbulence of projectiles and air vehicles. The parameters
used calculate 100 time-steps of fluid flow and turbulence for wing, flap and end
plates using 7 million cells.
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CTH: The CTH application measures the effects of multiple materials, large
deformation, strong shock wake, solid mechanics and was developed by the
Sandia National Laboratories. CTH models multi-phase, elastic viscoplastic,
porous and explosive materials on 3-D and 2-D rectangular grids, as well as 1-D
rectilinear, cylindrical and spherical meshes.

GAMESS: Developed by the Gordon research group at Iowa State University,
GAMESS computes ab initio molecular quantum chemistry.

HYCOM: HYCOM models all of the world’s oceans as one global body of water at
a resolution of one-fourth of a degree measured at the Equator. It was developed
by the Naval Research Laboratory, Los Alamos National Laboratory and the
University of Miami.

LAMMPS: Developed by the Sandia National Laboratories, LAMMPS is gen-
erally used as a parallel particle simulator for particles at the mesoscale or
continuum levels.

OOCORE: An out-of-core matrix solver, OOCORE was developed by the
SCALAPACK group at the University of Tennessee at Knoxville. OOCORE
has been included in past benchmark suites and is typically I/O bound.

OVERFLOW: NASALangley and NASAAmes developed OVERFLOW to solve
CFD equations on a set of overlapped, adaptive grids, so that the resolution
near an obstacle is higher than that near other portions of the scene. With
this approach, computations of both laminar and turbulent fluid flows over
geometrically complex non-stationary boundaries can be solved.

WRF: A weather forecasting model that uses multiple dynamical cores and a 3-D
variational data assimilation system with the ability to scale to many processors.
WRF was developed by a partnership between the National Center for Atmo-
spheric Research, the National Oceanic andAtmosphericAdministration, theAir
Force Weather Agency, the Naval Research Laboratory, Oklahoma University
and the Federal Aviation Administration.

These eight applications were each run multiple times with a variety of processor
counts ranging from 16 to 384 on the HPC systems summarized in Table I. Each
application was run using the DoD ‘standard’ input set. Each application was run on
no fewer than 10, and no more than 19, of the machines. Sometimes applications were
not run on particular machines with particular processor counts either because those
systems lacked the required number of processors or because the amount of main
memory was insufficient. But, more generally, the examples in this chapter were
meant to reflect real-world conditions and, in the real-world, it is not unusual for
timings that have been collected at different times on different machines by different
people to be incomplete in this way.

At a minimum, for each run, the end-to-end runtime was collected. This is the
cheapest data to collect and is the only information used by the methods discussed in
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Section 5. However, in some cases trace information was also collected and used, in
varying levels of detail, for the methods described in Sections 6 and 7.

In addition to counting the number of FLOPS and memory accesses, some of
the methods required partitioning the memory accesses between strided and random
accesses. Since there is a standard understanding of what it means to count the total
number of memory accesses in an application, but not of what it means to partition
memory accesses into strided and random accesses, a little more detail is presented
on how this was done.

These examples categorize memory accesses by using the Metasim tracer [8],
which partitions the code for an application into non-overlapping basic blocks. Each
block is then categorized as exhibiting either primarily strided or primarily random
behavior using both dynamic and static analysis techniques. For the examples in
this chapter, if either method classifies the block as containing at least 10% random
accesses, all memory accesses in that block are counted as random. While the number
10% is somewhat arbitrary, it is based on the observation that on many machines the
sustainable bandwidth of random accesses is less than the sustainable bandwidth of
strided accesses by an order of magnitude.

The dynamic method for determining if a block exhibits primarily random or strided
behavior uses a trace of the memory accesses in each basic block and considers each
access to be strided if there has been an access to a sufficiently nearby memory
location within some small number of immediately preceding memory accesses. The
advantage of a dynamic approach is that every memory access is evaluated, so nothing
is overlooked. The disadvantage is that the number of preceding accesses considered
must be chosen carefully. If the size is too small, some strided accesses may be
misclassified as random. If the size is too large, the process becomes too expensive
computationally. In contrast, the static analysis method searches for strided references
based on an analysis of dependencies in the assembly code. Static analysis is less
expensive than dynamic analysis and also avoids the potential for misclassifying
accesses due to a window size that is too small. On the other hand, static analysis
may miss some strided accesses because of the difficulty of analysing some types
of indirect accesses. Since the two types of analysis are predisposed to misclassify
different types of strided accesses as random, both methods are applied and an access
is considered to be strided if either method classifies it as such.

5. Using End-to-End Runtimes

If the only information available for the applications are end-to-end runtimes on
some set of machines, then the weights in Equation 1 can be estimated by find-
ing w in the equation M × w = P, where M is a matrix containing the benchmark
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measurements for a set of machines. Written out in matrix form, the equation looks
as follows:⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

m1,1 ... m1,b

m2,1 ... m2,b

m3,1 ... m3,b

. .

. ... .

. .
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⎞
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...

wb

⎞
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=

⎛
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p2

p3

.

.

.

pn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3)

Again, the matrix M contains all the benchmark measurements on all the machines.
Each row represents a single machine and each column a particular benchmark. Hence,
for the M in Equation 3, there are benchmark measurements for b resources on n

machines. The vector P contains the end-to-end, measured runtimes for the target
application on the n machines in M. (Note the assumption that each of these times
was gathered running on the same number of processors, on the same input.) Further-
more, in addition to assuming that the linear model described in Section 3.2 holds,
the assumption is also made that the weight vector w varies relatively little across
machines. Obviously, this is a simplifying assumption which affects the accuracy of
the predictions; the techniques in Section 6 relax this assumption.

Some basic preprocessing is done before proceeding with any of the techniques
described here. First, since all measurements must be in the same units, the inverse of
all non-latency measurements (e.g., FLOPS, memory and network bandwidths) must
be used. Next, the measurements in M are normalized by scaling the columns of M so
that the largest entry in each column is 1. This allows us to weigh different operations
similarly, despite the fact that the cost of different types of operations can vary by
orders of magnitude (e.g., network latency versus time to access the L1 cache).

After the preprocessing step, the weights for the benchmark measurements can be
estimated by finding the ‘best’w in M × w = P (Equation 3). If n < b, then the system
is underdetermined and there is not enough data to choose a single ‘best’ value for
w. As a result, this technique assumes that n ≥ b. Since this means that equality in
Equation 3 may not be achievable, the metric for evaluating the quality of any given
value of w must be specified.

Finally, having obtained w, it can be used to make predictions for a new set
of machines which have benchmark measurements captured in a matrix Mnew.
The runtime prediction for the application on the new set of machines is then
Pnew = Mnew × w. Machine ranking can be done on the new machines by sorting
their respective application runtimes in Pnew.
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5.1 Basic Least Squares
Perhaps the most natural way to find w is by using a least squares regression, also

known as solving the least squares problem, which computes the w that minimizes
the 2-norm of the residual r = P − M × w.

With this technique, the entire set of machine benchmarks given in Table II, also
referred to here in this chapter as ‘the full basis set’, is used. This set consists of:

< [FLOPS], L1(s), L2(s), L3(s),MM(s), L1(r), L2(r), L3(r),

MM(r), NWbw, NWlat>

FLOPS is given in brackets because sometimes it is included in the full basis set
and sometimes not. The distinction should always be clear from the context.

5.1.1 Results for Performance Prediction
The results shown in Table III were computed using a tool that reads the bench-

mark data and application runtimes for a set of machines and performs the above
analysis [25]. Because of the requirement that the number of machines be no less
than the number of machine benchmarks, some entries in the table could not be
computed.

Using just the MAPS and Netbench measurements, the performance predictions are
worse than those obtained using FLOPS alone. However, using a combination of the
FLOPS, MAPS and Netbench measurements provides generally better performance

Table III
Average Absolute Relative Error for TI-06

Applications Using FLOPS, the Full MAPS +
Netbench Set and the Full FLOP + MAPS +

Netbench Set

FLOPS MAPS + FLOPS + MAPS +
Netbench Netbench

avus 73.9 213.4 –
cth 61.2 64.8 59.2
gamess 72.6 – –
hycomm 67.6 70.8 –
lammps 58.4 54.3 84.8
oocore 62.9 33.3 40.2
overflow 74.8 23.2 28.6
wrf 58.2 69.6 45.2
Average 66.2 72.4 51.6
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Table IV
Average Number of Thresholded Inversions for

TI-06 Applications Using FLOPS, the Full
MAPS + Netbench Set and the Reduced

MAPS + Netbench Set. (α = .01 and β = .001)

FLOPS MAPS + FLOPS + MAPS +
Netbench Netbench

cth 2.9 – –
lammps 2.9 3.6 –
oocore 3.1 3.1 2.9
overflow 3.3 2.2 2.2
wrf 3 3.6 –
Average 3.0 3.2 2.6

predictions than using FLOPS alone. But regardless of the set of benchmarks used,
the performance predictions are poor, with average errors ranging from 51.6% to
72.4%.

5.1.2 Results for Ranking
The least-squares performance prediction method can be extended to make pre-

dictions for several machines at a time and then to rank the machines based on the
predicted performance using the methodology described in Section 3.4.

In Table IV, the average number of thresholded inversions is reported. For each
entry, 5 machines are chosen at random for ranking; hence the maximum number of
inversions is 10.

Use of the MAPS and Netbench measurements provides more thresholded inver-
sions in these tests than the use of the FLOPS alone, similar to the results for
performance prediction, which were worse. However, when FLOPS was included
with the MAPS and Netbench measurements, not only did the accuracy of the perfor-
mance predictions generally improve, but the rankings also became more accurate.
Taken together, this suggests that FLOPS cannot be completely ignored for accurate
performance predictions.

5.2 Least Squares with Basis Reduction
One drawback of applying least squares in such a straightforward way to solve

Equation 3 is that the benchmark measurements may not be orthogonal. In other
words, if M contains several benchmarks whose measurements are highly correlated,
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the redundant information may have an unexpected effect on the accuracy of predicted
runtimes on new systems.

This redundant information can be removed using the method of basis
reduction [25]. After computing the correlations of all pairs of benchmark measure-
ments across all the machines in M, highly correlated pairs are identified and one
of each pair is dropped. For the purposes of this chapter, pairs are considered to be
highly correlated if the correlation coefficient between them is greater than 0.8 or
less than −0.8.

In the cross-validation tests, basis reduction is run on M after the inverse of non-
latency measurements is taken, but before the columns are normalized. M is reduced
to Mr, where Mr has equal or fewer columns than M, depending on the correlation
coefficients of the columns in M. From here, Mr is normalized and the cross-validation
tests are conducted in the same way as before, using Mr instead of M.

5.2.1 Results for Prediction
Since the applications were run on subsets of the single set of 20 machines, basis

reduction was run on all machines, instead of for each application’s set of machines.
Recall that the full basis set consisted of the following:

< [FLOPS], L1(s), L2(s), L3(s), MM(s), L1(r), L2(r), L3(r),

MM(r), NWbw, NWlat>

On the machines in Table I, measurements for strided access to L1 and L2 caches
were highly correlated, and only L1-strided bandwidths were kept. In addition, both
strided access to L3 cache and main memory along with random access to L3 cache
and main memory were highly correlated, and only main memory measurements were
kept. The correlation between L3 cache and main memory is not surprising since not
all of the systems have L3 caches. As a result, when the human expert looked at the
MAPS plot (as described in Section 4.1) and had to identify a particular region as
representing the L3 cache, the region chosen tended to have very similar behavior to
that of the region identified for the main memory.

While different combinations of eliminated measurements were tested, in practice
different combinations led to only minor differences in the results. As a result, the first
predictor in each highly correlated pair was always dropped. This led to a reduced
basis set consisting of:

< [FLOPS], L1(s), MM(s), L1(r), L2(r), MM(r), NWbw, NWlat>

Note that, in addition to using just the MAPS and Netbench measurements, the
FLOPS measurement was also included in the full basis set. FLOPS was not correlated
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Table V
Average Absolute Relative Prediction Error for TI-06

Applications Using FLOPS, the Full MAPS + Netbench Set With and
Without FLOPS and the Reduced MAPS + Netbench Set With and

Without FLOPS

FLOPS MAPS + Netbench FLOPS + MAPS + Netbench

Full Reduced Full Reduced

avus 73.9 213.4 43.5 – 60.4
cth 61.2 64.8 36.0 59.2 33.4
gamess 72.6 – 55.0 – 35.2
hycomm 67.6 70.8 60.4 – 58.4
lammps 58.4 54.3 32.4 84.8 34.6
oocore 62.9 33.3 24.0 40.2 27.4
overflow 74.8 23.2 27.9 28.6 31.9
wrf 58.2 69.6 17.4 45.2 16.6
Average 66.2 72.4 37.1 51.6 42.4

with any of the other measurements, and so its inclusion had no effect on whether
other metrics were included in the reduced basis set.

Table V presents the prediction results using the least squares solver (results in bold
are the most accurate predictions in their row). Reducing the full set of measurements
helps provide more accurate performance predictions for all applications with and
without including FLOPS in the basis set.

5.2.2 Results for Ranking
The average number of inversions for each application is presented in Table VI.

The table shows that use of FLOPS alone provides the best ranking only for CTH.
Although the use of the reduced FLOPS, MAPS and Netbench basis set did not
provide better performance predictions, it provides the best rankings, on average, for
the systems. Moreover, whether or not FLOPS is included in the full basis set, after
basis reduction the reduced basis set always provides more accurate rankings than
the full one.

Table VII shows the effects on the number of inversions as α and β are varied.
This is only shown for the case where the MAPS and Netbench measurements, not
including FLOPS, are used. As α and β increases, larger variances in the collected
runtimes and benchmark measurements are considered insignificant. As a result, the
number of thresholded inversions declines. Nonetheless, when averaged over all the
applications, the reduced basis set always provides more accurate rankings compared
with FLOPS alone or the full basis set.
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Table VI
Average Number of Thresholded Inversions for TI-06 Applications

Using FLOPS, the Full MAPS + Netbench Set and the Reduced
MAPS + Netbench Set. (α = .01 and β = .001)

FLOPS MAPS + Netbench FLOPS + MAPS + Netbench

Full Reduced Full Reduced

cth 2.9 – 3.2 – 3.4
lammps 2.9 3.6 3.1 – 2.8
oocore 3.1 3.1 2.4 2.9 2.4
overflow 3.3 2.2 2.1 2.2 2.0
wrf 3.0 3.6 1.9 – 1.8
Average 3.0 3.2 2.6 2.6 2.5

Table VII
The Number of Thresholded Inversions, Averaged Over all

Applications, with Different Values of α and β for the TI-06
Applications using the MAPS and Netbench Benchmarks

(α, β) (.01, .001) (.1, .01) (.2, .02) (.5, .05)

FLOPS 3.0 2.5 2.2 1.7
Full basis set 3.2 2.9 2.8 2.3
Reduced basis set 2.6 2.3 2.1 1.6

5.3 Linear Programming
In [41] a method that uses linear programming to solve Equation 1 is described. This

method uses no more benchmark or application information than the least squares
methods described previously, but it adds the ability to incorporate human judgement
and so demonstrates the impact that expert input can have.

The basic idea is to add a parameter γ to Equation 1 so that it is changed from:

P ≈ m1w1 + m2w2 + m3w3, (4)

to:

P(1 − γ) ≥ m1w1 + m2w2 + m3w3 (5)

P(1 + γ) ≤ m1w1 + m2w2 + m3w3. (6)

The goal is to find non-negative weights w that satisfy the above constraints, while
keeping γ small. When some constraints are determined to be difficult to satisfy, a
human expert can decide that either the end-to-end application runtime measurement,
or the benchmark measurements, are suspect and can simply eliminate that machine
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and the corresponding two constraints. Alternatively, the decision could be made
to rerun the application and/or benchmarks in the hopes of getting more accurate
measurements.

5.3.1 Results
The linear programming method tries to find the weights that best fit the entries in

M and P under the same assumptions as with the least squares methods. However,
with human intervention, it can also identify entries in M and P that seem to be
suspect and either ignore or correct them.

On the set of test data used here, a few runtimes and benchmark measurements were
found to be suspect. After correcting those errors, the linear programming method
was run again, giving the overall results presented in Table VIII. The fact that these
predictions are so much more accurate than those in Table V using the least squares

Table VIII
Average Absolute Error Over all

Applications Using Linear Programming
for Performance Prediction. The Systems

are Identified by a Combination of the
Department of Defense Computer Center,

the Computer Manufacturer, and the
Processor Type

Systems Average Error

ASC_SGI_Altix 8%
SDSC_IBM_IA64 –
ARL_IBM_Opteron 8%
ARL_IBM_P3 4%
MHPCC_IBM_P3 6%
NAVO_IBM_P3 6%
NAVO_IBM_p655(Big) 6%
NAVO_IBM_p655 (Sml) 5%
ARSC_IBM_p655 2%
MHPCC_IBM_p690 7%
NAVO_IBM_p690 9%
ARL_IBM_p690 6%
ERDC_HP_SC40 8%
ASC_HP_SC45 4%
ERDC_HP_SC45 6%
ARSC_Cray_X1 5%
ERDC_Cray_X1 3%
AHPCRC_Cray_X1E –
ARL_LNX_Xeon (3.06) 8%
ARL_LNX_Xeon (3.6) 8%
Overall Average Error 6%
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method reflects the power of allowing a human expert to examine the results and
to eliminate (or to rerun and recollect) suspicious benchmark measurements and
application runtimes. Significantly more detail and analysis can be found in [41].

5.4 Discussion
A simple approach for obtaining benchmark weights is to use least squares. Using

this method is quick and simple, assuming that end-to-end runtimes of the application
on different machines, along with the results of simple machine benchmarks, are
available. Although the accuracy of the performance prediction (at best a relative
error of 37% averaged over all TI-06 applications) may be insufficient for scenarios
such as a queue scheduler, they are accurate relative to each other and so can be useful
for ranking a set of machines.

Simply using the full set of benchmark measurements is not the best approach for
the least squares method. For example, when using the full set of MAPS and Netbench
measurements, the average relative error for predictions was as high as 72.4%, and
there were an average of 3.2 thresholded inversions when a set of 5 systems was
ranked. But, once the full set of measurements were reduced using basis reduction
to an orthogonal set, the performance predictions improved to an average relative
error of 37% and the thresholded inversions reduced to an average of 2.6. In all cases
but one, use of the reduced set of benchmark measurements for making performance
predictions and ranking systems is better than the use of FLOPS alone. The only
exception to this is ranking systems for CTH.

The combination of MAPS and Netbench measurements with and without FLOPS
show similar performance: the performance predictions are better by 5% when FLOPS
are not included in the set. Although the average number of thresholded inversions
are lower when FLOPS is included in the set, the difference between the two is quite
small.

The linear programming method used exactly the same information about the
machines and the applications as the least squares methods, but added the ability
to factor in human expertise. This improved the results significantly, indicating the
power of having access to human expertise (in this case, the ability to throw out results
judged to be due to errors in either the benchmark measurements or the measured
application runtimes).

6. Using BasicTrace Data

As noted previously, different applications with the same execution time on a given
machine may stress different system components.As a result, applications may derive
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varying levels of benefit from improvements to any single system component. The
techniques described in Section 5 do not take this into consideration.

In contrast, this section discusses some techniques that incorporate more
application-specific information, in particular the lightweight trace data described
in Section 4.2. Note that the types of traces used are considerably cheaper than those
used for the cycle-accurate simulations described in Section 2.4.

6.1 Predicting Performance
In [41] the authors describe methods for performance prediction that assume that

both M and w in Equation 3 are known, but the operation for combining them is
significantly more complex than matrix multiplication. In addition, whereas M is
determined as before, w is determined by tracing the application. Most notably, w

is allowed to vary depending on the system. To keep costs down, the application
is only traced on a single system, but the data collected (summarized in Fig. 5)

Fig. 5. Data collected on each basic block using the MetaSim Tracer.
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Table IX
Absolute Error Averaged Over All

Applications

Systems Average Error

ARL_IBM_Opteron 11%
NAVO_IBM_P3 7%
NAVO_IBM_p655 (Big) 6%
ARSC_IBM_p655 4%
MHPCC_IBM_p690 8%
NAVO_IBM_p690 18%
ASC_HP_SC45 7%
ERDC_HP_SC45 9%
ARL_LNX_Xeon (3.6) 5%
Overall Average Error 8%

Table X
Sum of the Number of Thresholded Inversions for All Applications and

Numbers of Processors, for Each of the Nine Performance-Prediction
Strategies Described in [7]

Methodology (case #) 1 2 3 4 5 6 7 8 9
# Thresh. inversions 165 86 115 165 76 53 55 44 44

is then simulated on other systems of interest in order to generate w for those
other machines.

A detailed description of the technique can be found in [41]; here it suffices to note
simply that the results they attained (presented in Table IX) are quite accurate, with
an average absolute error of below 10%.

6.2 Ranking
As in Section 5, once performance predictions have been made for each system,

the times can be used to generate a machine ranking. In [7] the quality of performance
predictions using 9 methodologies of different sophistications are evaluated. Using
the methodologies and the data from [7], Table X gives the summed number of
thresholded inversions in the predicted runtimes.

The first 3 cases should produce rankings that are equivalent to rankings based on
only FLOPS, only the bandwidth of strided accesses to main memory and only the
bandwidth of random accesses to main memory, respectively. The ranking based on
the bandwidth of strided access to main memory is the best of these three.As expected
from the description in [7], the first and fourth cases produce equivalent rankings.
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Case 5 is similar to a ranking based on a combination of FLOPS and the bandwidth
of strided and random accesses to memory. Case 6 is similar to Case 5, but with a
different method for partitioning between strided and random accesses. Table X shows
that both of these rankings are significantly better than those produced by the first four
cases. As the rankings in these cases are application dependent, it is not surprising
that they outperform the application-independent rankings discussed in Section 7.

Cases 7 through 9 use more sophisticated performance-prediction techniques.
These calculations consider combinations of FLOPS, MAPS memory bandwidths
(case 7), Netbench network measurements (case 8) and loop and control flow depen-
dencies for memory operations (case 9). As expected, they result in more accurate
rankings.

6.3 Discussion
Although the methods in this section do not use any information about the actual

end-to-end runtimes of an application across a set of machines, the trace information
that these methods employ instead allows them to achieve high accuracy. This repre-
sents another point on the trade-off line between accuracy and expense/complexity.
As with the other, more detailed, model-based methods summarized in Section 2,
this approach constructs an overall application performance model from many
small models of each basic block and communications event. This model can then
be used to understand where most of the time is spent and where tuning efforts
should be directed. The methods described in Section 5 do not provide such detailed
guidance.

Furthermore, generating more accurate predictions using these methods also gives
improved (application dependent) machine rankings.

7. Application-Independent Rankings

Thus far, the techniques discussed have focussed on application-specific perfor-
mance prediction and rankings. When it comes to ranking machines, this means one
is given a set of machines and a specific application, and the goal is to predict which
of those machines will execute the application fastest. However, there is also interest
in application-independent rankings (e.g., the Top 500 list [45]), in which a set of
machines is ranked and the general expectation is that the machine ranked, say, third,
will execute most applications faster than the machine ranked, say, tenth.

The Top 500 list ranks supercomputers based solely on their performance on the
Linpack benchmark, which essentially measures FLOPS. This section studies whether
it is possible to improve on that ranking and what is the cost of doing so.
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7.1 Rankings Using Only Machine Metrics
With the metric described in Section 3.4 for evaluating the quality of a ranking,

it is possible to evaluate objectively how FLOPS is compared with other machine
benchmarks as a way for generating machine rankings. All rankings in this section
are tested on the set of applications described in Section 4.2, run on subsets of the
machines described in Section 4.1.

The first experiment considers the quality of rankings generated by the machine
benchmarks summarized in Table II: bandwidth of strided and random accesses to
L1 cache, bandwidth of strided and random accesses to L2 cache, bandwidth of
strided and random accesses to main memory, interprocessor network bandwidth,
interprocessor network latency and peak FLOPS.

Table XI sums the number of thresholded inversions over all the applications and
all the processor counts on which each was run. Because each application is run on
a different set of processor counts and not every application has been run on every
machine, the numbers in Table XI should not be compared across applications, but
only on an application-by-application basis, across the rankings by different machine
characteristics.

The last row of Table XI shows that the bandwidth of strided accesses to main
memory provides the single best overall ranking, with 309 total thresholded inversions
(in contrast, there is also a machine ranking that generates over 2000 thresholded
inversions on this data). The ranking generated by the bandwidth of random accesses
to L1 cache is a close second; however, it is also evident that there is no single ranking
that is optimal for all applications. Although the bandwidth of strided accesses to

Table XI
Sum of the Number of Thresholded Inversions (α = .01 and β = .001) for All Processor
Counts for Each Application. The Smallest Number (Representing the Best Metric) for
Each Application is Given in Bold. The Last Row is a Sum of Each Column and Gives a

Single Number Representing the Overall Quality of the Ranking Produced using that
Machine Characteristic

Metric L1(s) L1(r) L2(s) L2(r) MM(s) MM(r) 1/NW lat NW bw FLOPS

avus 51 26 44 42 1 61 19 30 22
cth 32 18 30 82 21 117 63 37 35
gamess 25 16 40 55 48 76 65 35 25
hycom 26 10 26 83 17 126 65 28 35
lammps 136 107 133 93 80 157 95 116 68
oocore 44 31 56 71 61 91 75 50 52
overflow 71 39 79 91 47 104 108 81 44
wrf 99 63 92 134 34 203 103 83 60
overall sum 484 310 500 651 309 935 593 460 341
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main memory is nearly perfect for avus and does very well on hycom, wrf and
cth, it is outperformed by the bandwidth of both strided and random accesses to
L1 cache for ranking performance on gamess. One interpretation of the data is that
these applications fall into three categories:

• codes dominated by time to perform floating-point operations,

• codes dominated by time to access main memory,

• and codes dominated by time to access L1 cache.

With 20 machines, there are 20! possible distinct rankings. Searching through the
subspace of ‘feasible’ rankings reveals one that gives only 195 inversions (although
this number cannot be directly compared with those in Table XI since the parameter
values used were α = .01 and β = 0). In this optimal ranking the SDSC Itanium
cluster TeraGrid was predicted to be the fastest machine. However, across all of the
benchmarks, the Itanium is only the fastest for the metric of bandwidth of random
access to main memory – and Table XI shows using random access to main memory
alone to be the poorest of the single-characteristic ranking metrics examined. This
conundrum suggests trying more sophisticated ranking heuristics.

Testing various simple combinations of machine metrics — for example, the ratio
of flops to the bandwidth of both strided and random accesses to different levels of
the memory hierarchy — gave rankings that were generally significantly worse than
the ranking based solely on the bandwidth of strided accesses to main memory. This
suggests a need to incorporate more information.

7.2 Rankings Incorporating Application
Characteristics

As in Section 6, one might try improving the rankings by incorporating applica-
tion characteristics and using those characteristics to weight the measured machine
characteristics. However, in order to generate a single application-independent
ranking, this requires either choosing a single representative application, or using
values that represent an ‘average’ application. This section considers the former
approach.

Since the goal is to use as little information as possible, the first example pre-
sented uses only the number of memory accesses m and the number of floating-point
operations f . Recall that the goal is an application-independent ranking, so while we
evaluate the rankings generated by each of the applications, only the best result over
all the applications is reported. In other words, this is the result of taking the charac-
teristics of a single application and using it to generate a ranking of the machines that
is evaluated for all the applications in the test suite.
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If a memory reference consists of 8 bytes, m and f can be used in a natural way
by computing the following number for each machine mi:

ri = 8m

bw_mem(i)
+ f

flops(i)
. (7)

Within Equation 7, m (and f ) could be either the average number of memory accesses
over all the processors, or the maximum number of memory accesses over all the
processors. In addition, bw_mem can be the strided or random bandwidth of accesses
to any level of the memory hierarchy.

Using the bandwidth of strided accesses to main memory for bw_mem, regardless
of whether the average or the maximum counts for m and f are used, leads to a
ranking that is identical to a ranking based only on the bandwidth of strided accesses
to main memory. Since the increase in memory bandwidth has not kept pace with the
increase in processor speed, it is not surprising that the memory term in Equation 7
overwhelms the processor term. The effect would be even greater if the bandwidth
of random accesses to main memory for bw_mem(i) was used, since the disparity
between the magnitude of the two terms would be even greater. Moreover, using the
measurement that has the fastest access time of all levels of the memory hierarchy,
bandwidth of strided accesses to L1, for bw_mem in Equation 7 results in a ranking
that is independent of f .

This suggests a model that accommodates more detail about the application, per-
haps by partitioning the memory accesses. One possibility would be to partition m

into m = ml1 + ml2 + ml3 + mmm, where ml1 is the number of accesses that hit in
the L1 cache, and so on. Another is to partition m into m = m1 + mr, where m1 is
the number of strided accesses and mr is the number of random accesses to mem-
ory. Partitioning into levels of the hierarchy is dependent on the architecture chosen,
which suggests trying the latter strategy (using the technique described in Section 4
to partition the memory accesses).

Once the m memory accesses are partitioned into random (mr) and strided (m1),
Equation 8 can be used to compute the numbers r1, r2, . . . , rn from which the ranking
is generated:

ri = 8m1

bw_mem1(i)
+ 8mr

bw_memr(i)
+ f

flops(i)
. (8)

Note that there is again a choice to be made regarding what to use for bw_mem1 and
bw_memr. There are several options including: using the bandwidths of strided and
random accesses to main memory; the bandwidths of strided and random accesses
to L1 cache; or considering the data in Table XI, the bandwidth of strided access to
main memory and of random access to L1 cache. Furthermore, since the goal is a
single, fixed ranking that can be applied to all applications, a choice also has to made
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Table XII
Sum of the Number of Thresholded Inversions

for All Numbers of Processors for Each
Application, with α = .01 and β = .001. The
Smallest Number (Representing the Best

Metric) for Each Application is Given in Bold

Metric l1(1,r) mm(1,r) mm(1), l1(r)

avus 12 21 9
cth 14 80 9
gamess 16 77 26
hycom 2 44 2
lamps 107 148 81
oocore 31 100 44
overflow2 34 78 34
wrf 63 158 44
overall sum 279 706 249

about which application’s m1, mr, and f are to be used for generating the ranking. In
theory, one could also ask what processor count of which application to use for the
ranking; in practice, performance of these tasks take time, and so m1 and mr counts
were only gathered for one processor count per application.

Table XII shows the results of these experiments. Each column shows the number
of thresholded inversions for each of the 8 applications using the specified choice of
strided and random access bandwidths. In each column, the results use the application
whose m1, mr, and f led to the smallest number of inversions for all other applications.
When using the random and strided bandwidths to L1 cache, the most accurate ranking
was generated using overflow2; when using the bandwidths to main memory, the best
application was oocore; and when using a combination of L1 and main memory
bandwidths, avus and hycom generated equally good rankings.

Comparison of the results in Table XII with those in Table XI reveals that partiti-
oning of the memory accesses is useful as long as the random accesses are considered
to hit in L1 cache. Using the bandwidth of random access to L1 cache alone did fairly
well, but the ranking is improved by incorporating the bandwidth of strided accesses
to L1 cache and is improved even more by incorporating the bandwidth of strided
accesses to main memory. When we use the bandwidth of accesses to main memory
only, the quality of the resulting order is between those of rankings based on the
bandwidth of random accesses and those based on the bandwidth of strided accesses
to main memory.

In [9] the authors discuss possible reasons why the combined metric based on
mm(1) and l1(r) works so well. One observation is that this may be representa-
tive of a more general fact: applications with a large memory footprint that have
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many strided accesses benefit from high bandwidth to main memory because the
whole cache line is used and prefetching further utilizes the full main memory
bandwidth. For many of these codes, main memory bandwidth is thus the limi-
ting performance factor. On the other hand, applications with many random accesses
waste most of the cache line and these accesses do not benefit from prefetching.
The performance of these codes is limited by the latency-hiding capabilities of the
machine’s cache, which is captured by measuring the bandwidth of random accesses to
L1 cache.

7.3 Discussion
Two things that might further improve on the ranking would be partitioning memory

accesses between the different levels of the memory hierarchy and allowing different
rankings based on the processor count. The two possibilities are not entirely indepen-
dent since running the same size problem on a larger number of processors means a
smaller working set on each processor and therefore different cache behaviors. How-
ever, allowing different rankings for different processor counts takes us away from the
original goal of finding a single fixed ranking that can be used as a general guideline.

This leaves partitioning memory accesses between the different levels of the
memory hierarchy. As noted previously, this requires either choosing a represen-
tative system or moving towards a more complex model that allows for predictions
that are specific to individual machines, as is done in [7, 30]. Therefore, given the
level of complexity needed for a ranking method that incorporates so much detail,
we simply observe that we achieved a ranking with about 28% more thresholded
inversions than the brute-force obtainable optimal ranking on our data set, without
resorting to anything more complex than partitioning each application’s memory
accesses into strided and random accesses. This represents a significant improvement
over the ranking based on FLOPS, which was about 75% worse than the optimal
ranking.

8. Conclusion

This chapter addressed two related issues of interest to various parties in the world
of supercomputing: performance prediction and machine ranking. The first is a long-
standing problem that has been studied extensively, reflected in part by the survey
of work in Section 2. The second, while not as well studied, is still of interest both
when the goal is a machine ranking for a particular application, and when the goal is
a more general application-independent ranking.
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To illustrate the trade-offs between accuracy and effort that are inherent in any
approach, one framework for both prediction and ranking is presented. The main
assumption in this framework is that simple benchmarks can be run (or accurately
estimated) on all systems of interest. Then, several variations within the framework
are examined: ones that use only end-to-end runtimes for an application on any set of
machines (Section 5), and those that also employ basic trace data about an application
(Section 6). Using trace data is more expensive and, not surprisingly, gives signifi-
cantly more accurate predictions than a completely automatic method that is based
on least squares and uses only end-to-end runtimes. However, a linear program-
ming method that also only uses end-to-end runtimes can partially compensate by
allowing human expert intervention. Finally, in Section 7 the question of application-
independent machine rankings is addressed, again within the same framework. Once
again, reasonable results can be obtained using only the results of simple benchmark
measurements, but the results can be improved by incorporating limited application
trace information.
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Abstract
Simulation of industry-standard benchmarks is extremely time-consuming. Sam-
pled processor simulation speeds up the simulation by several orders of magnitude
by simulating a limited number of sampling units rather than the execution of the
entire program.

This work presents a survey on sampled processor simulation and discusses
solutions to the three major challenges to sampled processor simulation: how
to choose representative sampling units; how to establish efficiently a sampling
unit’s architecture starting image; and how to efficiently establish an accurate
sampling unit’s microarchitecture starting image.
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1. Introduction

Designing of a microprocessor is extremely time-consuming and takes several
years to complete (up to seven years, [72]). This is partly attributed to the fact that
computer designers and architects heavily rely on simulation tools for exploring the
huge microprocessor design space. These simulation tools are at least three or four
orders of magnitude slower than real hardware. In addition, architects and design-
ers use long-running benchmarks that are built after real-life applications; today’s
industry-standard benchmarks such as SPEC CPU have several hundreds of billions
of dynamically executed instructions. The end result is that the simulation of a single
benchmark can take days to weeks, which in this case involves the simulation of only
a single microarchitecture configuration. As a result, the exploration of a huge design
space in order to find an optimal trade-off between design metrics of interest—such as
performance, cost, power consumption, temperature, and reliability—is impossible
through detailed simulation.

This is a well-recognized problem and several researchers have proposed solu-
tions for it. The reduced input sets as proposed by KleinOsowski and Lilja [53] and
Eeckhout et al. [33] strive at reducing simulation time by reducing the dynamic
instruction count of benchmarks by providing reduced inputs. The challenge in build-
ing these reduced inputs is to reduce the dynamic instruction count without affecting
the overall performance characteristics compared to the reference inputs. Analytical
models as proposed by Sorin et al. [99], Karkhanis and Smith [50,51], Lee and Brooks
[65] and Ipek et al. [45] present themselves as a number of simple equations, typically
in an algebraic form. The inputs to these models are program characteristics and a
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microarchitecture configuration description; the output is a performance prediction.
The main benefit of these analytical models is that they are intuitive, insightful and
extremely fast to use. These models enable chief architects to make high-level design
decisions in a limited amount of time early in the design cycle. Statistical simula-
tion as described by Eeckhout et al. [27, 31], Nussbaum and Smith [81, 82], Oskin
et al. [83], Genbrugge and Eeckhout [37], and Bell, Jr. and John [8] is a recently
proposed approach to make quick performance estimates. Statistical simulation char-
acterizes a benchmark execution in terms of a number of key performance metrics,
and these performance metrics are subsequently used to generate a synthetic trace or
benchmark; the synthetic trace or benchmark then serves as a proxy for the original
program. Another approach is to parallelize the simulator engine and take advantage
by running the parallelized simulator on existing multithreaded and multiprocessor
hardware, as proposed by Reinhardt et al. [91]. Recent work in this area focuses on
speeding up of the simulation through hardware acceleration as proposed by Penry
et al. [85], Chiou et al. [16,17] and the Research Acceleration for Multiple Processor
(RAMP) project by Arvind et al. [2].

Yet another approach, namely, sampled simulation, which is the topic of this survey,
only simulates a limited number of well-chosen sampling units, i.e., instead of simu-
lating the entire instruction stream as executed by the program, only a small number of
sampling units are simulated in full detail. This leads to dramatic simulation speedups
compared to the detailed simulation of entire benchmarks, reducing weeks of simu-
lation to just a few minutes, with performance prediction errors on the order of only
a few percentages compared to entire benchmark simulation.

To achieve these spectacular improvements in simulation speed with high accuracy,
there are three major challenges to be addressed. The sampling units should provide
an accurate and representative picture of the entire program execution. Second, the
architecture state (registers and memory) needs to be established as fast as possible
so that the sampled simulation can quickly jump from one sampling unit to the next.
Third, the microarchitecture state (caches, branch predictor, processor core structures,
etc.) at the beginning of a sampling unit should be as accurate as possible and should
be very close to the microarchitecture state should the whole dynamic instruction
stream prior to the sampling unit be simulated in detail. Addressing all of these
challenges in an accurate and efficient manner is far from trivial. In fact, researchers
have been studying this area for over 15 years, and it is only until recently that
researchers have been capable of achieving dramatic simulation time savings with
high accuracy.

The objective of this work is to provide a survey on sampled processor simulation.
Such a survey is feasible given that it is a well-studied research topic, and in addition,
is a very popular simulation speedup approach; in fact, it probably is the most widely
used simulation acceleration approach to date. This survey paper describes solutions
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to the sampled processor simulation challenges as outlined above and could serve as
a work of reference for researchers working in this area, or for practitioners looking
for implementing state-of-the-art sampled simulation techniques.

2. Trace-Driven versus Execution-Driven
Simulation

Before detailing on sampled processor simulation, we first revisit five com-
monly used architectural simulation methodologies: functional simulation, special-
ized trace-driven simulation, trace-driven simulation, execution-driven simulation
and full-system simulation.

Functional simulation is the simplest form of simulation and models the functional
behavior of an instruction set architecture (ISA). This means that instructions are
simulated one at a time by taking input operands and by computing output values.
In other words, a functional simulator basically is an ISA emulator. Functional sim-
ulation is extremely useful for determining whether a software program or operating
system is implemented correctly. Functional simulators are also extremely useful
for architectural simulation since these tools can generate instruction and address
traces which can be used by other tools in the design flow. A trace is a linear
sequence of instructions that a computer program produces when it gets executed.
The length of such a trace is called the dynamic instruction count of the application.
Examples of functional simulators and tracing tools are SimpleScalar’s sim-safe and
sim-fast as described by Burger and Austin [13] and Austin et al. [3], SHADE by
Cmelik and Keppel [18], and QPT by Larus [59].

Specialized cache and branch predictor simulators take instruction and address
traces as input and simulate cache behavior and branch prediction behavior in iso-
lation. The performance metric that these tools typically produce is a miss rate, or
the number of cache misses of branch mispredictions per access to the cache and to
the branch predictor. These tools are widely available, see for example cheetah by
Sugumar and Abraham [100], DineroIV by Edler and Hill [26], and cachesim5 by
Cmelik and Keppel [18].

Trace-driven simulation also takes as input instruction and address traces but sim-
ulates a complete microarchitecture in detail instead of isolated units. Since the
microarchitecture is modeled in a more or less cycle-accurate way, this kind of
simulation is also referred to as timing simulation. A trace-driven simulation method-
ology thus separates functional simulation from timing simulation. This approach
has the important benefit that functional simulation needs to be done only once,
whereas timing simulation has to be done multiple times to evaluate various processor
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configurations. This can reduce the total simulation time. An important disadvantage
of trace-driven simulation is that the traces need to be stored on disk. These traces can
be very long since the number of instructions that need to be stored in a trace file equals
the dynamic instruction count. For current applications, the dynamic instruction count
can be several hundreds of billions of instructions. For example, the dynamic instruc-
tion count for the industry-strength SPEC CPU2000 benchmark suite is in the range of
several hundreds of billions of instructions per benchmark; for SPEC CPU2006, the
dynamic instruction count is in the range of several trillions of instructions per bench-
mark. Storing these huge trace files might be impractical in some situations. However,
trace compression can reduce the required disk space, see for example Johnson et al.
[49] and Burtscher et al. [15]. Another disadvantage of trace-driven simulation is
of particular interest when contemporary superscalar microprocessors are modelled.
Superscalar microarchitectures predict the outcome of branches and speculatively
execute instructions along the predicted path. In case of a branch misprediction, the
speculatively executed instructions need to be nullified. These speculatively exe-
cuted instructions do not show up in a trace file and as such, do not get simulated in
a trace-driven simulator. These instructions, however, can have an impact on overall
performance because they require resources that need to be shared with instructions
along the correct path. Also, these speculatively executed instructions can result in
prefetching effects or cache contention; see Bechem et al. [6] and Mutlu et al. [77].

Execution-driven simulation is similar to trace-driven simulation but combines
functional simulation with timing simulation.As a consequence, trace files do not need
to be stored and speculatively executed instructions get simulated accurately. In recent
years, execution-driven simulation has become the method of choice. A well-known
and widely used execution-driven simulator is SimpleScalar’s out-of-order simulator
sim-outorder described by Burger andAustin [13] andAustin et al. [3]. This simulator
is widely used in computer architecture research in academia. Other execution-driven
simulators developed in academia are Rsim at Rice University by Hughes et al. [44],
SimOS at Stanford University by Rosenblum et al. [94], fMW at Carnegie Mellon
University by Bechem et al. [6], TFsim at the University of Wisconsin–Madison by
Mauer et al. [73], M5 at the University of Michigan at Ann Arbor by Binkert et al. [9],
Liberty at Princeton University by Vachharajani et al. [102], MicroLib at INRIA by
Perez et al. [89] and PTLsim at the State University of New York at Binghamton by
Yourst [120]. Companies have similar tools, for example, Asim described by Reilly
and Edmondson [90] and Emer et al. [35] and used by DEC, Compaq and Intel
design teams, and MET used by IBM and described by Moudgill [74] and Moudgill
et al. [75]. It should be noted that due to the fact that these simulators do model a
microarchitecture at a high abstraction level, discrepancies might occur when their
performance results are compared to those of real hardware; see for example Black
and Shen [10], Gibson et al. [38] and Desikan et al. [23].
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Full-system simulation refers to the simulation of the entire computer system, not
just the processor and the memory subsystem. Full-system simulation also models
input/output (I/O) activity and operating system (OS) activity and enables booting and
running of full-blown commercial operating systems within the simulator. To achieve
this, full-system simulation models processors, memory subsystems, interconnection
buses, network connections, graphics controllers and devices, and peripheral devices
such as disks, printers and SCSI/IDE/FC controllers. Not all workloads require the
complete details of full-system simulation though; for example, compute-intensive
applications such as the SPEC CPU benchmarks do not need full-system simulation
support. For other applications such as database and commercial workloads, it is
extremely important to consider I/O and OS activities. Well-known examples of full-
system simulators are SimOS by Rosenblum et al. [94], SimICs by Magnusson et al.
[71], SimNow by Bedichek [7] and Mambo by Bohrer et al. [11].

John and Eeckhout [48] and Yi and Lilja [119] sketch the broader context of simu-
lation technology and describe how simulation technology relates to benchmarking,
benchmark selection, experimental design, statistically rigorous data analysis, and
performance analysis on real hardware.

3. Sampled Simulation

Figure 1 illustrates the basic idea of sampled simulation: only a limited number
of sampling units from a complete benchmark execution are simulated in full detail.
We collectively refer to the selected sampling units as the sampled execution. The
instructions between two sampling units are part of the pre-sampling unit. Sampled
simulation reports only the performance of the instructions in the sampling units and
discards the instructions in the pre-sampling units, which is the source of the dramatic
improvement in performance: only the sampling units, which constitute only a small

sampling unit

pre-sampling unit

program execution

Fig. 1. Sampled processor simulation.
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fraction of the total dynamic instruction count, are simulated in a cycle-by-cycle
manner.

There are three major design issues with sampling:

(1) What sampling units to select? The problem is to select sampling units so
that the sampled execution provides an accurate and representative picture
of the complete execution of the program. As such, it is important that the
selection of sampling units is not limited only to the initialization phase of the
program execution. This is a manifestation of the more general observation
that a program goes through various phases of execution. Sampling should
reflect this, or, in other words, sampling units should be chosen in such a way
that all major phases are represented in the sampled execution.

(2) How to initialize the sampling units’architecture starting images?The sam-
pling unit’s Architecture Starting Image (ASI) is the architecture state (register
and memory content) needed to emulate accurately or simulate functionally
the sampling unit’s execution. This is not an issue for trace-driven simulation
because trace-driven simulation separates functional simulation from timing
simulation: there is no functional simulation involved when the timing simu-
lation is executed. In other words, the instructions in the pre-sampling unit can
simply be discarded from the trace, i.e., need not to be stored on disk. However,
for execution-driven simulation, it is not trivial to obtain the correct ASI in an
efficient manner.

(3) How to estimate accurately the sampling units’microarchitecture starting
images? The sampling unit’s Microarchitecture Starting Image (MSI) is the
microarchitecture state at the beginning of the sampling unit.This is well known
in the literature as the cold-start problem or the microarchitecture state warmup
problem. At the beginning of a sampling unit, the correct microarchitecture
state is unknown since the instructions preceding the sampling unit are not
simulated through cycle-by-cycle simulation.

All three issues outlined above have an important impact on the sampling
approach’s accuracy: the sampling units collectively should be representative of
the entire program execution; the ASIs should be correct to enable correct functional
simulation; and the MSIs should be as accurate as possible to achieve accurate perfor-
mance numbers per sampling unit. Also, all three issues have a substantial impact on
the sampling approach’s speed: selecting too many sampling units may not increase
accuracy but may unnecessarily prolong the overall simulation time; to obtain the
correct ASIs as well as to construct accurate MSIs under execution-driven simulation
in an efficient manner is a challenging task.

This work surveys approaches proposed by researchers to address these three design
issues. However, before doing so, we first discuss as to how the overall simulation
time is affected in sampled simulation.
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4. Simulation Speed

To get better insight into how these issues affect the speed of sampled simula-
tion, we refer to Figure 2. Sampled simulation involves three basic steps. The first
step is cold simulation in which the ASI is constructed. The traditional approach
for constructing the ASI under execution-driven simulation is to fast-forward, i.e.,
functionally simulate updating architecture state without updating microarchitecture
state. In case of trace-driven simulation, the instructions under cold simulation can
be discarded from the trace, i.e., need not be stored on disk. The second step is
warm simulation which, apart from maintaining the ASI, also estimates and estab-
lishes the MSI. This is typically done for large hardware structures such as caches,
TLBs and branch predictors. The warm simulation phase can be very long since
microarchitecture state can have an extremely long history. Under warm simula-
tion, no performance metrics are calculated. The third step is hot simulation which
involves the detailed processor simulation of the sampling unit while computing
performance metrics, e.g., calculating cache and branch predictor miss rates and
number of instructions retired per cycle. These three steps are repeated for each
sampling unit.

Obviously, cold simulation is faster than warm simulation, and warm simulation
is faster than hot simulation. Austin et al. [3] report simulation speeds for the various
simulation tools in the SimpleScalar ToolSet. They report that the functional simulator
sim-fast—to be used during cold simulation for building the ASI—attains a simu-
lation speed of 7 million instructions per second (MIPS). Warm simulation which is
a combination of functional simulation with specialized branch predictor and cache
hierarchy simulation, sim-bpred and sim-cache, attains a speed of approximately 3
MIPS. Hot simulation is the slowest form of simulation with a speed of 0.3 MIPS
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Fig. 2. Sampled processor simulation.
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using sim-outorder. Bose [12] reports similar (relative) simulation speed numbers
for the IBM design tools: functional simulation is at least one order of magnitude
faster than timing simulation.

These simulation speed numbers give us some insight into how sampled simula-
tion improves simulation speed compared with the simulation of entire benchmark
executions. The sampling units collectively represent a very small fraction of the
entire program execution, typically less than 1% or even around 0.1%. As such, only
a very small fraction of the entire program execution is simulated in full detail, at
the slowest simulation speed; the pre-sampling units are simulated at much faster
speeds. This results in simulation time speedups of at least one order of magnitude
compared with the detailed cycle-by-cycle processor simulation of entire benchmark
executions.

Although sampled simulation as outlined above achieves a simulation speedup
of one order of magnitude compared with entire benchmark simulation, this may
still not be fast enough to be used during design space exploration where multiple
design points of interest need to be simulated. For example, an entire benchmark
simulation that takes multiple weeks, still takes hours under sampled simulation.
Exploration of a huge design space for multiple benchmarks is still not feasible if a
single simulation takes hours. As such, it is important to further reduce the simulation
time under sampled simulation. This can be done by shortening the simulation time
spent in the cold and warm simulation phases, because under sampled simulation,
a considerable portion of the total simulation time is consumed in these simulation
phases.

ASI and MSI techniques further reduce the simulation time by shortening the time
spent during cold and warm simulations. The most efficient ASI and MSI techniques
completely eliminate the cold and warm simulation phases between sampling units
by replacing them with architecture and microarchitecture state checkpointing tech-
niques. This results in dramatic simulation-time savings of two or three orders of
magnitude.

Besides that, to further cut down on the overall simulation time, one could also
employ parallel sampled simulation by distributing the sampling units across a cluster
of machines for parallel simulation, as described by Lauterbach [64], Nguyen et al.
[79], Girbal et al. [39], and Eeckhout and De Bosschere [28].

The end result is that these simulation time savings—made possible through sam-
pled simulation, efficient ASI and MSI techniques and parallel simulation—lead to
a simulation approach that estimates processor performance in the order of min-
utes with high accuracy. This simulation approach results in a dramatic reduction
in simulation time compared with the detailed simulation of entire benchmark exe-
cutions, which requires days to weeks. Simulation times in the order of minutes
enable the exploration of the microprocessor design space both more thoroughly and



182 L. EECKHOUT

more quickly. This leads to a shorter time-to-market as well as an improved overall
design.

The following three sections discuss proposed solutions to the three major sampled
processor simulation design issues in a detailed manner—selecting a representative
sample and constructing the ASI and MSI efficiently.

5. Representative Sampling Units

In the literature, there are several approaches for finding representative sampling
units. There are two major issues in finding representative sampling units. First, what’s
the appropriate size of the sampling units? And how many sampling units need to be
considered? Second, how to find the representative sampling units? We discuss both
the concerns in the following subsections.

5.1 Size and Number of Sampling Units
Different authors have used different sampling unit sizes as well as different num-

bers of sampling units per benchmark. Table I gives an overview of typical values
observed in the literature for the sampling unit size and the number of sampling
units. The table shows that the number of sampling units per benchmark varies from

Table I
Typical Values as Observed in the Literature for the Number of

Sampling Units per Benchmark and the Sampling Unit Size

Paper Number of sampling units Sampling unit size L

Skadron et al. [98] 1 50,000,000
Sherwood et al. [97] 1 to 10 100,000,000
Perelman et al. [86] up to 300 1,000,000
Wood et al. [114] 19 to 35 10,000 to 5,000,000
Laha et al. [58] 35 60,000
Conte et al. [19] 40 100,000
Haskins Jr. and Skadron [42] 50 1,000,000
Nguyen et al. [79] 8 to 64 30,000 to 380,000
Lauterbach [64] at least 50 250,000
Martonosi et al. [72] 10 to 100 500,000
Kessler et al. [52] 20 to 200 100,000 to 1,000,000
Crowley and Baer [21] 20 to 300 500,000
Conte et al. [20] 2,000 1,000 to 10,000
Wunderlich et al. [115] 10,000 1,000
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1 to 10000. The sampling unit size varies between 1000 instructions and 100 mil-
lion instructions. It should be noted that in general a small number of sampling units
coexists with a large sampling unit size and vice versa. For example, on the one
hand, Sherwood et al. [97] use 1 to 10 sampling units of 100 million instructions
each. Wunderlich et al. [115], on the other hand, use 10000 sampling units of 1000
instructions each. As will be obvious later, the number of sampling units and their
sizes have an impact on the selection of representative sampling units, as well as ASI
and MSI constructions.

5.2 Selecting Sampling Units
Sampling can be broadly categorized into two major types, namely (i) probability

sampling or statistical sampling and (ii) non-probability sampling or representative
sampling. We discuss both types in this study.

5.2.1 Statistical Sampling
In statistical sampling, a number of sampling units is considered across the whole

execution of the program. These sampling units are chosen randomly or periodi-
cally in an attempt to provide a representative cross-cut of the application being
simulated.

5.2.1.1 Statistical Foundation. Statistical sampling has a rigorous
mathematical foundation based on the central limit theorem, which enables the com-
putation of confidence bounds, see Lilja [66]. In other words, it is possible to compute
a confidence interval based on the sample which meaningfully extrapolates the sam-
pled result to provide an estimate for the whole population. In particular, computation
of a confidence interval requires that we have a number of measurements, xi,1 ≤ i ≤ n,
from a population with mean μ and variance σ2. These measurements are the metrics
of interest for the various sampling units. The mean of these measurements x is
computed as

x =
∑n

i = 1 xi

n
.

The actual true value μ is approximated by the mean of the measurements x and
a range of values [c1, c2] that defines the confidence interval at a given probability
(called the confidence level) is computed around x. The confidence interval [c1, c2]
is defined such that the probability of μ being between c1 and c2 equals 1 − α; α is
called the significance level and (1 − α) is called the confidence level.
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Computation of the confidence interval is based on the central limit theory. The
central limit theory states that, for large values of n (typically n ≥ 30), the values of
x shows an approximate Gaussian distribution, with mean μ and standard deviation
σ/

√
n, provided that the samples xi, 1 ≤ i ≤ n, are (i) independent and (ii) are from

the same population with mean μ and finite standard deviation σ (the population does
not need to show a Gaussian distribution).

Because the significance level α is chosen a priori, we need to determine c1 and
c2 such that Pr[c1 ≤ μ ≤ c2] = 1 − α holds. Typically, c1 and c2 are chosen to form
a symmetric interval around x, i.e., Pr[μ < c1] = Pr[μ > c2] = α/2. Applying the
central-limit theorem, we find that

c1 = x − z1−α/2
s√
n

c2 = x + z1−α/2
s√
n
,

where x is the sample mean, n the number of measurements, and s the sample standard
deviation computed as follows:

s =
√∑n

i=1(xi − x)2

n − 1
.

The value z1−α/2 is defined such that a random variable Z that shows a Gaussian
distribution with mean μ = 0 and variance σ2 = 1 obeys the following property:

Pr[Z ≤ z1−α/2] = 1 − α/2.

The value z1−α/2 is typically obtained from a precomputed table. For a 95% confidence
level, z1−α/2 equals 1.96.

This statistics background can now be employed to compute a confidence interval
and to determine the number of sampling units required to achieve a desired confidence
interval at a given confidence level. To determine the amount of sampling units to be
considered, the user determines a particular accuracy level (i.e., a confidence interval
size) for estimating the metric of interest. The benchmark is then simulated and n

sampling units are collected, n being an initial value for the number of sampling
units. Error and confidence bounds are computed for the sample and, if they satisfy
the accuracy limit, this estimate is good. Otherwise, more sampling units (> n) must
be collected, and the error and confidence bounds must be recomputed for each
collected sample until the accuracy threshold is satisfied. The SMARTS framework
by Wunderlich et al. [115, 117] proposes an automated approach for applying this
sampling technique.
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5.2.1.2 Example Statistical Sampling Approaches. Laha
et al. [58] propose random sampling for evaluating cache performance. They select
multiple sampling units by randomly picking intervals of execution.

Conte et al. [20] pioneered the use of statistical sampling in processor simulation.
They made a distinction between sampling bias and non-sampling bias. Non-sampling
bias results from improperly constructing the MSI prior to each sampling unit, which
will be discussed later. Sampling bias refers to the accuracy of the sample with respect
to the overall average. Sampling bias is fundamental to the selection of sampling units
and is affected by two primary factors for random sampling, namely, the number of
sampling units and the sampling unit size.

The SMARTS (Sampling Microarchitecture Simulation) approach by Wunderlich
et al. [115, 117] proposes systematic sampling, which selects sampling units peri-
odically across the entire program execution: the pre-sampling unit size is fixed, as
opposed to random sampling. The potential pitfall of systematic or periodic sampling
compared with random sampling is that the sampling units may give a skewed view in
case the periodicity of the program execution under measurement equals the sampling
periodicity or its higher harmonics. However, this does not seem to be a concern in
practice as SMARTS achieves highly accurate performance estimates compared with
detailed entire-program simulation. We discuss the SMARTS sampling approach in
more detail in Section 8.1.

Stratified sampling uses prior knowledge about the population that is to be sampled.
The population is classified into groups, so-called strata, and each group is sampled.
Stratified sampling is more efficient than random or systematic sampling because
typically fewer sampling units are required to provide an overall accurate picture
because of the lower variance within a strata. Wunderlich et al. [116] explore stratified
sampling as an approach to sampled processor simulation and select fewer sampling
units in low-variance program phases.

5.2.2 Representative Sampling
Representative sampling differs from statistical sampling in that it first analyses the

program’s execution to pick a representative sampling unit for each unique behavior
in the program’s execution. The key advantage of this approach is that the presence
of fewer sampling units can further reduce simulation time.

Dubey and Nair [24] propose a profile-driven sampling technique that is based on
basic block execution profiles. A basic block execution profile measures the number
of times each basic block is executed during a program execution. They subsequently
scale this basic block execution profile with the simulation speedup they want to
attain through sampled simulation. For example, if a 10X simulation speedup is
the goal, the basic block execution profile is scaled by a factor 10. Subsequently, a
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sampled trace is generated using this rescaled basic block execution profile, i.e., the
occurrence of each basic block in the sampled trace is smaller by a factor 10 as it is in
the original program execution. The scaling factor is chosen arbitrarily based on the
simulation time reduction that researchers want to achieve. Although this approach
is defendable from a simulation-time perspective, it may be not from the perspective
of the representativeness of the sampled execution.

Lauterbach [64] evaluates the representativeness of a sampled program execu-
tion using the instruction mix, the function execution frequency and cache statistics.
His approach works as follows: he starts by taking short sampling units and subse-
quently measures the program characteristics mentioned above to evaluate the quality
of the sampled execution. If the sampled execution is not representative, sampling
units are added to the sampled execution until the sampled execution is representative
of the entire program execution.

Iyengar and Trevillyan [46] and Iyengar et al. [47] propose the R-metric to quan-
tify the quality of a sampled execution. The R-metric is based on the notion of fully
qualified instructions. A fully qualified instruction is an instruction that is given along
with its context. The context of a fully qualified instruction consists of its n preceding
singly qualified instructions. A singly qualified instruction is an instruction along with
its instruction type, I-cache behavior, TLB behavior, and if applicable, its branch-
ing behavior and D-cache behavior. The R-metric quantifies the similar/dissimilar
dynamic code sequences, and makes a distinction between two fully qualified instruc-
tions that have the same history of preceding instructions; however, they differ in a
single singly qualified instruction, which can be a cache miss in one case and a hit in
another case. The R-metric for the sampled execution that is close to the R-metric of
the entire program execution designates a representative sampled execution. Iyengar
et al. also propose a heuristic algorithm to generate sampled executions based on this
R-metric. However, a limitation of this method is the huge amount of memory that
is required to keep track of all the fully-qualified basic blocks for large applications.
The authors report that they were unable to keep track of all the fully-qualified basic
blocks for gcc.

Skadron et al. [98] select a single representative sampling unit of 50 million instruc-
tions for their microarchitectural simulations. To this end, they first measure branch
misprediction rates, data cache miss rates and instruction cache miss rates for each
interval of 1 million instructions. By plotting these measurements as a function of
the number of instructions simulated, they observe the time-varying program execu-
tion behavior, i.e., they can identify the initialization phase and/or periodic behavior
in a program execution. On the basis of these plots, they manually select a con-
tiguous sampling unit of 50 million instructions. Obviously, this sampling unit is
chosen after the initialization phase. The validation of the 50 million instruction sam-
pling unit is done by comparing the performance characteristics (obtained through
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detailed architectural simulations) of this sampling unit to 250 million instruction
sampling units. The selection and validation of a representative sampling unit is done
manually.

Lafage and Seznec [57] use cluster analysis to detect and select sampling units that
exhibit similar behavior. In their approach, they first measure two microarchitecture-
independent metrics for each instruction interval of 1 million instructions. These
metrics quantify the temporal and spatial behaviors of the data reference stream in
each instruction interval. Subsequently, they perform cluster analysis and group inter-
vals that exhibit similar temporal and spatial behaviors into so-called clusters. For
each cluster, the instruction interval that is closest to the center of the cluster is chosen
as the representative sampling unit for that cluster. Only the representative sampling
unit is simulated in detail under hot simulation. The performance characteristics per
representative sampling unit are then weighted with the number of sampling units
it represents, i.e., the weight is proportional to the number of intervals grouped in
the cluster that the sampling unit represents. The microarchitecture-independent met-
rics proposed by Lafage and Seznec are limited to the quantification of data stream
locality. Eeckhout et al. [32] extend this approach and consider a much broader set of
microarchitecture-independent metrics, such as instruction mix, branch predictabil-
ity, amount of ILP, register traffic characteristics, working set sizes and memory
access patterns. They use this approach to find representative sampling units both
within programs and across programs; in other words, rather than selecting repre-
sentative sampling units per benchmark, they select representative sampling units
across a set of benchmarks. They find that when this approach is applied to the SPEC
CPU2000 benchmark suite, approximately one-third of all representative sampling
units represent a single benchmark with a single input, approximately one-third rep-
resents a single benchmark with multiple inputs, and one-third represents multiple
benchmarks.

SimPoint proposed by Sherwood et al. [97] is a very popular sampling approach
that picks a small number of sampling units, which when simulated, accurately cre-
ate a representation of the complete execution of the program. To do so, they break
a program’s execution into intervals, and for each interval they create a code sig-
nature. The code signature is a so-called Basic Block Vector (BBV), by Sherwood
et al. [96], which counts the number of times each basic block is executed in the inter-
val, weighted with the number of instructions per basic block. They then perform
clustering on the code signatures, grouping intervals with similar code signatures
into so-called phases. The notion is that intervals of execution with similar code
signatures have similar architecture behavior, and this has been shown to be the
case by Lau et al. [62]. Therefore, only one interval from each phase needs to
be simulated in order to recreate a complete picture of the program’s execution.
They then choose a representative sampling unit from each phase and perform
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detailed simulation on that interval. Taken together, these sampling units (along
with their respective weights) can represent the complete execution of a program.
The sampling units are called simulation points, and each simulation point is an
interval of the order of millions, or tens to hundreds of millions of instructions.
The simulation points were found by examining only a profile of the code exe-
cuted by a program. In other words, the profile is microarchitecture-independent
and the selected simulation points can be used across microarchitectures. Several
variations have been proposed on the SimPoint approach by the SimPoint research
group, which we will discuss in Section 8.2, as well as by other researchers, such
as Liu and Huang [67] and Perez et al. [88].

5.2.3 Matched-pair Comparisons
In research and development on computer architecture, comparison of design

alternatives, i.e., the difference in relative performance between design alternatives,
is often more important than the determination of absolute performance. Luo and
John [68] and Ekman and Stenström [34] propose the use of the well-established
matched-pair comparison for reducing the sample size when design alternatives are
compared. Matched-pair comparison exploits the phenomenon that the difference in
performance between two designs tends to be much smaller than the variability within
a single design. In other words, the variability in performance between the sampling
units for a given design is likely to be higher than the difference in performance
between design alternatives for a given sampling unit. As a result, as the variability
is smaller than the difference in performance, we need to evaluate fewer sampling
units to get an accurate performance estimate for the relative difference in perfor-
mance between design alternatives. Luo and John [68] and Ekman and Stenström [34]
experimentally verify that matched-pair comparisons can reduce simulation time by
an order of magnitude.

5.2.4 Multi-processor and Multi-threaded Processor
Simulation

Simulation of multiprocessors and multithreaded processor systems poses a num-
ber of additional challenges to simulation technology. One particularly important
challenge is the management of simulation time. Increasing the number of proces-
sors to be simulated, or increasing the number of hardware threads per processor,
increases the simulation time dramatically: simulating a highly parallel machine on
single-threaded hardware increases the simulation time by more than a factor N,
with N being the number of hardware threads being simulated. As such, simulation
speedup techniques are even more important for multithreaded and multiprocessor
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hardware than for single processor systems. Given the recent trend toward multi-core
and multi-threaded processor hardware, accurate and fast sampled simulation will be
the key for research and development on computer architecture.

Ekman and Stenström [34] observed that overall system throughput variability
when multiple independent threads are run concurrently is smaller than per-thread
performance variability—there is a smoothening effect of different threads that exe-
cute high-IPC and low-IPC phases simultaneously. As such, if one is interested in the
overall system throughput, a relatively small sample size will be enough to obtain
accurate average performance estimates and performance bounds; on the other hand,
if one is interested in per-thread performance, a larger sample size will be needed
for achieving the same accuracy. The reduction in sample size is proportional to
the number of hardware threads in the system. This smoothening effect assumes
that the various threads are independent. This is the case, for example, in com-
mercial transaction-based workloads where transactions, queries and requests arrive
randomly, as demonstrated by Wenisch et al. [112]. This is also the case, for exam-
ple, when independent threads, or different programs, are run concurrently on the
parallel hardware. This assumes that the various threads do not interact through the
microarchitecture, for example, through hardware resource sharing.

Addressing the latter assumption is a difficult problem. When two or more programs
or threads share a processor’s resource such as a shared L2 cache or bus—as is
the case in many contemporary multi-core processors—or even issue queues and
functional units—as is the case in Simultaneous Multithreading (SMT) processors—
the performance of both threads becomes entangled. As such, co-executing programs
affect each other’s performance. And, changing a hardware parameter may result in
a change in the parts of the program that are executed together, thereby changing
overall system performance.

To address this problem, Van Biesbrouck et al. [107] proposed the co-phase matrix
approach which enables modeling and estimation of the impact of resource sharing on
per-thread and overall system performance when independent threads (multi-program
workloads) are run on multithreaded hardware. The basic idea is to first use SimPoint
to identify program phases in each of the co-executing threads and keep track of the
performance data of previously executed co-phases in a so-called co-phase matrix;
whenever a co-phase gets executed again, the performance data is easily picked from
the co-phase matrix. By doing so, each unique co-phase gets simulated only once,
which greatly reduces the overall simulation time. The co-phase matrix is an accurate
and fast approach for estimating multithreaded processor performance both when the
co-executing threads start at a given starting point, as well as when multiple starting
points are considered for the co-executing threads, as demonstrated by Van Biesbrouck
et al. [105]. Once the co-phase matrix is populated with performance numbers, the
evaluation of the performance impact of multiple starting points is done in the order
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of minutes through analytical simulation. The multiple starting points approach pro-
vides a much more representative overall performance estimate than a single starting
point. Whereas the original co-phase matrix work focuses on two or four independent
programs co-executed on a multithreaded processor, Van Biesbrouck et al. [106] in
their most recent work study how to select a limited number of representative co-phase
combinations across multiple benchmarks within a benchmark suite.

Another important challenge is to overcome the variability that occurs when
multithreaded workloads are simulated, as pointed out by Alameldeen and Wood
[1]. Variability refers to the differences between multiple estimates of a workload’s
performance on a given system configuration. If not properly addressed, computer
architects can draw incorrect conclusions from their simulation experiments. In real
systems, the performance variability comes from a variety of sources such as the
operating system making different scheduling decisions, or threads acquiring locks
in a different order; and the cause for these variations may be small variations in
timing. These divergent paths may result in different combinations and/or orders of
threads being executed, which may substantially affect overall performance. Microar-
chitecture configuration changes, such as a more aggressive processor core, a larger
cache or a better prefetching algorithm, can also introduce timing variations even dur-
ing deterministic architectural simulation. Inclusion of system-level behavior when
modeling multi-threaded workloads only broaden these effects. Small variations in
timing (due to microarchitectural changes) can lead to different scheduling decisions,
which by consequence can result in some thread(s) to spend more (or less) time exe-
cuting idle-loop instructions, spin-lock wait instructions, or system-level privileged
code, such as the TLB miss handler. To address the performance variability prob-
lem when simulating multithreaded workloads, Alameldeen and Wood [1] propose a
simulation methodology that uses multiple simulations while adding small artificial
perturbations to the memory subsystem timing and subsequently analyze the data
from these multiple simulations using statistically rigorous data analysis techniques
such as confidence intervals and hypothesis testing.

6. Architecture State

The second issue to be dealt with in sampled processor simulation is how to provide
accurately a sampling unit’s architecture starting image. The Architecture Starting
Image (ASI) is the architecture state needed to functionally simulate the sampling
unit’s execution to achieve the correct output for that sampling unit. This means that
the register state and memory state need to be established at the beginning of the
sampling unit just as if all preceding instructions in the dynamic instruction stream
would have been executed.
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The two traditional approaches for providing the ASI are fast-forwarding and
checkpointing. Fast-forwarding quickly emulates the program’s execution from the
start of execution or from the last sampling unit to the current sampling unit.
The advantage of this approach is that this is trivial to implement. The disadvan-
tage is that it serializes the simulation of all of the sampling units for a program,
and it is non-trivial to have a low-overhead fast-forwarding implementation—most
fast-forwarding implementations in current simulators are fairly slow.

Checkpointing is the process of storing the ASI right before the commencement of
the sampling unit. This is similar to the storage of a core dump of a program so that
it can be replayed at that point in execution. A checkpoint stores the register contents
and the memory state prior to a sampling unit. The advantage of checkpointing is that
it allows for efficient parallel simulation, i.e., checkpoints are independent of each
other. The disadvantage is that if a full checkpoint is taken, it can be huge and consume
too much disk space and take too long to load. To address the latter concern, recent
work has proposed reduced checkpointing techniques, which reduce the overhead of
storing and loading checkpoints.

We will now discuss all three ASI approaches; fast-forwarding, full checkpointing
and reduced checkpointing.

6.1 Fast-Forwarding
As mentioned above, establishing the ASI of a sampling unit under fast-forwarding

can be fairly time-consuming, especially when the sampling unit is located deep
in the program’s execution trace. Various researchers have proposed efficient fast-
forwarding approaches.

Szwed et al. [101], for example, propose to fast-forward between sampling units
through native hardware execution, called direct execution, and to use checkpoint-
ing to communicate the architecture state to the simulator. The simulator then runs
the detailed processor simulation of the sampling unit using this checkpoint. When
the end of the sampling unit is reached, native hardware execution comes into play
again to fast-forward to the next simulation point, etc. Many ways to incorporate
direct hardware execution into simulators for speeding up simulation and emulation
systems have been proposed; see for example the approaches by Durbhakula et al.
[25], Fujimoto and Campbel [36], Reinhardt et al. [91], Schnarr and Larus [95] and
Krishnan and Torrellas [56].

One requirement for fast-forwarding through direct execution is that the simula-
tion needs to be run on a machine with the same ISA as the program that is to be
simulated—this may be a limitation when research is performed on ISA extensions.
One possibility to overcome this limitation for cross-platform simulation would be
to employ techniques from dynamic binary translation methods such as just-in-time
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(JIT) compilation and caching of translated code, as is done in Embra by Witchell
and Rosenblum [113], or through compiled instruction-set simulation as proposed by
Nohl et al. [80], Reshadi et al. [92], and Burtscher and Ganusov [14]. Addition of a
dynamic binary compiler to a simulator is a viable solution, but doing this is quite
an endeavor, which is why most contemporary architecture simulators do not include
such functionality. In addition, the introduction of JIT compilation into a simulator
also makes the simulator less portable to host machines with different ISAs.

Related to this is the approach presented by Ringenberg et al. [93]. They present
intrinsic checkpointing, which takes the ASI from the previous sampling unit and
uses binary modification to bring the image up to state for the current sampling unit.
The image is brought up to state for the current simulation interval by comparing the
current ASI against the previous ASI and by providing fix-up checkpointing code for
the loads in the simulation interval where different values are observed for the current
ASI versus the previous ASI. The fix-up code for the current ASI then executes stores
to put the correct data values in memory and executes instructions to put the correct
data values in registers. Checkpointing as will be discussed subsequently is easier
to implement as it does not require binary modification. In addition, when intrinsic
checkpointing is implemented, one needs to be careful to ensure that the fix-up code
is not simulated so that it does not affect the cache contents and branch predictor state
for warmup.

6.2 Checkpointing
A checkpoint stores the architecture state, i.e., register and memory contents, prior

to a sampling unit. There is one major disadvantage to checkpointing compared with
fast-forwarding and direct execution, namely large checkpoint files need to be stored
on disk. The use of many sampling units could be prohibitively costly in terms of disk
space. In addition, the large checkpoint file size also affects total simulation time due
to loading of the checkpoint file from disk when the simulation of a sampling unit is
started and transferred over a network during parallel simulation.

6.3 Reduced Checkpointing
Reduced checkpointing addresses the large checkpoint concern by limiting the

amount of information stored in the checkpoint. Particularly, the storage of memory
state in an efficient way is challenging. We describe two efficient approaches for
storing the ASI. One is a reduced checkpoint where we only store the words of
memory that are to be accessed in the sampling unit we are going to simulate. The
second approach is very similar, but is represented differently. For this approach,
we store a sequence of executed load values for the sampling unit. Both of these
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approaches use approximately the same disk space, which is significantly smaller than
that used in a full checkpoint. Since they are small, they also load instantaneously
and are significantly faster than using fast-forwarding and full checkpoints.

Similar checkpointing techniques can also capture system interactions to provide
application-level simulation without having to provide any emulation support for the
system calls in the simulator. Narayanasamy et al. [78] present such an approach that
creates a system effect log to capture automatically all system effects in a simulation.
This approach automatically determines when a system effect has modified an appli-
cation’s memory location and uses techniques, similar to what is described below, to
capture these changes due to external events such as system calls and interrupts. The
important benefits of this approach are that (i) it enables deterministic re-executions of
an application providing reproducible simulation results and (ii) there is no necessity
for the simulation environment to support and maintain system call emulation.

6.3.1 Touched Memory Image
The Touched Memory Image (TMI) proposed by Van Biesbrouck et al. [103, 105]

and the live-points approach used in TurboSMARTS by Wenisch et al. [110, 111]
only store the blocks of memory that are accessed in the sampling unit that is to
be simulated. The TMI is a collection of chunks of memory (touched during the
sampling unit) with their corresponding memory addresses. The TMI contains only
the chunks of memory that are read during the sampling unit. At simulation time,
prior to simulating the given sampling unit, the TMI is loaded from disk and the
chunks of memory in the TMI are written to their corresponding memory addresses.
This guarantees a correct ASI when the simulation of the sampling unit is begun.
A small file size is further achieved by using a sparse image representation, so regions
of memory that consist of consecutive zeros are not stored in the TMI. In addition,
large regions of non-zero sections of memory are combined and stored as one chunk.
This saves storage space in terms of memory addresses in the TMI, since only one
memory address needs to be stored for a large consecutive data region.

An optimization to the TMI approach, called the Reduced Touched Memory Image
(RTMI), only contains chunks of memory for addresses that are read before they are
written. There is no need to store a chunk of memory in the reduced checkpoint in
case that chunk of memory is written prior to being read. A TMI, on the other hand,
contains chunks of memory for all reads in the sampling unit.

6.3.2 Load Value Sequence
The Load Value Sequence (LVS), also proposed by Van Biesbrouck et al. [105],

involves the creation of a log of load values that are loaded into memory during
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the execution of the sampling unit. Collection of an LVS can be done with a func-
tional simulator or binary instrumentation tool, which simply collects all data values
loaded from memory during sampling unit execution (excluding those from instruc-
tion memory and speculative memory accesses). When the sampling unit is simulated,
the load log sequence is read concurrently with the simulation to provide correct data
values for non-speculative loads. The result of each load is written to memory so
that, potentially, speculative loads accessing that memory location will find the cor-
rect value. The LVS is stored in a compressed format to minimize the required disk
space. Unlike TMI, LVS does not require the storage of the addresses of load values.
However, programs often contain many loads from the same memory addresses and
loads with value 0, both of which increase the size of LVS without affecting TMI.

In order to further reduce the size of the LVS, Van Biesbrouck et al. [105] also
propose the Reduced Load Value Sequence (RLVS). For each load from data memory,
the RLVS contains one bit, indicating whether or not the data needs to be read from the
RLVS. If necessary, the bit is followed by the data value, and the data value is written to
the simulator’s memory image at the load address so that it can be found by subsequent
loads; otherwise, the value is not included in the RLVS and is read from the memory
image. Thus the RLVS does not contain load values when a load is preceded by a load
or store for the same address or when the value would be zero (the initial value for
memory in the simulator). This yields a significant additional reduction in checkpoint
file sizes.

6.3.3 Discussion
Van Biesbrouck et al. [103, 105] and Wenisch et al. [111] provide a comprehen-

sive evaluation of the impact of reduced ASI checkpointing on simulation accuracy,
storage requirements, and simulation time. These studies conclude that the impact
on error is marginal (less than 0.2%)—the reason for the inaccuracy due to ASI
checkpointing is that the data values for loads along mispredicted paths may be
incorrect. Reduced ASI checkpointing reduces storage requirements by two orders
of magnitude compared with full ASI checkpointing. For example, for SimPoint
using one-million instruction sampling units, an average (compressed) full ASI
checkpoint takes 49.3 MB, whereas a reduced ASI checkpoint takes only 365 KB.
Finally, reduced ASI checkpointing reduces the simulation time by an order of mag-
nitude (20X) compared with fast-forwarding and by a factor 4X compared with
full checkpointing. Again, for SimPoint, the average simulation time per bench-
mark under reduced ASI checkpointing in combination with the MHS MSI approach
(which will be discussed later) equals 14 minutes on a single processor, compared
to 55 minutes under full checkpointing, compared to more than 5 hours under
fast-forwarding.
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7. Microarchitecture State

The third issue in sampled simulation is to establish an accurate microarchitecture
starting image (MSI) for the sampling unit to be simulated. The MSI for the sampling
unit should be as accurate as possible compared with the MSI that would be achieved in
the case where all instructions preceding the sampling unit would have been simulated
in full detail. It should be noted that there is a subtle but important difference between
the MSI and the ASI. On the one hand, the ASI concerns the architecture state and
should be 100% correct to enable the correct functional simulation of the sampling
unit. The MSI, on the other hand, concerns the microarchitecture state and does not
need to be 100% correct; however, the better the MSI under sampled simulation
resembles the MSI under full benchmark simulation, the more accurate the sampled
simulation will be.

The following subsections describe MSI approaches related to cache structures,
branch predictors and processor core structures such as the reorder buffer, issue
queues, store buffers and functional units.

7.1 Cache State Warmup
Cache state is probably the most critical aspect of the MSI since cache structures

can be very large (up to several MBs) and can introduce a very long history. In
this section, we use the term ‘cache’ to collectively refer to a cache, a Translation
Lookaside Buffers (TLB) and a Branch Target Buffers (BTB) because all of these
structures have a cache-like structure.

A number of cache state warmup strategies have been proposed over the past 15
years.

No warmup. The cold or no warmup scheme used by Crowley and Baer [21, 22]
and Kessler et al. [52] assumes an empty cache at the beginning of each sampling
unit. Obviously, this scheme will overestimate the cache miss rate. However, the bias
can be small for large sampling unit sizes. Intel’s PinPoint approach, for example, as
described by Patil et al. [84], considers a fairly large sampling unit size, namely, 250
million instructions and does not employ any warmup approach because the bias due
to an inaccurate MSI is small.

Continuous warmup. Continuous warmup, as the name indicates, continuously
warms cache state between sampling units. In other words, there is no cold simulation;
there is only warm simulation. This is a very accurate approach, but increases the time
spent between sampling units. This approach is employed in the SMARTS approach
by Wunderlich et al. [115, 117]: the tiny sampling units of 1000 instructions used in
SMARTS require a very accurate MSI, which is achieved through continuous warmup
called functional warming in the SMARTS approach.
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Stitch. Stitch or stale state proposed by Kessler et al. [52] approximates the microar-
chitecture state at the beginning of a sampling unit with the hardware state at the end
of the previous sampling unit. An important disadvantage of the stitch approach is
that it cannot be employed for parallel sampled simulation.

Prime. The prime-xx% method proposed by Kessler et al. [52] assumes an empty
hardware state at the beginning of each sampling unit and uses xx% of each sampling
unit to warmup the cache. Actual simulation then starts after these xx% instructions.
The warmup scheme prime-50% is also called half in the literature.

Stitch/prime.Acombination of the two previous approaches was proposed by Conte
et al. [20]: the hardware state at the beginning of each sampling is the state at the end
of the previous sampling unit plus warming-up using a fraction of the sampling unit.

Cache miss-rate estimation. Another approach proposed by Kessler et al. [52] and
Wood et al. [114] involves the assumption of an empty cache at the beginning of
each sampling unit and the estimation of the cold-start misses that would have been
missed if the cache state at the beginning of the sampling unit was known. This is
a so-called cache miss rate estimator approach. A simple example of the cache miss
estimation approach is hit-on-cold or assume-hit. Hit-on-cold assumes that the first
access to a cache line is always a hit. This is an easy-to-implement technique which
is fairly accurate for programs with a low cache miss rate.

Warmup length estimation. Nguyen et al. [79] use W instructions to warmup the
cache, which is calculated as follows:

W = C/L

m · r
,

where C is the cache capacity, L the line size, m the cache miss rate and r the memory
reference ratio. The idea is that W instructions need to be simulated to warmup the
cache, assuming that each cache miss refers to one cache line. The problem with this
approach is that the cache miss rate m is unknown—this is exactly what we are trying
to approximate through sampling.

Minimal subset evaluation. Minimal Subset Evaluation (MSE) proposed by
Haskins Jr. and Skadron [41, 43] determines the warmup length as follows. First,
the user specifies the desired probability that the cache state at the beginning of
the sample under warmup equals the cache state under perfect warmup. Second, the
MSE formulas are used to determine the number of unique references required during
warmup. Third, using a memory reference profile of the pre-sampling unit, the exact
point in the pre-sampling unit where the warmup should get started is estimated in
order to cover these unique references.

Self-monitored adaptive (SMA) warmup. Luo et al. [69, 70] propose a self-
monitored adaptive cache warmup scheme in which the simulator monitors the
warmup process of the caches and decides when the caches are warmed up. This



SAMPLED PROCESSOR SIMULATION: A SURVEY 197

warmup scheme is adaptive to the program being simulated as well as to the cache
being simulated—the smaller the application’s working set size, or the smaller the
cache, the shorter the warmup phase. One limitation of SMA is that it is not known
beforehand as to when the caches will be warmed up and thus when the full detail
simulation should get started. This is not a problem for random statistical sampling,
but it is a problem for periodic sampling and representative sampling.

We now discuss a number of warmup strategies in more detail, namely MRRL
and BLRL, a number of hardware-state checkpointing techniques, as well as a hybrid
warmup/checkpointing approach. And we subsequently evaluate the accuracy and
efficacy of these MSI strategies.

7.1.1 Memory Reference Reuse Latency (MRRL)
Haskins Jr. and Skadron [42, 43] propose Memory Reference Reuse Latency

(MRRL) for accurately warming up hardware state at the beginning of each sampling
unit. As suggested, MRRL refers to the number of instructions between consecutive
references to the same memory location, i.e., the number of instructions between a
reference to address A and the next reference to A. For their purpose, they divide
the pre-sampling/sampling unit into NB non-overlapping buckets each containing
LB contiguous instructions; in other words, a pre-sampling/sampling unit consists
of NB · LB instructions; see also Figure 3. The buckets receive an index from 0 to
NB − 1, in which index 0 is the first bucket in the pre-sampling unit. The first NB,P

buckets constitute the pre-sampling unit and the remaining NB,S buckets constitute
the sampling unit; obviously, NB = NB,P + NB,S.

The MRRL warmup strategy also maintains NB counters ci(0 ≤ i < NB). These
counters ci will be used to build the histogram of MRRLs. Through profiling, the
MRRL is calculated for each reference and the associated counter is updated accord-
ingly. For example, for a bucket size LB = 10, 000 (as is used by Haskins Jr.
and Skadron [42]) an MRRL of 124, 534 will increase counter c12. When a pre-
sampling/sampling unit is profiled, the MRRLhistogram pi, 0 ≤ i < NB is computed.
This is done by dividing the bucket counters with the total number of references in

pre-sampling unit sampling unit

0 LB insns NB � 1NB,P � 1 � k NB,P � 1

warmup

Fig. 3. Determination of warmup using MRRL.
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the pre-sampling/sampling unit, i.e., pi = ci∑NB−1
j=0 cj

. As such, pi = Prob [i · LB <

MRRL ≤ (i + 1) · LB − 1]. Not surprisingly, the largest pi’s are observed for small
values of i due to the notion of temporal locality in computer program address streams.
Using the histogram pi, MMRL calculates the bucket corresponding to a given per-
centile K%, i.e., bucket k for which

∑k−1
m=0 pm < K% and

∑k
m=0 pm ≥ K%. This

means that of all the references in the current pre-sampling/sampling unit, K% have
a reuse latency that is smaller than k · LB. As such, MRRL defines these k buckets
as warmup buckets. In other words, warm simulation is started k · LB instructions
before the sampling unit.

An important disadvantage of MRRL is that a mismatch in the MRRL behavior in
the pre-sampling unit versus the sampling unit may result in a suboptimal warmup
strategy in which the warmup is either too short to be accurate, or too long for the
attained level of accuracy. For example, if the reuse latencies are larger in the sampling
unit than in the pre-sampling unit, the warmup will be too short and consequently,
the accuracy might be poor. Whereas if the reuse latencies are shorter in the sampling
unit than in the pre-sampling unit, the warmup will be too long for the attained level
of accuracy. One way of solving this problem is to choose the percentile K% to be
large enough. The result is that the warmup will be longer than needed for the attained
level of accuracy.

7.1.2 Boundary Line Reuse Latency (BLRL)
Boundary Line Reuse Latency (BLRL) described by Eeckhout et al. [29] and

Eeckhout et al. [30] is quite different from MRRL although it is also based on reuse
latencies. In BLRL, the sample is scanned for reuse latencies that cross the pre-
sampling/sampling unit boundary line, i.e., a memory location is referenced in the
pre-sampling unit and the next reference to the same memory location is in the sam-
pling unit. For each of these cross-boundary line reuse latencies, the pre-sampling
unit reuse latency is calculated. This is done by subtracting the distance in the sam-
pling unit from the memory reference reuse latency. For example, if instruction i has
a cross-boundary line reuse latency x, then the pre-sampling unit reuse latency is
x − (i − NB,P · LB); see Figure 4. A histogram is built up using these pre-sampling
unit reuse latencies. As is the case for MRRL, BLRL uses NB,P buckets of size LB to
limit the size of the histogram. This histogram is then normalized to the number of
reuse latencies crossing the pre-sampling/sampling unit boundary line. The required
warmup length is computed to include a given percentile K% of all reuse latencies
that cross the pre-sampling/sampling unit boundary line. There are three key differ-
ences between BLRL and MRRL. First, BLRL considers reuse latencies for memory
references originating from instructions in the sampling unit only, whereas MRRL
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pre-sampling unit sampling unit

0 LB insns

boundary line

reuse latency x

pre-sampling unit reuse latency

NB,P � 1 � k NB � 1NB,P � 1

instruction i

Fig. 4. Determination of warmup using BLRL.

considers reuse latencies for memory references originating from instructions in both
the pre-sampling unit and the sampling unit. Second, BLRL only considers reuse
latencies that cross the pre-sampling/sampling unit boundary line; MRRL considers
all reuse latencies. Third, in contrast to MRRL which uses the reuse latency to update
the histogram, BLRL uses the pre-sampling unit reuse latency.

7.1.3 MSI Checkpointing
Another approach to the cold-start problem is to checkpoint or to store the MSI at the

beginning of each sampling unit and impose this state during sampled simulation. This
approach yields perfectly warmed-up microarchitecture state. However, the storage
needed to store these checkpoints can explode in case many sampling units need to
be checkpointed. In addition, the MSI checkpoint needs to be stored for each specific
hardware configuration. For example, a checkpoint needs to be made for each cache
and for branch predictor configuration of interest. Obviously, the latter constraint
implies that the complete program execution needs to be simulated for these various
hardware structures.

Since this is practically infeasible, researchers have proposed more efficient
approaches for MSI checkpointing. One example is the No-State-Loss (NSL)
approach proposed by Conte et al. [19] and Lauterbach [64]. NSL scans the pre-
sampling unit and records the latest reference to each unique memory location in the
pre-sampling unit. This is the stream of unique memory references as they occur in the
memory reference stream sorted by their least recent use. In fact, NSL keeps track of
all the memory references in the pre-sampling unit and then retains the last occurrence
of each unique memory reference. We will name the obtained stream the least recently
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used (LRU) stream. For example, the LRU stream of the following reference stream
‘ABAACDABA’ is ‘CDBA’. The LRU stream can be computed by building the LRU
stack for the given reference stream. An LRU stack operates as follows: when, on the
one hand, address A is not present on the stack, it is pushed onto the stack. When,
on the other hand, address A is present on the stack, it is removed from the stack
and repushed onto the stack. As such, it is easily understandable that both reference
streams, the original reference stream as well as the LRU stream, yield the same
state when applied to an LRU stack. The no-state-loss warmup method exploits this
property by computing the LRU stream of the pre-sampling unit and by applying this
stream to the cache during the warm simulation phase. By consequence, the no-state-
loss warmup strategy yields perfect warmup for caches with an LRU replacement
policy.

Barr et al. [5] extended this approach for reconstructing the cache and directory
state during sampled multiprocessor simulation using a so-called Memory Timestamp
Record (MTR). In order to do so, they keep track of a timestamp per unique memory
location that is referenced. In addition, they keep track of whether the source of
access of the memory location originates from a load or from a store operation. This
information allows them to quickly build the cache and directory state at the beginning
of each sampling unit, similar to reconstruction of the cache content using an LRU
stream.

Van Biesbrouck et al. [104] proposed the Memory Hierarchy State (MHS) approach.
Wenisch et al. [111] proposed a similar approach, called live-points, in Tur-
boSMARTS. In MHS, the largest cache of interest is simulated once for the entire
program execution. At the beginning of each sampling unit, the cache content is
then stored on disk as a checkpoint. The content of smaller sized caches can then be
derived from the MHS checkpoint. Reduction in the associativity of the cache is trivial
to model using MHS—the most recently accessed cache lines need to be retained per
set. Reduction in the number of sets in the cache is slightly more complicated: the new
cache set retains the most recently used cache lines from the merging cache sets—this
requires that access times to cache lines during MHS construction be kept track of.
The disadvantage of the MHS approach compared with NSL is that MHS requires that
the cache line size be fixed. Whenever a cache needs to be simulated with a different
cache line size, the warmup info needs to be recomputed. NSL does not have this dis-
advantage. However, the advantage of MHS over NSL is that it is more efficient with
respect to disk space, i.e., less disk space is required for storing the warmup info. The
reason is that NSL stores all unique pre-sampling unit memory references; whereas
MHS discards conflicting memory references from the warmup info for a given max-
imum cache size. A second advantage of MHS over NSL is that the computation of
the MHS warmup is faster than that of the NSL warmup info; NSL does an LRU stack
simulation, whereas MHS only simulates one particular cache configuration.
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The major advantage of MSI checkpointing is that it is an extremely efficient
warmup strategy, particularly in combination with ASI checkpointing. MSI check-
pointing replaces the warm simulation phase by loading the MSI checkpoint, which
is much more efficient in terms of simulation time. Use of ASI checkpointing in
combination with MSI checkpointing leads to highly efficient sampled simulation
approaches that can simulate entire benchmarks in minutes as demonstrated by Van
Biesbrouck et al. [103, 104] and Wenisch et al. [110, 111]. In addition, MSI and ASI
checkpointing is the preferred method for parallel sampled simulation where the
simulation of sampling units is distributed across a cluster of machines.

7.1.4 NSL-BLRL: Combining NSL and BLRL
This section discusses a hybrid cache state warmup approach that combines MSI

checkpointing through NSL with BLRL into NSL-BLRL, as presented by Van
Ertvelde et al. [108,109]. This is done by computing both the LRU stream as well as
the BLRL warmup buckets corresponding to a given percentile K%. Only the unique
references (identified through NSL) that are within the warmup buckets (determined
through BLRL) will be used to warm up the caches. This could be viewed of as prun-
ing of the LRU stream with BLRL information. This method could also be viewed of
as computing the LRU stream from the BLRL warmup buckets. Using NSL-BLRL as
a warmup approach, the subsequent operation is as follows. The reduced LRU stream
as it is obtained through NSL-BLRL is to be stored on disk as an MSI checkpoint.
Upon simulation of a sampling unit, the reduced LRU stream is loaded from disk, the
cache state is warmed up and finally, the simulation of the sampling unit commences.

The advantage over NSL is that NSL-BLRL requires less disk space to store the
warmup memory references; in addition, the smaller size of the reduced LRU stream
results in faster warmup processing. The advantage over BLRL is that loading of the
reduced LRU stream from the disk is more efficient than the warm simulation needed
for BLRL. According to the results reported by Van Ertvelde et al. [108], the warmup
length for BLRL is at least two orders of magnitude longer than that for NSL-BLRL.
As such, significant speedups are to be obtained compared with BLRL. It should be
noted that NSL-BLRL inherits the limitation from NSL of only guaranteeing perfect
warmup for caches with LRU replacement. Caches with other replacement policies
such as random, first-in first-out (FIFO) and not-most-recently-used (NMRU) are
not guaranteed to get a perfectly warmed-up cache state under NSL-BLRL (as is the
case for NSL)—however, the difference in warmed up hardware state is very small,
as experimentally verified by Van Ertvelde et al. [108]. On the other hand, NSL-
BLRL is more broadly applicable during design space exploration than are MHS and
the TurboSMARTS’ live-points approaches because the NSL-BLRL warmup info is
independent of the cache block size.
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7.1.5 Discussion
We now compare the accuracy and efficacy of a number of cache-state warmup

approaches, namely, MRRL, BLRL, NSL, and NSL-BLRL. We consider 9 SPEC
CPU2000 integer benchmarks1. The binaries, which were compiled and optimized
for the Alpha 21264 processor, were accessed from the SimpleScalar website2.
All measurements presented in this paper are obtained using the modified MRRL
software3 which, in turn, is based on the SimpleScalar software by Burger and Austin
[13]. The baseline processor simulation model is a contemporary 4-wide superscalar
out-of-order processor with a 16-KB L1 I-cache, 32-KB L1 D-cache, and a unified
1MB L2 cache. We consider 50 sampling units (1M instructions each) and select a
sampling unit for every 100M instructions. These sampling units were taken from the
beginning of the program execution to limit the simulation time while evaluating the
various warmup strategies. For a more detailed description of the methodology, we
refer to Van Ertvelde et al. [108].

7.1.5.1 Accuracy. The first criterion to evaluate a warmup strategy is its
accuracy. Figure 5 shows the IPC prediction error for MRRL, BLRL, NSL and
NSL-BLRL for various benchmarks. (Note that NSL yields the same accuracy as
NSL-BLRL 100%.) The IPC prediction error is the relative error compared with a
full warmup run, i.e., all instructions prior to the sample are simulated in full detail.
A positive error means an IPC overestimation of the warmup approach compared
with the perfect warmup case. In the IPC prediction errors that we present here,
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1 http://www.spec.org
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3 http://www.cs.virginia.edu/∼jwh6q/mrrl-web/
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we assume that there is no stale state (no stitch) when the hardware state is warmed
up before simulating a sample. This is to stress the warmup techniques; in addition,
this is also the error that one would observe under checkpointed parallel sampled
simulation.

We observe that all warmup strategies are fairly accurate. The average IPC pre-
diction error is less than 1%, with a maximum error of around 3%. (As a point of
comparison, the cold or no warmup strategy, results in an average of 30% IPC pre-
diction error.) The NSL and NSL-BLRL 100% are the most accurate strategies with
an average IPC prediction error of less than 0.1%.

7.1.5.2 Warmup Length. We now compare the number of warm simu-
lation instructions that need to be processed, see Figure 6 which shows the number
of warm simulation instructions (for 50 1 M instruction sampling units). It should be
noted that the vertical axis is on a logarithmic scale. The most striking observation
from this graph is that the continuous warmup approaches, BLRL and MRRL, require
a much longer warmup length than checkpoint-based MSI strategies. The number of
warm simulation instructions is one to two orders of magnitude smaller for NSL-
BLRL and NSL compared with MRRL and BLRL. Also, NSL-BLRL 100% results
in around 46% shorter warmup lengths than NSL.

7.1.5.3 SimulationTime. The number of warm simulation instructions
only gives a rough idea about the impact of the warmup strategies on overall simulation
time. Figure 7 quantifies the overall simulation time for the various warmup strategies
under checkpointed ASI. Checkpointed cache state warmup through NSL and NSL-
BLRL reduces the overall simulation time by more than one order of magnitude (14X)
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compared with full warmup, and by 3X to 4X compared with continuous warmup
such as MRRL and BLRL, up to the point wherein the checkpointed warmup is nearly
as fast as no warmup.

7.1.5.4 Storage Requirements. We now quantify the storage
requirements of checkpointed cache MSI approaches for storing the hardware state
checkpoints on disk. Figure 8 shows the storage requirements for NSL-BLRL
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compared with NSL. (Note that MRRL and BLRL do not require any significant stor-
age.) The numbers shown in Figure 8 represent the number of MBs of storage needed
to store one hardware-state checkpoint in compressed format. For NSL, the average
compressed storage requirement per sample is 810 KB; the maximum observed is for
bzip2, 2.5 MB. For NSL-BLRL, the storage requirements are greatly reduced com-
pared with NSL. For example, for K = 100%, the average storage requirement is
553 KB (32% reduction); for K = 90%, the average storage requirement is 370 KB
(54% reduction). As such, we conclude that the real benefit of NSL-BLRL compared
with NSL lies in reducing storage requirements by 30% while achieving the same
accuracy and comparable simulation times.

7.2 Branch Predictor State Warmup
Compared to the amount of work done on cache state warmup, very little work has

been done on branch predictor warmup. Before discussing existing branch predictor
warmup approaches, we first illustrate the need for accurate branch predictor warmup
during sampled simulation—which is often being overlooked.

7.2.1 The Need for Branch Predictor Warmup
Branch predictors need to be warmed up during sampled simulation. This is illus-

trated in Figs. 9 and 10 where the number of branch mispredictions per thousand
instructions (MPKI) is shown for gcc and mcf, respectively, for four sampling unit
sizes: 10 K, 100 K, 1 M and 10 M instruction sampling unit sizes. Each graph shows
the MPKI for four (fairly aggressive) branch predictors: a 128-Kbit gshare predic-
tor, a 256-Kbit local predictor, a 128-Kbit bimodal predictor, and a 192-Kbit hybrid
predictor—we refer to Kluyskens and Eeckhout [54, 55] for more details about the
experimental setup. The various bars correspond to various branch predictor warmup
strategies: no warmup, stale state and perfect warmup. The no-warmup approach
assumes an initialized branch predictor at the beginning of a sampling unit, i.e., the
branch predictor content is flushed at the beginning of the sampling unit—two-bit sat-
urating counters in adjacent entries are initialized in alternate ‘01’and ‘10’ states. The
stale-state approach assumes that the branch predictor at the beginning of the sam-
pling unit equals the branch predictor state at the end of the previous sampling
unit. It should be noted that the stale-state approach assumes that sampling units
are simulated sequentially—this excludes parallel sampled simulation. The perfect
warmup approach is an idealized warmup scenario where the branch predictor is per-
fectly warmed up, i.e., the branch predictor state at the beginning of the sampling
unit is the state in which it is assumed that all instructions prior to the sampling unit
were simulated.
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Fig. 9. No warmup, stale state and perfect warmup MPKI results for gcc and 4 branch predictors
(gshare, local, bimodal and hybrid) and 4 sampling unit sizes (10 K, 100 K, 1 M and 10 M).

Figures 9 and 10 clearly show that the no-warmup and stale-state approaches are not
accurate, particularly for small sampling unit sizes. For example for 10 K instruction
sampling units, the 
MPKI can be very high for both the no-warmup and stale-state
approaches. Even for 1 M instruction sampling units, the error can be significant,
more than 1.5 
MPKI for gcc and more than 3 
MPKI for mcf. It should be noted
that the error varies across branch predictors. The error is typically higher for the
gshare and local predictors than for the bimodal predictor, which is to be understood
intuitively, the reason being that the hashing in the gshare and local predictor tables
typically results in more entries being accessed in the branch predictor table than the
bimodal predictor does.

As a result of the non-uniform warmup error across branch predictors, incorrect
design decisions may be taken. For example, for gcc, using the no-warmup approach,
a computer architect would conclude that the local predictor achieves a better accuracy
(a lower MPKI) than the gshare predictor. This is the case for 10 K, 100 K and even
1 M instruction sampling units. For mcf, using the no-warmup approach, it would be
concluded that the hybrid branch predictor outperforms all the other branch predictors;
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Fig. 10. No warmup, stale state and perfect warmup MPKI results for mcf and 4 branch predictors
(gshare, local, bimodal and hybrid) and 4 sampling unit sizes (10 K, 100 K, 1 M and 10 M).

this is the case for all sampling unit sizes considered here (including the 10 M sampling
unit size). However, these incorrect conclusions are just an artifact of the inadequate
warmup approach. For gcc, perfect warmup shows that the gshare predictor outper-
forms the local predictor; for mcf, perfect warmup shows that the gshare predictor
outperforms all other branch predictors. As a conclusion, no warmup may lead to
incorrect design decisions for sampled branch predictor simulation. The stale-state
warmup approach only solves this problem for the 1 M and 10 M instruction sampling
unit sizes; however, it does not solve the problem for smaller sampling unit sizes and
it cannot be used for parallel sampled simulation. As such, there is a need for accurate
warmup strategies for sampled branch predictor simulation.

7.2.2 Branch Predictor WarmupTechniques
Only a few branch predictor warmup techniques have been proposed so far, which

we discuss in this section; a more accurate and most recently introduced approach,
Branch History Matching, is discussed in the next section.
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Stale state and fixed-length warmup. The paper by Conte et al. [20] was the first to
deal with branch predictor warmup. They proposed two approaches to branch predic-
tor warmup, namely, stale state and fixed-length warmup. Stale state (or stitch) means
that the branch predictor state at the end of the previous sampling unit serves as an
approximation for the branch predictor state at the beginning of the current sampling
unit. An important disadvantage of stale state is that it serializes the simulation of
the various sampling units, i.e., it is impossible to simulate the current sampling unit
without having finalized the simulation of the previous sampling unit. Fixed-length
warmup is a simple-to-implement method that achieves good accuracy if sufficiently
long warmup lengths are chosen.

Memory reference reuse latency. The second paper that deals with branch predictor
warmup is by Haskins Jr. and Skadron [42, 43], in which they propose memory ref-
erence reuse latency (MRRL). The idea of MRRL, as described in Section 7.1.1, is
to look at the distribution of reuse distances between occurrences of the same static
branch in the pre-sampling and in the sampling units. MRRL computes the reuse
latency, i.e., the number of instructions between the branch instance in the pre-
sampling unit and the one in the sampling unit, for all branch instances in the
pre-sampling unit and in the sampling unit. For a given target cumulative proba-
bility, for example, 99.5%, it is then determined as to where warmup should start in
the pre-sampling unit. During this warmup period, the branch predictor is warmed
up, but no misprediction rates are computed.

Checkpointed warming. A number of papers have proposed MSI checkpointing to
warm up cache state, as discussed above in Section 7.1.3. They suggest storing the
branch predictor state as part of the microarchitecture state for the various branch
predictors one may be interested in during design space exploration. This can be
costly in terms of disk space in case multiple branch predictors need to be stored, and
in addition, it prevents the simulation of a branch predictor that is not contained in
the microarchitecture warmup.

Branch trace compression. For addressing this problem, Barr and Asanovic [4]
propose branch trace compression. They store a compressed branch trace on disk
and upon branch predictor warming, they simply decompress the compressed branch
trace and use the decompressed trace for branch predictor warming. This approach
is independent of branch predictor and can be used to warm any branch predictor
during sampled simulation. However, the branch trace compression scheme by Barr
and Asanovic [4] does not address the issue of how far one needs to go back in the
pre-sampling unit. They assume that the entire branch trace from the beginning of
the benchmark execution up to the current sampling unit needs to be compressed and
decompressed. This can be time-consuming in practice, particularly for sampling units
deep down the benchmark execution. BHM, as discussed in the following section,
can be used to cut down the branch traces that need to be compressed. This saves both



SAMPLED PROCESSOR SIMULATION: A SURVEY 209

disk space and simulation time, while keeping the benefit of the warmup approach to
be branch predictor independent.

7.2.3 Branch History Matching
Branch history matching (BHM) by Kluyskens and Eeckhout [54,55] is a recently

proposed branch predictor warmup approach that computes the branch predictor
warmup length in two steps. First, the BHM distribution is computed for all sampling
units. Second, the warmup length is determined for each sampling unit for a given
total warmup length budget using the BHM distributions for all sampling units.

7.2.3.1 Computation of the BHM Distribution. Computation
of the BHM distribution for a given sampling unit is illustrated in Fig. 11. At the top of
Fig. 11, a sampling unit along with its pre-sampling unit is shown.The bullets represent
a single static branch that is being executed multiple times in the pre-sampling unit
as well as in the sampling unit. Instructions with labels ‘1’ thru ‘6’ are part of the
pre-sampling unit; instructions labeled ‘7’, ‘8’ and ‘9’ are part of the sampling unit.
A white bullet represents a non-taken branch; a black bullet shows a taken branch.
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Figure 11 also shows the global and local history for each dynamic instance of the
given static branch; the example assumes three global history bits and three local
history bits. It should be noted that the most recent branch outcome is shifted in on
the right-hand side of the history register; for example, a non-taken branch changes
the local history from ‘011’ to ‘110’.

The BHM histogram is computed by scanning all the branch instances in the
sampling unit and proceeds as follows.

• Searching the sampling unit. It is first determined whether there is a perfect match
for the local and global histories of the given branch instance in the sampling unit
versus the local and global histories of all the preceding branch instances of the
same static branch in the sampling unit. A perfect match means that both the local
and global histories are identical for the two respective branch instances. For the
example, as given in Fig. 11, the local and global histories of branch instance ‘9’
in the sampling unit show a perfect match with the local and global histories of
branch instance ‘7’ in the sampling unit. This case increases the count for d = 0
in the BHM histogram.

• Searching the pre-sampling unit. In case there is no perfect match with a preceding
branch instance in the sampling unit, the pre-sampling unit is searched for the
most recent branch instance that shows the highest match with the local and
global histories for the given branch instance. This is done by computing the
Branch History Matching Score (BHMS) between the given branch instance in
the sampling unit and all the branch instances of the same static branch in the
pre-sampling unit. The BHMS between two branch instances is computed as the
number of bit positions that are identical between the local and global histories
of the respective branch instances. When the number of identical bit positions
is computed, we count from the most recent bit to the least recent bit and stop
counting as soon as there is disagreement for a given bit, i.e., we count the most
matching recent history bits. This is done for both the global and local histories;
the overall BHMS then is the sum of the global and local BHMSs. Computed
BHMSs are shown in Fig. 11 for the first and second branch instances of the
sampling unit. For example, the BHMS for branch instance ‘8’ with relation to
branch instance ‘4’ equals 4, i.e., 2 (compare global histories ‘011’ versus ‘111’)
plus 2 (compare local histories ‘101’ versus ‘001’).

The first branch instance (with label ‘7’) achieves a perfect match (BHMS
equals 6) for the branch instance with label ‘5’. The idea is then to update the
BHM histogram, reflecting the fact that in order to have an accurate warmup for
instruction ‘7’, we need to go back to instruction ‘5’ in the pre-sampling unit.
For this purpose, the BHM histogram is incremented at distance d1, with ‘d1’
being the number of instructions between the branch instance with label ‘5’ and
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the beginning of the sampling unit—this is to say that branch predictor warmup
should start at branch instruction ‘5’. For the second branch instance (with label
‘8’) in the sampling unit, the highest BHMS is obtained for the branch instance
with label ‘6’; the number of instructions between that branch instance and the
starting point of the sampling unit is denoted as d2 in Fig. 11. We then increase
the BHM histogram at distance d2.

By dividing the BHM histogram with the number of branch instances in the samp-
ling unit, we then obtain the BHM distribution. Figure 11 shows the cumulative BHM
distribution for the given sampling unit: since there are three branch instances in our
sampling unit that is given as an example, the cumulative distribution starts at 1/3
for distance d = 0, reaches 2/3 at distance d = d2, and finally reaches 1 at distance
d = d1.

7.2.3.2 Determination of Warmup Length. Once the BHM
distribution is computed for each sampling unit, we determine the warmup length
per sampling unit for a given total warmup length budget. The goal is to partition
a given warmup length budget over a number of sampling units so that accuracy is
maximized. In other words, sampling units that do not require much warmup are
given a small warmup length; sampling units that require much more warmup are
given a much larger warmup length.

The algorithm for determining the appropriate warmup length per sampling unit
works as follows; see also Fig. 12 for the pseudocode of the algorithm. We start from
n BHM distributions, with n being the number of sampling units. In each iteration,
we determine the sampling unit i out of the n sampling units that faces the maximum
slope in the BHM distribution. This means that the sampling unit i (called max_i in
the pseudocode in Fig. 12) that maximizes the slope Pi(di+b)−Pi(di)

b
, is determined,

with Pi(d) being the probability for distance d in the cumulative BHM distribution
for sampling unit i and di being the warmup length given to sampling unit i in the
current state of the algorithm. For the sampling unit i that maximizes the slope, we
increase the granted warmup length di to di + b. This algorithm is iterated until the
total warmup length over all sampling units equals a user-defined maximum warmup
length Lw, i.e.,

∑n
i=1 di = Lw. By doing so, we effectively budget warmup to samples

that benefit the most from the granted warmup.
It should be noted that this algorithm is only one possible design point in BHM

warmup. In particular, this algorithm heuristically increases the warmup length for the
sampling unit that faces the maximum slope in the BHM distribution. The algorithm
does not take into account the distance over which this slope is observed; however,
taking this distance into account for the determination of appropriate warmup lengths
would be an interesting study in the future.
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/* this function computes the current warmup
length */

int current_warmup_length (int* d) {
for (i = 0; i < n; i++)
sum += d[i];

return sum;
}

/* main algorithm */

/* initialize warmup length for each sampling
unit */

for (i = 0; i < n; i++)
d[i] = 0;

/* iterate as long as the user defined total
warmup length L_w is not reached */ while
(current_warmup_length (d) < L_w) {

/* find the sampling unit max_j that
faces the maximum slope */

max_prob = 0.0;
max_i = -1;
for (i = 0; i < n; i++) {
if ((P[i][d[i] + b] - P[i][d[i]])/b > max_prob){
max_prob = (P[i][d[i] + b] - P[i][d[i]])/b;
max_i = i;

}
}

/* update warmup length for sampling unit facing
the maximum slope */ d[max_i] += d[max_i] + b;

}

Fig. 12. The algorithm in pseudocode for determining the warmup length per sampling unit using BHM
distributions.

7.2.3.3 Discussion. We now demonstrate the accuracy of BHM compared
with MRRL. In order to do so, we consider four fairly aggressive branch predictors:
a gshare predictor, a local predictor, a bimodal predictor and a hybrid predictor;
and we consider 50 sampling units of 10 K instructions each; see Kluyskens and
Eeckhout [54, 55] for a detailed description on the experimental setup. Our primary
metric for quantifying the accuracy of the branch predictor warmup approaches is
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MPKI, which is defined as the absolute difference between the number of misses
per thousand instructions under perfect warmup, MPKIperfect, versus the number of
misses per thousand instructions under the given branch predictor warmup approach,
MPKIwarmup. In other words, 
MPKI = ‖MPKIwarmup − MPKIperfect‖ and thus
the smaller the 
MPKI, the better will be the results obtained. Our second metric,
next to accuracy, is warmup length which is defined as the number of instructions
required by the given warmup technique. The smaller the warmup length and the
smaller the total simulation time, the better will be the results obtained.

Figure 13 compares BHM against MRRL. As mentioned before, MRRL looks how
far one needs to go back in the pre-sampling unit for encountering branch instances
of the same static branch appearing in the sampling unit. The results in Fig. 13 show
that BHM clearly outperforms MRRL. Across all four branch predictors, the average

MPKI decreases from 2.13 (under MRRL) to 0.29 (under BHM). The important
difference between MRRL and BHM is that BHM, in contrast to MRRL, takes into
account branch histories; this results in significantly more accurate branch predictor
state warmup for BHM compared with MRRL. This is attributed to the fact that
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Fig. 13. 
MPKI results for MRRL and BHM for the gshare, local, bimodal and hybrid branch
predictors. For MRRL, we consider all branch instances in the sampling unit, hence the name ‘MRRL
100%’ labels.
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MRRL does not take into account branch history and MRRL is unable to come up
with warmup lengths that are long enough for accurately warming up the branch
predictors. The average warmup length through MRRL is only 200 K instructions per
sampling unit; whereas BHM achieves longer warmup lengths of 1 M instructions on
average.

7.3 Processor Core State
So far, we discussed MSI techniques for cache and branch predictor structures. The

processor core consists of a reorder buffer, issue queues, store buffers, functional units,
etc., which also need to be warmed up. This is not a major concern for large sampling
units because events in the processor core do not incur an as long history as that in
the cache hierarchy and branch predictors. However, for small sampling units, it is
crucial to warmup accurately the processor core. SMARTS as proposed by Wunderlich
et al. [115, 117], which considers very small sampling units of 1000 instructions,
involves fixed-length warming of the processor core prior to each sampling unit. The
fixed-length warmup is limited to 2000 or 4000 instructions.

8. Case Studies

There are two well-known approaches to sampled processor simulation, namely,
SMARTS and SimPoint, which we discuss in this section. Yi et al. [118] compared
both approaches and conclude that SMARTS is slightly more accurate than SimPoint,
whereas SimPoint provides a better speed versus accuracy trade-off.

8.1 SMARTS andTurboSMARTS
Wunderlich et al. [115, 117] propose SMARTS, or Sampling Microarchitecture

Simulation, which uses systematic sampling. SMARTS selects sampling units periodi-
cally and considers around 10 000 sampling units per benchmark, with each sampling
unit containing 1000 instructions each. And they use statistical sampling theory to
compute confidence bounds on the performance estimate obtained from the sample.
A critical issue when very tiny sampling units are employed is the establishment of
an accurate hardware state at the beginning of each sampling unit. SMARTS builds
the ASI and MSI through what they call functional warming, or by doing a functional
simulation while warming the caches, TLBs and branch predictors; and they do a brief
detailed warming prior to each sampling unit to warm the processor core state. They
implemented the SMARTS approach in SimpleScalar and evaluated it with the SPEC
CPU2000 benchmarks and reported a 0.64% CPI prediction error while simulating
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less than 50 million instructions in detail per benchmark. The SMARTS approach
reduces the overall simulation time by a factor 35X to 60X.

A limitation of the SMARTS approach is that it requires functional simulation
of the entire benchmark execution for building the ASI and MSI. To address this
limitation, they developed TurboSMARTS as described by Wenisch et al. [110,111].
They employ efficient ASI and MSI checkpointing techniques as described earlier in
this survey: their ASI checkpointing technique is similar to TMI, and their cache MSI
checkpointing technique is similar to MHS. They refer to an ASI/MSI checkpoint as
a live-point. The end result is a 250X speedup for TurboSMARTS compared with
SMARTS, while the same level of accuracy is maintained. This dramatic speedup
results in very fast simulation turnaround times, 91 seconds on average per benchmark.
Live-points for SPEC CPU2000 require 12 GBytes of storage.

Wenisch et al. [112] demonstrate that the SMARTS/TurboSMARTS is also feasible
for multiprocessor throughput applications. They built an approach called SimFlex,
which applies sampling to the full-system simulation of commercial applications run
on multiprocessor hardware.

8.2 SimPoint
Sherwood et al. [97] propose SimPoint. SimPoint differs from SMARTS in a

number of ways. SimPoint employs representative sampling using machine learn-
ing techniques to select sampling units and considers a relatively small number of
fairly large sampling units. The sampling unit size varies between 1M instructions
and hundreds of millions of instructions; the number of sampling units varies with
their size: no more than 10 sampling units are selected for large sampling unit sizes
of 100 M instructions, and a couple hundred sampling units are considered for small
sampling unit sizes of 1M instructions.

SimPoint builds on the Basic Block Vector (BBV) concept proposed by Sherwood
et al. [96] to identify a program’s time-varying behavior. A basic block is a linear
sequence of instructions with one entry and one exit point. A Basic Block Vector
(BBV) is a one-dimensional array with one element per static basic block in the
program binary. Each BBV element captures the number of times its corresponding
basic block has been executed. This is done on an interval basis, i.e., one BBV is com-
puted per (fixed-length) instruction interval in the dynamic instruction stream. Each
BBV element is also multiplied with the number of instructions in the corresponding
basic block. This gives a higher weight to basic blocks containing more instructions.
A BBV thus provides a picture of what portions of code are executed and also how
frequently those portions of code are executed. Lau et al. [62] have shown that there
exists a strong correlation between the code being executed—this is what a BBV
captures—and actual performance. The intuition is that if two instruction intervals
execute roughly the same code and if the frequency of the portions of code executed is
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roughly the same, these two intervals should exhibit roughly the same performance.
Once the BBVs are collected per interval, clustering groups these intervals into phases
with similar code signatures. SimPoint then selects one interval from each phase to
recreate a complete picture of the program’s execution. The detailed simulation of
these representatives, called simulation points, then represents the complete execution
of a program.

The ASI and MSI techniques proposed for enhancing the overall simulation
turnaround time for SimPoint are checkpointed ASI and MSI: Van Biesbrouck et
al. [103, 104] proposed the ASI checkpointing techniques described in this survey
(TMI, RTMI, LVS and RLVS), as well as MHS cache MSI checkpointing. The end
result when these efficient ASI and MSI checkpointing techniques are applied to
SimPoint is that a benchmark can be simulated in less than 14 minutes on aver-
age on a single processor. The storage requirements are limited to 52.6 MB per
benchmark, assuming a 1 M instruction sampling unit size. A comparison of Tur-
boSMARTS versus SimPoint provides some interesting insights in terms of speed
versus storage trade-off as described by Van Biesbrouck et al. [104]. The storage
requirements are smaller for SimPoint than for TurboSMARTS: the ASI/MSI check-
points for TurboSMARTS are dominated by MSI checkpointing—ASI checkpointing
is very efficient for TurboSMARTS because of the tiny sampling unit sizes, but MSI
checkpointing is expensive because of the numerous sampling units. In terms of sim-
ulation time, TurboSMARTS is faster than SimPoint because of the tiny sampling
units: the detailed simulation needs to be done for a small number of instructions
only.

A fairly large body of work has been done on SimPoint over the recent years.
The UCSD research group extended SimPoint in a number of ways. For example,
Perelman et al. [86] extend the SimPoint clustering technique to find simulation points
earlier in the dynamic instruction stream, thereby reducing the fast-forwarding time
for building the ASI. Lau et al. [60,63] propose and evaluate program characteristics
such as loops and methods that could serve as an alternative for BBVs. Lau et al. [61]
study variable-length simulation points instead of fixed-length simulation points and
construct a hierarchy of phases at different time scales. Perelman et al. [87] build on
the notions of variable-length intervals and software control flow such as loops and
methods to identify phase behavior and propose cross-binary simulation points so
that simulation points can be used by architects and compiler builders when studying
ISA extensions and evaluating compiler and software optimizations. Hamerly et al.
[40] improve the efficiency of the clustering algorithm in SimPoint through a number
of optimizations which enable application of the clustering to very large data sets
containing hundreds of thousands of intervals; the end result is that the SimPoint
procedure for selecting representative simulation points can be applied, in on the
order of minutes.
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9. Summary

Sampled processor simulation is a practical solution to the simulation time problem
in architectural processor simulation. It selects a limited number of sampling units
and only simulates those sampling units in full detail instead of simulating the entire
dynamic instruction stream. There are three major challenges in sampled processor
simulation: (i) how to select a representative sample; (ii) how to establish the cor-
rect ASI efficiently; and (iii) how to establish an accurate MSI efficiently. Various
researchers have proposed a variety of solutions to each of these challenges. The
selection of representative sampling units can be done through statistical sampling
or representative sampling. The establishment of the ASI can be done through fast-
forwarding, full checkpointing and reduced checkpointing; reduced checkpointing
is faster than both fast-forwarding and full checkpointing, and in addition, requires
less storage than full checkpointing. And the establishment of an as accurate MSI
as possible can be done through cache-state warmup, branch-predictor warmup and
processor-core warmup approaches; MSI checkpointing and branch history matching
are the most efficient and accurate approaches for cache-state and branch-predictor
warmup, respectively. The end result is that sampled processor simulation can esti-
mate performance of full benchmark executions in the order of minutes, with high
accuracy, while requiring modest disk space for storing the (reduced) ASI and MSI
checkpoints.
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Abstract
Sparse matrices are first-class objects in many VHLLs (very high-level languages)
that are used for scientific computing. They are a basic building block for vari-
ous numerical and combinatorial algorithms. Parallel computing is becoming
ubiquitous, specifically due to the advent of multi-core architectures. As exis-
ting VHLLs are adapted to emerging architectures, and new ones are conceived,
one must rethink about trade-offs in language design. We describe the design and
implementation of a sparse matrix infrastructure for Star-P, a parallel implemen-
tation of the Matlab® programming language. We demonstrate the versatility
of our infrastructure by using it to implement a benchmark that creates and mani-
pulates large graphs. Our design is by no means specific to Star-P—we hope it
will influence the design of sparse matrix infrastructures in other languages.
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1. Introduction

Of late, two trends have emerged in scientific computing. The first one is the
adoption of high-level interactive programming environments such as Matlab® [28],
R [23] and Python [34]. This is largely due to diverse communities in physical
sciences, engineering and social sciences using simulations to supplement results
from theory and experiments.

Computations on graphs combined with numerical simulation is the other trend in
scientific computing. High-performance applications in data mining, computational
biology, and multi-scale modeling, among others, combine numerics and combina-
torics in several ways. Relationships between individual elements in complex systems
are typically modeled as graphs. Links between webpages, chemical bonds in com-
plex molecules, and connectivity in social networks are some examples of such
relationships.
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Scientific programmers want to combine numerical and combinatorial techniques
in interactive VHLLs, while keeping up with the increasing ubiquity of parallel
computing. A distributed sparse matrix infrastructure is one way to address these
challenges. We describe the design and implementation of distributed sparse matrices
in Star-P, a parallel implementation of the Matlab® programming language.

Sparse matrix computations allow for the structured representation of irregular
data structures and access patterns in parallel applications. Sparse matrices are also a
convenient way to represent graphs. Since sparse matrices are first-class citizens
in modern programming languages for scientific computing, it is natural to take
advantage of the duality between sparse matrices and graphs to develop a unified
infrastructure for numerical and combinatorial computing.

The distributed sparse matrix implementation in Star-P provides a set of well-
tested primitives with which graph algorithms can be built. Parallelism is derived
from operations on parallel sparse matrices. The efficiency of our graph algorithms
depends upon the efficiency of the underlying sparse matrix infrastructure.

We restrict our discussion to the design and implementation of the sparse matrix
infrastructure in Star-P, trade-offs made, and lessons learnt. We also describe our
implementation of a graph analysis benchmark, using Gilbert, Reinhardt and Shah’s
‘Graph and Pattern Discovery Toolbox (GAPDT)’. The graph toolbox is built on top
of the sparse matrix infrastructure in Star-P [16, 17, 32, 33].

2. Sparse Matrices: A User’s View

The basic design of Star-P and operations on dense matrices have been discussed in
earlier work [8,21,22]. In addition to Matlab®’s sparse and dense matrices, Star-P
provides support for distributed sparse (dsparse) and distributed dense (ddense)
matrices.

The p operator provides for parallelism in Star-P. For example, a random parallel
dense matrix (ddense) distributed by rows across processors is created as follows:

>> A = rand (1e4*p, 1e4)

Similarly, a random parallel sparse matrix (dsparse) also distributed across pro-
cessors by rows is created as follows (The third argument specifies the density of
non-zeros.):

>> S = sprand (1e6*p, 1e6, 1/1e6)

We use the overloading facilities in Matlab® to define a dsparse object. The
Star-P language requires that almost all (meaningful) operations that can be
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performed in Matlab® are possible with Star-P. Our implementation provides
a working basis, but is not quite a drop-in replacement for existing Matlab®

programs.
Star-P achieves parallelism through polymorphism. Operations on ddense

matrices produce ddense matrices. But, once initiated, sparsity propagates. Opera-
tions on dsparse matrices produce dsparse matrices. An operation on a mixture of
dsparse and ddense matrices produces a dsparse matrix unless the operator destroys
sparsity. The user can explicitly convert a ddense matrix to a dsparse matrix using
sparse(A). Similarly, a dsparse matrix can be converted to a ddense matrix
using full(S). A dsparse matrix can also be converted into a front-end sparse matrix
using ppfront(S).

3. Data Structures and Storage

It is true in Matlab®, as well as in Star-P, that many key operations are
provided by public domain software (linear algebra, solvers, fft, etc.). Apart from
simple operations such as array arithmetic, Matlab® allows for matrix multipli-
cation, array indexing, array assignment and concatenation of arrays, among other
things. These operations form extremely powerful primitives upon which other func-
tions, toolboxes, and libraries are built. The challenge in the implementation lies
in selecting the right data structures and algorithms that implement all operations
efficiently, allowing them to be combined in any number of ways.

Compressed row and column data structures have been shown to be efficient for
sparse linear algebra [19]. Matlab® stores sparse matrices on a single processor
in a Compressed Sparse Column (CSC) data structure [15]. The Star-P language
allows for distribution of ddense matrices by block rows or block columns [8, 21].
Our implementation supports only the block-row distribution for dsparse matrices.
This is a design of choice for preventing the combinatorial explosion of argument
types. Block layout by rows makes the Compressed Sparse Row data structure a
logical choice to store the sparse matrix slice on each processor. The choice to use a
block-row layout was not arbitrary, but the reasoning was as follows:

• The iterative methods community largely uses row-based storage. Since we
believe that iterative methods will be the methods of choice for large sparse
matrices, we want to ensure maximum compatibility with existing libraries.

• A row-based data structure also allows for efficient implementation of ‘matvec’
(sparse matrix dense vector product), the workhorse of several iterative methods
such as Conjugate Gradient and Generalized Minimal Residual.
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For the expert user, storing sparse matrices by rows instead of by columns changes
the programming model. For instance, high-performance sparse matrix codes in
Matlab® are often carefully written so that all accesses into sparse matrices are
by columns. When run in Star-P, such codes may display different performance
characteristics, since dsparse matrices are stored by rows. This may be considered by
some to be a negative impact of our decision to use compressed sparse rows instead
of compressed sparse columns.

This boils down to a question of design goals. We set out to design a high-
performance parallel sparse matrix infrastructure and concluded that row-based
storage was the way to go. Had our goal been to ensure maximum performance
on existing Matlab® codes, we might have chosen a column-based storage. Given
all that we have learnt from our implementation, we might reconsider this decision in
the light of 1-D distributions. However, it is much more likely that for a redesign, a
2-D distribution will be considered, to allow for scaling to thousands of processors.
We describe some of these issues in detail in the Section 6.

The CSR data structure stores whole rows contiguously in a single array on each
processor. If a processor has nnz non-zeros, CSR uses an array of length nnz to
store the non-zeros and another array of length nnz to store column indices, as shown
in Fig. 1. Row boundaries are specified by an array of length m + 1, where m is the
number of rows on that processor.

Using double-precision floating-point values for the non-zeros on 32-bit archi-
tectures, an m × n real sparse matrix with nnz non-zeros uses 12nnz + 4(m + 1)

bytes of memory. On 64-bit architectures, it uses 16nnz + 8(m + 1) bytes. Star-P
supports complex sparse matrices as well. In the 32-bit case, the storage required
is 20nnz + 4(m + 1) bytes, whereas it is 24nnz + 8(m + 1) bytes on 64-bit
architectures.

0 a01 a02 0

0 a11 0 a13

a20 0 0 0

0 2

0

4 5

1 2 1 3

a20a01 a02 a11 a13

Row Pointers

Column Indices

Non-zeros

Fig. 1. The matrix is shown in its dense representation on the left, and its compressed sparse rows (CSR)
representation is shown on the right. In the CSR data structure, non-zeros are stored in three vectors. Two
vectors of length nnz store the non-zero elements and their column indices. A vector of row pointers marks
the beginning of each new row in the non-zero and column index vectors.
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Consider the example described earlier: A sparse matrix with a million rows and
columns, with a density of approximately one nonzero per row or column. The mem-
ory required for a dense representation would be 106 × 106 × 8 bytes = 8 terabytes.
The CSR data structure, on the other hand, would use 16 × 106 + 8 × 106 bytes =
24 megabytes.

4. Operations on Distributed Sparse Matrices

The design of sparse matrix algorithms in Star-P follows the same design
principles as in Matlab® [15].

1. Storage required for a sparse matrix should be O(nnz), proportional to the
number of non-zero elements.

2. Running time for a sparse matrix algorithm should be O(flops). It should be
proportional to the number of floating-point operations required to obtain the
result.

The data structure described in the previous section satisfies the requirement for
storage. It is difficult to apply exactly the second principle in practice. Typically,
most implementations achieve running time close to O(flops) for commonly used
sparse matrix operations. For example, accessing a single element of a sparse matrix
should be a constant-time operation. With a CSR data structure, the time taken is
proportional to the logarithm of the length of the row to access a single element.
Similarly, insertion of single elements into a CSR data structure generates extensive
data movement. Such operations can be performed efficiently with the sparse/find
routines (described in the next section), which work with triples rather than individual
elements.

4.1 Constructors
There are several ways to construct distributed sparse matrices in Star-P:

1. ppback converts a sequential Matlab® matrix to a distributed Star-P matrix.
If the input is a sparse matrix, the result is a dsparse matrix.

2. sparse creates a sparse matrix from dense vectors giving a list of non-zero
values. A distributed sparse matrix is automatically created, if the dense vectors
are distributed. find is the dual of sparse; it extracts the non-zeros from a
sparse matrix.

3. speye creates a sparse identity matrix.
4. spdiags constructs a sparse matrix by specifying the values on diagonals.
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5. sprand and sprandn construct random sparse matrices with specified
density.

6. spones creates a sparse matrix with the same non-zero structure as a given
sparse matrix, where all the non-zero values are 1.

4.2 Element-Wise Matrix Arithmetic
Sparse matrix arithmetic is implemented using a sparse accumulator (SPA).

Gilbert, Moler and Schreiber [15] discuss the design of the SPA in detail. In brief,
a SPA uses a dense vector as intermediate storage. The key to making a SPA work is
to maintain auxiliary data structures that allow for direct ordered access to only the
non-zero elements in the SPA. Star-P uses a separate SPA for each processor.

4.3 Matrix Multiplication

4.3.1 Multiplication of Sparse Matrix with
Dense Vector

A sparse matrix can be multiplied by a dense vector, either on the right or on
the left. The CSR data structure used in Star-P is efficient for multiplying a sparse
matrix by a dense vector: y = A∗x. It is efficient for communication and shows
good cache behavior for the sequential part of the computation. Our choice of the
CSR data structure was strongly influenced by our desire to have good matvec
performance, since matvec forms the core computational kernel for many iterative
methods.

The matrix A and vector x are distributed across processors by rows. The subma-
trix of A on each processor will need some subset of x depending upon its sparsity
structure. When matvec is invoked for the first time on a dsparse matrix A, Star-P
computes a communication schedule for A and caches it. Later, when matvecs are
performed using the same A, this communication schedule does not need to be recom-
puted, which saves some computing and communication overhead, at the cost of extra
space required to save the schedule. We experimented with overlapping computation
and communication in matvec. It turns out in many cases that this is less effi-
cient than simply performing the communication first, followed by the computation.
As computer architectures evolve, this decision may need to be revisited.

Communication in matvec can be reduced by graph partitioning. Lesser commu-
nication is required during matvec, if fewer edges cross processor. Star-P can use
several of the available tools for graph partitioning [6,18,29]. However, Star-P does
not perform graph partitioning automatically during matvec. The philosophy behind
this decision is similar to that in Matlab®: user should be able to reorganize data to
make later operations more efficient, but not automatic.
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When multiplying from the left, y = x′ ∗ A, instead of communicating just the
required parts of the source vector, each processor computes its own destination
vector. All partial destination vectors are then summed up into the final destination
vector. This require O(n) communication. The choice of the CSR data structure which
allows for efficient communication when multiplying from the right makes it more
difficult to multiply on the left.

Multiplication of sparse matrix with dense-matrix in Star-P is implemented as
a series of matvecs. Such operations although not very common, do often show up
in practice. It is tempting to simply convert the sparse matrix to a dense matrix
and perform dense-matrix multiplication; the reasoning being that the result will be
dense in any case. However, such action requires extra floating-point operations.
Such a scheme may also be inefficient in storage if the resulting matrix is smaller in
dimensions than the sparse argument.

4.3.2 Multiplication of Sparse Matrix with
Sparse Matrix

The multiplication of two sparse matrices is an important operation in Star-P.
It is a common operation for operation on large graphs. Its application to graph
manipulation and numerical solvers is described by Shah [33]. Our implementa-
tion of multiplication of two sparse matrices is described by Robertson [30] and
Shah [33].

The computation for matrix multiplication can be organized in several ways,
leading to different formulations. One common formulation is the inner product for-
mulation, as shown in code fragment 2. In this case, every element of the product Cij

is computed as a dot product of a row i in A and a column j in B.

01 function C = mult_inner_prod (A, B)
02 % Inner product formulation of matrix

multiplication
03
04 for i = 1:n % For each row of A
05 for j = 1:n % For each col of B
06 C(i, j) = A(i, :) * B(:, j);
07 end
08 end

Fig. 2. Inner product formulation of matrix multiplication. Every element of C is computed as a dot
product of a row of A and a column of B.



DISTRIBUTED SPARSE MATRICES FOR VERY HIGH LEVEL LANGUAGES 233

Another formulation of matrix multiplication is the outer product formulation (code
fragment 3). The product is computed as a sum of n rank-one matrices. Each rank-one
matrix is computed as the outer product of column k of A and row k of B.

Matlab® stores its matrices in the CSC format. Clearly, computation of inner
products (code fragment 2) is inefficient, since rows of A cannot be efficiently acc-
essed without searching. Similarly, in the case of computation of outer products (code
fragment 3), rows of B have to be extracted. The process of accumulating successive
rank-one updates is also inefficient, as the structure of the result changes with each
successive update.

The computation can be set up so that A and B are accessed by columns, computing
one column of the product C at a time. Code fragment 4 shows how column j of C is
computed as a linear combination of the columns of A as specified by the non-zeros
in column j of B. Figure 5 shows the same concept graphically.

Star-P stores its matrices in CSR form. As a result, the computation is setup so
that only rows of A and B are accessed, producing a row of C at a time. Each row i

of C is computed as a linear combination of the rows of B specified by non-zeros in
row i of A (code fragment 6).

01 function C = mult_outer_prod (A, B)
02 % Outer product formulation of matrix

multiplication
03
04 for k = 1:n
05 C = C + A(:, k) * B(k, :);
06 end

Fig. 3. Outer product formulation of matrix multiplication. C is computed as a sum of n rank-one
matrices.

01 function C = mult csc (A, B)
02 % Multiply matrices stored in compressed sparse

column format
03
04 for j = 1:n
05 for k where B(k, j) ~= 0
06 C(:, j) = C(:, j) + A(:, k) * B(k, j);
07 end
08 end

Fig. 4. The column-wise formulation of matrix multiplication accesses all matrices A, B and C by
columns only.
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Fig. 5. Multiplication of sparse matrices stored by columns. Columns of A are accumulated as specified
by the non-zero entries in a column of B using a SPA. The contents of the SPA are stored in a column of
C once all required columns are accumulated.

01 function C = mult csr (A, B)
02 % Multiply matrices stored in compressed sparse

row format
03
04 for i = 1:n
05 for k where A(i, k) ~= 0
06 C(i, :) = C(i, :) + A(i, k) * B(k, :);
07 end
08 end

Fig. 6. The row-wise formulation of matrix multiplication accesses all matrices A, B and C by rows
only.

The performance of sparse matrix multiplication in parallel depends upon the
non-zero structures of A and B. A well-tuned implementation may use a polyalgo-
rithm. Such a polyalgorithm may use different communication schemes for different
matrices. For example, it may be efficient to broadcast the local part of a matrix to
all processors, but in other cases, it may be efficient to send only the required rows.
On large clusters, it may be efficient to interleave communication and computation.
On shared memory architectures, however, most of the time is spent in accumulating
updates, rather than in communication. In such cases, it may be more efficient to
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schedule the communication before the computation. In the general case, the space
required to store C cannot be determined quickly, and Cohen’s algorithm [9] may be
used in such cases.

4.4 Sparse Matrix Indexing, Assignment and
Concatenation

Several choices are available to the implementor to design primitives upon which
a sparse matrix library is built. One has to decide early on in the design phase as to
which operations will form the primitives and how other operations will be derived
from them.

The syntax of matrix indexing in Star-P is the same as that in Matlab®. It is of
the form A(p, q), where p and q are vectors of indices.

>> B = A(p,q)

In this case, the indexing is done on the right side of ‘=’, which specifies that B is
assigned a submatrix of A. This is the subsref operation in Matlab®.

>> B(p,q) = A

On the other hand, indexing on the left side of ‘=’ specifies that A should be stored
as a submatrix of B. This is the subsasgn operation in Matlab®. Repeated indices
in subsref cause replication of rows and columns. However, subsasgn with repeated
indices is not well defined.

Matlab® supports horizontal and vertical concatenation of matrices. The follow-
ing code, for example, concatenates A and B horizontally, C and D horizontally, and
finally concatenates the results of these two operations vertically.

>> S = [ A B; C D ]

All of these operations are widely used, and users often do not give second thought
to the way they use indexing operations. The operations have to accept any sparse
matrix and return a result in the same form with reasonable performance. Commu-
nication adds another dimension of complexity in a parallel implementation such
as Star-P. Performance of sparse-indexing operations depends upon the underlying
data structure, the indexing scheme being used, the non-zero structure of the matrix,
and the speed of the communication network.

Our implementation uses sparse and find as primitives to implement sparse index-
ing. The idea is actually quite simple. First, find all elements that match the selection
criteria on each processor. Depending on the operation being performed, rows and
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columns may need to be renumbered. Once all processors have picked the non-zero
tuples which will contribute to the result, call sparse will assemble the matrix.

Such a scheme is elegant because all the complexity of communication is hidden
in the call to sparse. This simplifies the implementor’s job, who can then focus on
simply developing an efficient sparse routine.

4.5 Sparse MatrixTranspose
Matrix transpose exchanges the rows and columns of all elements of the matrix.

Transpose is an important operation and has been widely studied in the dense case. In
a sparse transpose, apart from communication, the communicated elements have to be
re-inserted into the sparse data structure. The Matlab® syntax for matrix transpose
is as follows:

>> S = A’

Sparse matrix transpose can be easily implemented using the sparse and find
primitives. First, find all non-zero elements in the sparse matrix with find. Then
construct the transpose with sparse, exchanging the vectors for rows and columns.

[I, J, V] = find (S);
St = sparse (J, I, V);

4.6 Direct Solvers for Sparse Linear Systems
Matlab® solves the linear system Ax = b with the matrix division operator,

x = A\b. In sequential Matlab®, A\b is implemented as a polyalgorithm [15],
where every test in the polyalgorithm is cheaper than the next one.

1. If A is not square, solve the least squares problem.
2. Otherwise, if A is triangular, perform a triangular solve.
3. Otherwise, test whether A is a permutation of a triangular matrix (a ‘morally

triangular’ matrix), permute it, and solve it if so.
4. Otherwise, if A is Hermitian and has positive real diagonal elements, find a sym-

metric approximate minimum degree ordering p of A and perform the Cholesky
factorization of A(p, p). If successful, finish with two sparse triangular solves.

5. Otherwise, find a column minimum degree order p and perform the LU
factorization of A(:, p). Finish with two sparse triangular solves.

The current version of Matlab® uses CHOLMOD [7] in step 4 and UMF-
PACK [10] in step 5. Matlab® also uses LAPACK [2] band solvers for banded
matrices in its current polyalgorithm.
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Different issues arise in parallel polyalgorithms. For example, morally triangular
matrices and symmetric matrices are harder to detect in parallel. In the next section,
we present a probabilistic approach to test for matrix symmetry. Design of the best
polyalgorithm for ‘backslash’ in parallel is an active research problem. For now,
Star-P offers the user a choice between two existing message-passing parallel sparse
solvers: MUMPS [1] and SuperLU_Dist [25].

Sparse solvers are extremely complex pieces of software, often taking several years
to develop. They use subtle techniques to extract locality and parallelism and have
complex data structures. Most sparse solvers provide an interface only to solve linear
systems, x = A b. They often do not provide an interface for the user to obtain the
factors from the solution, [L, U] = lu(A). Matlab® uses UMFPACK only when
backslash or the four output version of lu is used, [L, U, P, Q] = lu(A). Many
Matlab® codes store the results of LU factorization for later use. Since Star-P
does not yet provide a sparse lu implementation, it may not be able to run certain
Matlab® codes in parallel.

4.7 Iterative Solvers for Sparse Linear Systems
Iterative solvers for sparse linear systems include a wide variety of algorithms that

use successive approximations at each step. Stationary methods are older, simpler, but
usually not very effective. These include methods such as Jacobi, Gauss–Seidel and
successive over-relaxation. Non-stationary methods, also known as Krylov subspace
methods, are relatively modern and are based on the idea of sequences of orthogo-
nal vectors. Their convergence typically depends upon the condition number of the
matrix. Often, a preconditioner is used to transform a given matrix into one with a
more favorable spectrum, accelerating convergence.

Iterative methods are not used by default for solving linear systems in Star-P. This
is mainly due to the fact that efficient methods are not yet available for all classes
of problems. Conjugate Gradient (CG) works well for matrices which are symme-
tric and positive definite (SPD). Methods such as Generalized Minimal Residual
(GMRES) or Biconjugate gradient (BiCG, BiCGStab) are used for unsymmetric
matrices. However, convergence may be irregular, and it is also possible that the
methods may break.

Even when using CG, a preconditioner is required for fast convergence. Precon-
ditioners are often problem specific; their construction often requires knowledge
of the problem at hand. An exciting new area of research is that of combinatorial
preconditioners. The graph toolbox in Star-P provides tools for users to build such
preconditioners [33].

Although Star-P does not use iterative methods by default, it provides several tools
for users to use them when suitable. Preconditioned iterative methods from software
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such as Aztec [31] and Hypre [14] may also be used in Star-P through the Star-P
SDK [24].

4.8 Eigenvalues and Singular Values
Star-P provides eigensolvers for sparse matrices through PARPACK [27].

PARPACK uses a reverse communication interface, in which it provides the essential
routines for the Arnoldi factorization, and requires the user to provide routines for
matvec and linear solutions. Star-P implementations of matvec and linear solvers
were discussed in earlier sections.

Star-P retains the same calling sequence as the Matlab® eigs function.
Star-P can also provide singular values in a similar fashion, and retains the same
calling sequence for svds.

4.9 Visualization of Sparse Matrices
We have experimented with a few different methods to visualize sparse matrices in

Star-P. A Matlab® spy plot of a sparse matrix shows the positions of all non-zeros.
For extremely large sparse matrices, this approach does not work very well since each
pixel on the screen represents a fairly large part of a matrix. Figure 7 shows a Matlab®

spy plot of a web-crawl matrix. It also shows a colored spy plot, with a different color
for each processor. The row-wise distribution of the matrix is clearly observed in the

Fig. 7. Matlab® and Star-P spy plots of a web-crawl sparse matrix. The Star-P plot also exposes
the underlying block-row distribution of the sparse matrix. The matrix was constructed by running a
breadth-first web crawl from www.mit.edu.
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Matrix nr 5 1024, nc 5 1024, nnz 5 7144
Bucket nnz: max 5 120, min 5 0, avg 5 1.74414, total 5 7144, max/avg 5 69
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Fig. 8. A density spy plot. For large matrices, spy may not display the underlying structure. A density
plot colors each pixel according to the density of the area of the sparse matrix it represents.

colored spy plot. Another approach is to use a 2-D histogram or a density spy plot,
such as the one in Fig. 8, which uses different colors for different non-zero densities.
spyy uses sparse matrix multiplication to produce density spy plots. It is similar to the
cspy routine in CSparse [11], with the exception that cspy is implemented in C and
cannot be used in Star-P. spyy operates on large dsparse matrices on the backend,
but the resulting images are small, which are easily communicated to the frontend.

5. SSCA #2 Graph Analysis Benchmark

We now describe our implementation of a graph analysis benchmark, which builds
upon the sparse matrix infrastructure in Star-P.
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Fig. 9. The left image shows the conceptual SSCA #2 graph (Kepner). The image on the right is an
SSCA #2 graph generated with scale 8 (256 nodes) and plotted with Fiedler co-ordinates.

The SSCAs (Scalable Synthetic Compact Applications) are a set of benchmarks
designed to complement existing benchmarks such as the HPL [13] and the NAS
parallel benchmarks [5]. Specifically, SSCA #2 [3] is a compact application that
has multiple kernels accessing a single data structure (a directed multigraph with
weighted edges). We describe our implementation of version 1.1 of the bench-
mark. Version 2.0 [4], which differs significantly from version 1.1, has since been
released.

The data generator generates an edge list in random order for a multi-graph of
sparsely connected cliques as shown in Fig. 9. The four kernels are as follows:

1. Kernel 1: Create a data structure for further kernels.
2. Kernel 2: Search graph for a maximum weight edge.
3. Kernel 3: Perform breadth-first searches from a set of start nodes.
4. Kernel 4: Recover the underlying clique structure from the undirected graph.

5.1 Scalable Data Generator
The data generator is the most complex part of our implementation. It generates

edge tuples for subsequent kernels. No graph operations are performed at this stage.
The input to the data generator is a scale parameter, which indicates the size of the
graph being generated. The resulting graph has 2scale nodes, with a maximum clique
size of 2scale/3�, a maximum of 3 edges with the same endpoints, and a probability
of 0.2 that an edge is uni-directional. Table I shows the statistics for graphs generated
with this data generator at different scales.
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Table I
Statistics for the SSCA#2 Graph (Version 1.1). The Directed Edges Column Counts the
Number of Edges in the Directed Multi-graph. The Undirected Edges Column Counts
the Number of Edges in the Undirected Graph Used for Kernel 4. The Statistics are

Generated by Simulating the Data Generator

Scale #Vertices #Cliques #Edges (directed) #Edges (undirected)

10 1024 186 13,212 3,670
15 32,768 2,020 1,238,815 344,116
20 1,048,576 20,643 126,188,649 35,052,403
25 33,554,432 207,082 12,951,350,000 3,597,598,000
30 1,073,741,824 2,096,264 1,317,613,000,000 366,003,600,000

The vertex numbers are randomized, and a randomized ordering of the edge tuples
is presented to the subsequent kernels. Our implementation of the data generator
closely follows the pseudocode published in the spec [3].

5.2 Kernel 1
Kernel 1 creates a read-only data structure that is used by subsequent kernels. We

create a sparse matrix corresponding to each layer of the multi-graph. The multi-graph
has three layers, since there is a maximum of three parallel edges between any two
nodes in the graph. Matlab® provides several ways of constructing sparse matrices,
sparse, which takes as its input a list of three tuples: (i, j, wij). Its output is a sparse
matrix with a non-zero wij in every location (i, j) specified in the input. Figure 10
shows a spy plot of one layer of the input graph.

5.3 Kernel 2
In kernel 2, we search the graph for edges with maximum weight. find is the inverse

of sparse. It returns all non-zeros from a sparse matrix as a list of three tuples. We
then use max to find the maximum weight edge.

5.4 Kernel 3
In kernel 3, we perform breadth-first searches from a given set of starting points.

We use sparse matrix matrix multiplication to perform all breadth-first searches simul-
taneously from the given starting points. Let G be the adjacency matrix representing
the graph and S be a matrix corresponding to the starting points. S has one col-
umn for each starting point and one non-zero in each column. Breadth-first search is
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Fig. 10. Matlab® spy plot of the input graph. The input graph is randomized, as evidenced by no
observed patterns in the spy plot.

performed by repeatedly multiplying G by S: Y = G ∗ S. We perform several breadth-
first searches simultaneously by using sparse matrix matrix multiplication. Star-P
stores sparse matrices by rows, and parallelism is achieved computation of some rows
in the product [30, 32] by each processor.

5.5 Kernel 4
Kernel 4 is the most interesting part of the benchmark. It can be considered to be

a partitioning problem or a clustering problem. We have several implementations of
kernel 4 based on spectral partitioning (Fig. 9), ‘seed growing’ (Fig. 11) and ‘peer
pressure’ algorithms. The peer pressure and seed-growing implementations scale bet-
ter than the spectral methods, as expected. We now demonstrate how we use the
infrastructure described above to implement kernel 4 in a few lines of Matlab®

or Star-P. Figure 11 shows a spy plot of the undirected graph after clustering. The
clusters show up as dense blocks along the diagonal.

Our seed-growing algorithm (Fig. 12) starts by picking a small set of seeds (about
2% of the total number of nodes) randomly. The seeds are then grown so that each
seed claims that all nodes are reachable by at least k paths of length 1 or 2, where
k is the size of the largest clique. This may cause some ambiguity, since some
nodes might be claimed by multiple seeds. We tried picking an independent set of
nodes from the graph by performing one round of Luby’s algorithm [26] to keep the
number of such ambiguities as low as possible. However, the quality of clustering
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Fig. 11. The image on the left is a spy plot of the graph, reordered after clustering. The image on the
right magnifies a portion around the diagonal. Cliques are revealed as dense blocks on the diagonal.

01 function J = seedgrow (seeds)
02 % Clustering by breadth first searches
03
04 % J is a sparse matrix with one seed per column.
05 J = sparse (seeds, 1:nseeds, 1, n, nseeds);
06
07 % Vertices reachable with 1 hop.
08 J = G * J;
09 % Vertices reachable with 1 or 2 hops.
10 J = J + G*J;
11 % Vertices reachable with at least k

paths of 1 or 2 hops.
12 J = J >= k;

Fig. 12. Breadth-first parallel clustering by seed growing.

remains unchanged when we use random sampling. We use a simple approach for
disambiguation: the lowest numbered cluster claiming a vertex claims it. We also
experimented by attaching singleton nodes to nearby clusters to improve the quality of
clustering.

Our peer pressure algorithm (Fig. 13) starts with a subset of nodes designated as
leaders. There has to be at least one leader neighboring every vertex in the graph.
This is followed by a round of voting where every vertex in the graph selects a
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01 function cluster = peerpressure (G)
02 % Clustering by peer pressure
03
04 % Use maximal independent set routine from GAPDT
05 IS = mis (G);
06
07 % Find all neighbors in the independent set.
08 neighbors = G * sparse(IS, IS, 1, length(G),

length(G));
09
10 % Each vertex chooses a random neighbor in the

independent set.
11 R = sprand (neighbors);
12 [ignore, vote] = max (R, [], 2);
13
14 % Collect neighbor votes and join the most

popular cluster.
15 [I, J] = find (G);
16 S = sparse (I, vote(J), 1, n, n);
17 [ignore, cluster] = max (S, [], 2);

Fig. 13. Parallel clustering by peer pressure.

Fig. 14. The first graph is the input to the peer pressure algorithm. Every node then picks its largest
numbered neighbor as a leader, as shown in the second graph. Finally, all nodes change their votes to the
most popular vote amongst their neighbors, as shown in the third graph.

leader, selecting a cluster to join. This does not yet yield good clustering. Each vertex
now looks at its neighbors and switches its vote to the most popular leader in its
neighborhood. This last step is crucial, and in this case, it recovers more than 95% of
the original clique structure of the graph. Figure 14 shows the different stages of the
peer pressure algorithm on an example graph.
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We experimented with different approaches to select leaders. At first, it seemed
that a maximal independent set of nodes from the graph was a natural way to pick
leaders. In practice, it turns out that simple heuristics (such as the highest numbered
neighbor) gave equally good clustering. We also experimented with more than one
round of voting. The marginal improvement in the quality of clustering was not worth
the additional computation time.

5.6 Visualization of Large Graphs
Graphics and visualization are a key part of an interactive system such as Matlab®.

The question of how to effectively visualize large datasets in general, especially large
graphs, is still unsolved. We successfully applied methods from numerical computing
to come up with meaningful visualizations of the SSCA #2 graph.

One way to compute geometric co-ordinates for the nodes of a connected graph is
to use Fiedler co-ordinates [20] for the graph. Figure 9 shows the Fiedler embedding
of the SSCA #2 graph. In the 2-D case, we use the eigenvectors (Fiedler vectors)
corresponding to the first two non-zero eigenvalues of the Laplacian matrix of the
graph as co-ordinates for nodes of the graph in a plane.

For 3-D visualization of the SSCA #2 graph, we start with 3-D Fiedler co-ordinates
projected onto the surface of a sphere. We model nodes of the graph as particles on
the surface of a sphere. There is a repulsive force between all particles, inversely
proportional to the distance between them. Since these particles repel each other
on the surface of a sphere, we expect them to spread around and occupy the entire
surface of the sphere. Since there are cliques in the original graph, we expect clusters
of particles to form on the surface of the sphere. At each timestep, we compute a force
vector between all pairs of particles. Each particle is then displaced by some distance
based on its force vector. All displaced particles are projected back onto the sphere at
the end of each time step.

This algorithm was used to generate Fig. 15. In this case, we simulated 256 particles
and the system was evolved for 20 time steps. It is important to first calculate the
Fiedler co-ordinates. Beginning with random co-ordinates results in a meaningless
picture. We used PyMOL [12] to render the graph.

5.7 Experimental Results
We ran our implementation of SSCA #2 (ver 1.1, integer only) in Star-P. The

Matlab® client was run on a generic PC. The Star-P server was run on an SGI
Altix with 128 Itanium II processors with 128G RAM (total, non-uniform memory
access). We used a graph generated with scale 21. This graph has 2 million nodes.
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Fig. 15. The 3-D visualization of the SSCA #2 graph on the left is produced by relaxing the Fiedler
co-ordinates projected onto the surface of a sphere. The right figure shows a density spy plot of the SSCA
#2 graph.

Fig. 16. SSCA #2 version 1.1 execution times (Star-P, Scale = 21).

The multi-graph has 321 million directed edges; the undirected graph corresponding
to the multi-graph has 89 million edges. There are 32 thousand cliques in the graph,
the largest having 128 nodes. There are 89 million undirected edges within cliques,
and 212 thousand undirected edges between cliques in the input graph for kernel 4.
The results are presented in Fig. 16.
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Our data generator scales well; the benchmark specification does not require the
data generator to be timed. A considerable amount of time is spent in kernel 1, where
data structures for the subsequent kernels are created. The majority of this time is
spent in searching the input triples for duplicates, since the input graph is a multi-
graph. Kernel 1 creates several sparse matrices using sparse, each corresponding to a
layer in the multi-graph. Time spent in kernel 1 also scales very well with the number
of processors. Time spent in Kernel 2 also scales as expected.

Kernel 3 does not show speedups at all. Although all the breadth-first searches
are performed in parallel, the process of subgraph extraction for each starting point
creates a lot of traffic between the Star-P client and the Star-P server, which are
physically in different states. This client-server communication time dominates the
computation time. This overhead can be minimized by vectorizing kernel 3 more
aggressively.

Kernel 4, the non-trivial part of the benchmark, actually scales very well. We
show results for our best performing implementation of kernel 4, which uses the
seed-growing algorithm.

The evaluation criteria for the SSCAs also include software engineering metrics
such as code size, readability and maintainability. Our implementation is extremely
concise. We show the source lines of code (SLOC) for our implementation in Table II.
We also show absolute line counts, which include blank lines and comments, as we
believe these to be crucial for code readability and maintainability. Our implemen-
tation runs without modification in sequential Matlab®, making it easy to develop
and debug on the desktop before deploying on a parallel platform.

We have run the full SSCA #2 benchmark (version 0.9, integer only) on graphs
with 227 = 134 million nodes on the SGI Altix. Scaling results for the full benchmark
(version 1.1, integer only) are presented in Fig. 16. We have also generated and

Table II
Line Counts for Star-P Implementation of SSCA #2. The
‘Source LOC’ Column Counts Only Executable Lines of

Code, Whereas the ‘Total line counts’ Column Counts the
Total Number of Lines Including Comments and White

Space

Operation Source LOC Total Line Counts

Data generator 176 348
Kernel 1 25 63
Kernel 2 11 34
Kernel 3 23 48
Kernel 4 (spectral) 22 70
Kernel 4 (seed growing) 55 108
Kernel 4 (peer pressure) 6 29



248 J.R. GILBERT ET AL.

manipulated extremely large graphs (1 billion nodes and 8 billion edges) on an SGI
Altix with 256 processors using Star-P.

This demonstrates that the sparse matrix representation is a scalable and efficient
way to manipulate large graphs. It should be noted that the codes in Fig. 12 and Fig. 13
are not pseudocodes, but actual code excerpts from our implementation. Although
the code fragments look very simple and structured, the computation manipulates
sparse matrices, resulting in highly irregular communication patterns on irregular
data structures.

6. Looking Forward: A Next-Generation
Parallel Sparse Library

We now discuss the design goals of a next-generation parallel sparse library, based
on our current experience.

Our initial goal was to develop a parallel sparse library for Star-P similar to the one
in Matlab®. We wanted it to be robust, scalable, efficient and simple. Hence, all the
design decisions we made always favored robustness and simplicity. For instance, we
decided early on to support only the CSR data structure to store sparse matrices and
to use a 1-D block layout by rows. A 2-D layout may be more efficient, and it would
definitely be nice to support other data structures for storage. However, these would
complicate the implementation to a point where it may not be possible to implement
all the operations we currently support for all combinations of data structures and
layouts.

There are some crucial differences between Matlab® and Star-P’s sparse
libraries. First, Matlab®’s focus is solely on numerical computing. However, sparse
matrices are increasingly lending themselves to more than just numerical computing.
Second, parallel computing is still not as easy as sequential computing. Parallel sparse
matrices provide an elegant way for a user to represent large sparse datasets as matri-
ces without using complex data structures to store and query them. Operations on
such large datasets often require irregular communication and irregular data access.
Sparse matrix computations allow this to be done in a concise and systematic way,
without worrying about low-level details. The use of distributed sparse matrices to
represent graphs for combinatorial computing is one such example [33].

We have learnt some lessons from our experience with the Star-P sparse matrix
library, which might be helpful for the development of a next-generation parallel
sparse library.

Although the CSR data structure has served us well, it does cause some problems.
Matlab® codes written to specifically take advantage of the column storage of sparse
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matrices must be rewritten to use row storage. Although it is not yet clear as to how
much may be the performance difference for a real-life application, it is inconvenient
for a user writing highly tuned codes using sparse matrices. Such a code will also
have different performance characteristics in Matlab® and Star-P.

We propose adding a third design principle to the two stated in Section 4. The
difference in performance between accessing a sparse matrix by rows or columns
must be minimal. Users writing sparse matrix codes should not have to worry about
organizing their sparse matrix accesses by rows or columns, just as they do not worry
about how dense matrices are stored.

For an example of the third principle, consider the operation below. It is much
simpler to extract the submatrix specified by p from a matrix stored in the CSR
format than from a matrix stored in the CSC format. In the latter case, a binary search
is required for every column, making the operation slower.

>> A = S(p, :) % p is a vector

A parallel sparse library that needs to scale to hundreds or thousands of processors
will not work well with a one-dimensional block layout. A two-dimensional block
layout is essential for scalability of several sparse matrix operations. The benefits of
2-D layouts are well known at this point, and we will not reiterate them. It is important
to note that compressed row/column data structures are not efficient for storing sparse
matrices in a 2-D layout.

Another point of departure is a different primitive for indexing operations.
Currently, we use the ‘sparse-find’ method to perform all the indexing operations
such as submatrix indexing, assignment, concatenation and transpose. We used the
concept of the sparse function as a primitive, using which we built the rest of the
operations. We propose that a next-generation sparse matrix library should use sparse
matrix multiplication as the basic primitive in the library.

We illustrate the case of submatrix indexing using matrix multiplication. Suppose
A is a matrix, and we wish to extract the submatrix B = A(I, J ). Multiplying from
the left picks out the rows, whereas multiplying from the right picks out the columns,
as shown in code fragment 17.

We believe that it will be possible to implement sparse matrix multiplication more
efficiently with a 2-D block distribution than with a 1-D block distribution for large
numbers of processors. Indexing operations may then be implemented using sparse
matrix multiplication as a primitive. An efficient sparse matrix multiplication imple-
mentation might actually use a polyalgorithm to simplify the implementation for
special cases when more information is available about the structure of matrices
being multiplied, as is the case for indexing operations.

The choice of a suitable data structure to store sparse matrices in a 2-D block
layout and to allow for efficient matrix multiplication still remains an open question
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01 function B = index_by_mult (A, I, J)
02 % Index a matrix with matrix multiplication
03
04 [nrows, nccols] = size(A);
05 nI = length(I);
06 nJ = length(J);
07
08 % Multiply on the left to pick the required rows
09 row_select = sparse(1:nI, I, 1, nI, nr);
10
11 % Multiply on the right to pick the required

columns
12 col_select = sparse(J, 1:nJ, 1, nc, nJ);
13
14 % Compute B with sparse matrix multiplication
15 B = row_select * A * col_select;

Fig. 17. Matrix indexing and concatenation can be implemented using sparse matrix–matrix multipli-
cation as a primitive. Multiplication from the left picks the necessary rows, whereas multiplication from
the right picks the necessary columns.

for future research. We believe that once the right data structure is selected, there
will not be a large difference in performance when multiplying from the left or the
right. This directly translates into symmetric performance for all indexing operations
when accessing a matrix either by rows or by columns. We believe that this will
lead to higher programmer productivity, freeing users from tuning their codes in
specific ways that depend on knowledge of the underlying implementation of indexing
operations.

7. Conclusion

We described the design and implementation of a distributed sparse matrix infra-
structure in Star-P. This infrastructure was used to build the ‘Graph Algorithms
and Pattern Discovery Toolbox (GAPDT)’. We demonstrated the effectiveness of our
tools by implementing a graph analysis benchmark in Star-P, which scales to large
problem sizes on large processor counts.

We conclude that distributed sparse matrices provide a powerful set of primitives
for numerical and combinatorial computing. We hope that our experiences will shape
the design of future parallel sparse matrix infrastructures in other languages.
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Abstract
This chapter is intended to acquaint the reader with some of the important topics in
high performance, or what is now being referred to as, ‘high productivity comput-
ing’ (HPC). The target audience is technical professionals who are not specialist
in HPC. Some of the topics covered include: HPC benchmarking concerns and
sample results in government research labs, private industry and academia; HPC
environments in private industry vs. government labs/research sectors; emerging
acceleration techniques to speed up scientific and engineering applications; the
move to petaflop class hardware and software by 2010–2011; computational
science programs to train future computer support staffs to exploit effectively
and efficiently the emerging class of petaflop supercomputers; lists of some avail-
able HPC videos; studies by the U.S. Council on Competitiveness and others to
improve U.S. global competitiveness. The emphasis is to provide mostly easily
accessible internet references to these topics and at a level that enables the reader
to discern possible relationships between his or her own specialty and the potential
impact of HPC.
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1. Introduction

The motivation for writing this chapter came from my desire to keep undergraduate
and graduate students aware of HPC activities which could have direct or indi-
rect influence on their academic studies and career objectives in a wide variety of
computer-related disciplines. HPC issues are usually at the leading technological
edge, but gradually filter down to impact larger and larger groups of people with very
diverse computer interests. Unfortunately, the textbooks and faculty do not always
provide early student awareness of such topics. Often exposure to such developments
occurs after graduation and/or via emerging summer jobs or technical workshops. In
my own case I started at the end of my junior year as a math major and continued
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throughout graduate school to spend many summers working in government research
labs where I acquired significant insight into HPC. In college, I maintained a ‘for-
bidden desk draw’, which included technical articles which aroused my curiosity but
which I sadly realized were very unlikely to ever be discussed in any of my formal
courses. Thus, when I became a full-time faculty member I vowed that I would start
exposing my students to some of those topics and attempt to relate them to various
aspects of their formal computer science studies.

When I left full-time academia to work in private industry, I still maintained my
desire to stimulate students with the excitement of HPC. For over 35 years I have con-
tinued to introduce HPC to students, faculty and a myriad of technical professionals
while serving as a national and international HPC lecturer for ACM, SIAM, IEEE,
ASME, SAE and Sigma Xi. I started to evolve what I euphemistically referred to as
‘Bedtime Readings’ in various HPC areas and distributed these guides whenever and
wherever I gave lectures to both academic and city chapters of the aforementioned
professional organizations. Since HPC tends to change very rapidly, so did the con-
tents of my Bedtime Reading Lists, which also served as a means for me to keep up
to date. This chapter has evolved from such reading lists. I hope it will be helpful to
many of you who are not yet acquainted with numerous aspects of HPC.

My intent is NOT to provide an exhaustive compendium of all HPC references but
rather to offer you snapshots of some interesting issues and concerns in the hope that
many of you will be stimulated to explore these topics even if some of them are not
explicitly mentioned in formal academic studies and/or textbooks. I have attempted
to select recent (often very brief) references, most of which are available on the
Internet with the URLs provided; for convenience, the references for each subsection
are listed at the end of that subsection rather than at the end of the entire chapter.
Content wise, these articles should be easily comprehendible and accessible to non-
HPC scientific and engineering specialists in government labs, academia and private
industry. No attempt is made to review in-depth details of advanced HPC issues or to
review the computer science academic literature. Rather than paraphrase the content
of the numerous references that I have compiled, I have tried to provide some brief
commentary about the topics in each section and make a few remarks about what
issues readers should keep in mind as they peruse many of the given articles. The
natural bias in some of my remarks reflects my thoughts about many of these issues
primarily from the viewpoint of an HPC person in private industry but also from
the perspective of any scientist/engineer in private industry, a government research
facility and/or in academia across a broad spectrum of computer-related disciplines.
Most of the references come from vendor press releases, government and university
research reports, abstracting services fromACM, SIAM, IEEE, HPCWIRE, EETimes,
reports from U.S. Council on Competitiveness, etc. as well as from some of my own
HPC papers.
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Warning: The views expressed in this chapter are those of the author and do NOT
necessarily reflect the perspective of any of the author’s previous employers. I wel-
come any comments or suggestions from the readers about the content of this chapter;
please send such remarks to m.ginsberg@ieee.org.

2. Computational Environments in
Government, Academia and Industry

2.1 Overview of Computational Environments
There are some very distinct differences between the computational environments

that exist in government research/academic centers and those in private industry.
For example, the former tends to have large multidisciplinary support staffs to assist
scientists and engineers with the details of their computational applications so that
users can focus on details of their specific application. The support staff concentrates
on fine-tuning the system’s software and hardware as well as determining the optimal
algorithms needed for high-speed performance on the given problem. Such centers
also tend to have the very latest state-of-the-art HPC hardware and software techno-
logies to support a myriad of applications. It is important to note that most government
research/academic centers are using primarily in-house developed and/or open-source
application softwares rather than commercial codes.

In sharp contrast, the industrial sector tends to have very small support staffs,
often with little or no in-house in-depth multidisciplinary application expertise. Fur-
thermore, the priority in most industrial facilities favors a very stable production
environment which often excludes extensive access to leading-edge HPC hardware
and software. The use of the latest research techniques is sometimes viewed by
management as a risk to stability of their production environment.

In the typical industrial facility, most applications are solved using commercial
independent software-based (ISVs) products which unfortunately often results in the
accumulated use of lots of legacy code, which in turn makes it increasingly difficult
to port industrial applications to the latest HPC environments. When a faster, more
efficient HPC hardware/software solution exists, it may not be readily embraced
unless it is already included in the ISV code in use in that specific industrial location.
According to comments in several U.S. Counsel on Competitiveness supported studies
(see [13–16]), most ISVs derive only a small percentage of their total revenue from
HPC usage and thus tend to lack sufficient incentives to promote HPC, especially for
larger industrial applications.

Fortunately, this situation is beginning to improve with widespread introduction
of Windows-based HPC via MS CCS2003 [11]. Products such as MATLAB [10]
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and Star-P [12] combined with CCS2003 now empower users to generate from the
desktop parallel application solutions interfaced with commodity cluster support.

It is very rare indeed for the technical people who would directly use HPC tech-
nology to also control the corporate resources to finance such equipment. At present,
it is very rare indeed to find an industrial site which has successfully performed a
return on investment (ROI) [18, 19] analysis for new HPC technology. This process
is absolutely essential in order to cost justify rapidly to upper industrial management
that a new and better approach for important applications is a financial benefit to
corporate earnings. Even if upper management is convinced of the better solution,
the financial resources may not be available within the company to expedite the use
of the new HPC technology in a timely manner.

I personally witnessed an interesting example of this while working at a U.S. auto
company during the 1980s. At that time, it took almost four years to convince upper
management to obtain an in-house supercomputer because no other auto company
had one, and management was not convinced of its immediate need. It then took
another 7 years for auto companies in the rest of the world to acquire supercomputers.
In contrast to this situation at a U.S. auto manufacturer, it only required about six
months at a Japanese car company to accomplish this task after lower level technical
people reached consensus on the need for an internal supercomputer. Then, upper
management gave final corporate approval. The main difference is that in Japanese
auto companies, technical professionals often attain high-level corporate positions and
then mentor the low-level technical people; this promotes very good communications
with those who control the corporate purse strings. In contrast, in U.S. auto companies,
it is very rare for a technical professional to attain a very high-level corporate position;
consequently dialogue with upper management does not tend to be as effective as with
their Japanese counterpart.

The gap between the use of HPC in government/research sectors and private
industry is still growing and is measured in as many as four to five years in some
application areas. Action is being taken through a few government programs to nar-
row this chasm. Considerably more massive action must be taken to improve U.S.
global competitiveness in the private sector; see [5–7] for more details. The issues in
Fig. 1 summarize the major reasons why faster industrial HPC adoption has not yet
occurred. Some current improvements in HPC in the industrial sector are given in
Section 10.

Reference [20] based on Congressional testimony in 2003 by a Ford engineer,
Vince Scarafino, indicates that since the mid 1990s, the use of commodity-based
supercomputers as opposed to custom vector supercomputers (such as those made
by Cray and NEC) have not really been as productive as possible with respect to a
significant segment of the large automotive modeling applications.
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Fig. 1. Government vs. industrial HPC environments.
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3. Computational Science Education (CSE)

3.1 The Academic Origins of CSE
The early computer science departments started in the late 1960s. Initially, many had

origins in mathematical science departments. In attempts to gain academic legitimacy,
many such departments strongly believed that they must focus on a very theoretical
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foundation which is indeed a necessity for a new academic discipline. Several early
computer science departments had strong roots in numerical analysis, which had a
long and distinguished history in math departments. Soon other areas developed to
enhance the theoretical landscape. This was great for producing academic faculty
members, but was not so effective for producing graduates who desired to be ‘users’
of computing technology. At the other extreme, some computer science departments
thought that the focus should be on learning multiple programming languages or
systems programming and still others thought the emphasis should be on computer
hardware. What tended to evolve are computer science departments that were very
good at creating people for academic positions but tended to neglect the training
of those who wanted to be users of computers in industry. Eventually, electrical
engineering departments started developing computer science programs. The people
who ended up working in computing in industry tended to learn what they needed via
on-the-job training; for example even now (in 2007), few computer science program
graduates have any exposure to use of commercial computer applications software
such as those used in industry.As the industrial problems became more complex, some
visionary computer science people realized that applied computer science needed to
focus in a new direction. This recognition has now led to the creation of upwards of
over 50 computational science programs (CSE) in the U.S. and abroad.

3.2 A Sampling of CSE Programs in the U.S.
Figure 2 lists some of the current U.S. educational institutions which have an

undergraduate and/or graduate program in Computational Science. I am not aware of
any comprehensive, up-to-date list of all such programs in the U.S. and elsewhere in
the world. The references [11–14] offer some details about these initiatives and other
such Computational Science programs. Such academic offerings can be centered in
math, computer science, electrical engineering, or physics departments or even in a
nuclear engineering program. Some newer programs are going one step further and
establishing systems or informational science programs.

3.3 Impediments to the Growth of CSE Programs
Unfortunately, a prominent barrier to further expansion of CSE programs is the

‘academic turf wars’, which often seem to be overly concerned about which academic
department should be the recipient of the semester credit hours for CSE courses!!
CSE is inherently multidisciplinary in nature, involving theory, experimentation, and
computer simulations. Graduates of CSE programs must have exposure to a variety of
physical problems, mathematics that can be used as tools to analyze such problems,
combined with insight from computer simulations in order to determine an optimal
solution to the problem.
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U.S. Computational Science Programs

� Clark University
� George Mason University
� George Washington U (VA)
� Georgia State University
� Indiana U (Bloomington)
� Mississippi State University
� MIT
� New York University
� Ohio University
� Old Dominion University
� Oregon State University
� Penn State University
� Princeton University
� Purdue University
� Rensselaer Polytechnic
� Rice University
� San Diego State University
� Stanford University

� SUNY Brockport
� SUNY Stony Brook
� Syracuse University
� U of California, Berkeley
� U of California, Santa Barbara
� U of Colorado (Denver)
� U of Delaware
� U of Houston
� U of Illinois (Chicago)
� U of Illinois (Urbana)
� U of Iowa
� U of Maryland (College Park)
� U of Michigan
� U of Minnesota
� U of Texas (Austin)
� U of Utah
� Wittenberg University
� College of William and Mary

Fig. 2. U.S. computational science programs.

I have visited many of the existing CSE programs in the U.S. and Canada as well
as institutions considering the creation of such a program. A simple litmus test to
estimate if such a program is likely to succeed is to ask the existing faculty members
the following three questions: 1. Do you frequently eat and/or socialize with other
members of your own department regardless of their area of specialization? 2. Do you
frequently eat and/or socialize with other faculty members in other departments of the
same college in the university? 3. Do you frequently eat and/or socialize with faculty
members in other departments in other colleges of the university? If the responses
are generally affirmative, then there is a likely chance that a CSE program will be
successful. Warning: This is not a foolproof test.

3.4 Content Needs in CSE Programs
It is very difficult to provide adequate exposure to all aspects of computational

science in an undergraduate program because of the existing number of required
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courses already contained in such programs. Any attempt to do so must include one
or more large student projects within the program and/or supplemented by apprentice-
ships offered in government labs and/or private industry. In most current industrial
situations, the personnel working on a specific application usually could be charac-
terized as having expertise in the problem discipline or in the computer science area.
A crucial ingredient for success of a CSE program is the inclusion of a large variety
of techniques which can be readily applied to a vast spectrum of problems across a
vast expanse of disciplines.

For industrial success, at present and in the future, U.S. private industry must recruit
a large number of trained personnel in computational science to fill in all the gaps
between the discipline specialists and the computer science support people, especially
as the HPC hardware and software demands grow with the introduction of petaflop
class machines by 2010–2011. Most current computational scientists are working in
government labs or in federally funded academic research centers. There is thus a
severe scarcity of such people in U.S. private industry. The net effect is impeding of
the growth of industrial HPC usage.

3.5 Comments on Section References
The references in this section fall into several categories: representative examples

of a few recent CSE textbooks [6, 10, 16], examples of undergraduate and graduate
CSE curricula including some vignettes about participating students [11–14], loss of
computer science students and how to attract more students into CSE [2, 7–9, 17],
leadership training [15].

I also want to direct your attention to an evolving course on ‘HPC Concepts,
Methods, and Means’ created under the direction of Dr. Thomas Sterling at LSU;
by the time you read this, the second iteration of the course should be in progress
on the Internet at several colleges during the 2008 Spring semester. A textbook
and several support documents should be available on the LSU web site by then.
For more information, contact Dr. Sterling (mailto: tron@cct.lsu.edu) or look at
http://www.cct.lsu.edu/csc7600/index.html. This web site has a recorded message
from Dr. Sterling that briefly describes the HPC course and contains a complete class
syllabus, a history of HPC, course info and a list of people involved including affi-
liates. I strongly encourage you to check out this course if you have any interest in
learning more about HPC.
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4. Supercomputing Architecture

4.1 Distinguishing Differences Among the Content of
Sections 4 through 8 Inclusive

Sections 4 through 8 inclusive overlap somewhat, but the focus is different in each
of these: Section 4 spotlights specific architecture, while Section 5 presents HPC
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issues across these diverse architectures. Section 6 examines specific scientific and
engineering application performance on many of the computers discussed in previous
sections. Section 7 concentrates on specific heterogeneous components to enhance
speed on one or more of the aforementioned architectures. Section 8 spotlights the
initial attempts to create several petaflop systems developed within and external to the
U.S. and to do so by the end of the first decade of the 21st century. For those readers
with little or no computer architecture background, I have intentionally avoided the
inclusion of detailed hardware discussions and have provided mostly general layman-
level articles in all these sections. For those desiring more information about the
evolution of these machines, I recommend perusing a few recent publications of
Hennessy and Patterson including in this section, [56, 89, 90], as well as several
overviews provided in [86, 106] as well as in the two videos [20, 100].

4.2 Differentiating References for Specific
Architectures

For specific architectures, see the following: for IBM Blue Gene/L, see the entire
special issue [102] as well as [3–6, 10–12, 41, 48, 54, 64, 77, 102]; for the new
BlueGene/P, see [5, 47, 69]; for the Sony PS3 as a potential supercomputer using the
IBM Cell architecture, see [15, 16, 85A]; for the Cray Red Storm and its descendents
XT3, XT4, see [2A, 2B, 14, 17, 32–36, 79, 82, 102A]; for the Cray X1 and X1E, see
[26–30, 72, 84, 88, 92] for Cray XMT, see [38A, 38B]; for vector computers, see the
Cray X1 and Cray X1E references above as well as NEC [59,73,78]. For instructional-
level parallelism, see Chapters 2 and 3 in [56]; for multi-processor parallelism, see
chapter 4 of [56] and for vector processors, see appendix F of [56]. For new low-
energy computer, see [47B]. See [106] for more details of recent supercomputers not
explicitly mentioned in this section.
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5. Some HPC Issues

5.1 Actual HPC Performance
When using HPC technology, it is extremely important to verify the accuracy of

your computer results and explicitly indicate the conditions under which the perfor-
mance tests were conducted. Unfortunately, that does not always happen. It can be
caused by deceptive practices used during the performance tests and/or over zealous-
ness by a vendor marketing person or even by ignorance of the persons conducting the
performance tests. The Bailey references [1–3] reveal many such misleading prac-
tices and I strongly recommend that you scrutinize those papers. Sometimes vendor
personnel with a strong desire not to reveal any bad attributes of their company’s
computer product may suffer from a disease I prefer to politely refer to as ‘selective
amnesia’; in such cases no major poor results will be reported or will be explained
only by the use of marketing HYPE. This practice was obviously learned by observ-
ing the behavior patterns of many politicians. The best way to avoid such practices
is to have several experts present before, during, and after the performance tests to
try to verify that there is a very accurate written record which discloses all significant
factors which could impact the reported performance outcomes.

5.2 Software Needs with Current and Future
Supercomputers

For many years, there has been considerably more effort to develop HPC
hardware rather than focus on expansion of HPC software needs. Now we are directly
headed for a crisis in the latter area because of growing heat and energy concerns in
the development of faster HPC performance. More and improved forms of soft-
ware parallelism must be created to solve this problem if petaflop computing is to
be successful between now and 2011. Solutions will involve the creation of new
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performance-enhancing techniques. See references [8A, 9, 10, 12, 21, 26, 26A, 27,
35, 36A, 38, 41, 42, 43, 44, 45].

5.3 U.S. Government Roadmaps
The federal government so far has failed to provide long-term implemented

solutions to meet HPC needs, especially in industry. This has been the case despite
many government initiatives that have been inadequate in meeting long-term HPC
needs. The current software HPC crisis is an example of ineffective long-term plans.
There have been several federal initiatives but few long-term implemented initiatives.
See [14–16, 19, 22–26, 28, 30, 34–36].
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6. Benchmarking Issues and Concerns

6.1 HPC Pitfalls and Difficulty inTesting
It is an extremely difficult task to create a comprehensive, unbiased, and rele-

vant set of benchmark tests to assess accurately the performance of a particular user
application. Scrutinizing the issues in Fig. 3 should convince the reader of the daun-
ting nature of this task. It is very easy to be deceived when attempting to discern
just exactly what a particular benchmark reveals about the inherent nature of a user
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High Performance Computing Pitfalls

� Best performance often  achieved in cases with minimal
 dependencies  and/or strong locality of reference
� Large numbers of processors does NOT necessarily guarantee
 highest speed (Amdahl’s Law) especially if interconnection
 network cannot move data sufficiently fast
� For high speed, must maintain a very high ratio of
 computations to communications, i.e., balance should be > 1
� Program with highest mflop/s does NOT necessarily have
 shortest wallclock time
� Do NOT be impressed by raw peak speed because sustained
 speed is often much less than peak for real industrial
 applications
� Amount of parallelism and/ or speedup may be impressive but
 wallclock time may be greater than for a machine with less
 parallelism
� Mflop/$ is a deceptive metric and can vary considerably

Fig. 3. High-performance computing pitfalls.



276 M. GINSBERG

application. Just exactly what hardware, software, and/or algorithmic features signifi-
cantly impacted the observed performance of a user application? Examine [5, 6] for
examples of performance deceptions.

6.2 Benchmarking Approaches in
Government/Academic Research vs. Industry

The differences in these two environments were discussed in Section 2. Those
same factors affect the means by which benchmarking is performed in these two
very different surroundings. For example, it is usually more difficult to benchmark
industrial ISV-based codes on a new architecture because of dependencies in the ISV-
based codes and because the ISV-based codes may have not been ported to the new
environment. Even though some of the same applications are run in a government lab
and in industry, it is difficult to compare performance because again the ISV-based
code may produce different results than the in-house code even though both codes
solve the same problem. The ISV problem makes it more difficult for an industrial
person to assess if the government lab code would perform better than his ISV code.

In most academic research centers as well as in most government labs, relatively
few, if any, commercial ISV-based codes are in extensive use. This helps contribute
to the continuing lag between government and industrial uses of leading-edge HPC
architectures. For example, the Cray X1 vector computer entered the marketplace
in late 2002, yet by 2006 only one such machine was in use in U.S. industry. The
commercial ISVs considered porting their codes to that machine but concluded that
it would not be cost-effective even though extensive benchmark tests at Oak Ridge
National Lab (ORNL) demonstrated superior performance on the Cray X1 for vector-
oriented applications.

6.3 The One Number Syndrome for Industrial
Benchmarking

Because benchmarking is so difficult, some industrial managers have jumped to
the pragmatic conclusion that an effective shortcut is to find a single number that
would totally characterize application performance and thereby avoid extensive and
costly performance testing. From the factors discussed in this section so far, it should
be obvious to the reader that such a single number might only be found in the mind
of a computer vendor marketing person. Many such people look to the Top500 List
[56] for such one number ‘guidance’. Perhaps some of those individuals should read
[22] and also reflect on the fact that the Top500 list is solely based upon the speed
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of solving a dense linear system which is not necessarily indicative of the overall
performance for most scientific/engineering applications.

6.4 My Personal View of Industrial Benchmarking
I do not have the panacea for perfect application performance testing, but I do

have a few ideas on how to improve industrial benchmarking. Even though most
companies do not have large computer support staffs, benchmarking should not be
left totally in the hands of a computer vendor; there is too much danger of undue
marketing influence on any ‘objective testing’.

The company should form an internal committee which includes those computer
users whose programs are to be benchmarked as well as some financial people of
the company who can assess the necessary costs of acquiring the HPC equipment
being benchmarked vs. leasing the machine as well as estimate return on investment
to the company. This latter exercise could produce useful information to provide
to upper management to justify acquisition of the HPC equipment. If there are no
sufficient people within the company to perform the evaluation, then certainly a
reputable external consultant should be considered as well as some feedback can be
obtained from computer vendor organizations. It is the responsibility of the evaluation
committee to ensure that they do not accept unsubstantiated vendor claims and that
all benchmark procedures are properly documented in written documents given to
the internal company evaluation committee. This committee should also have good
and complete performance data for the benchmarked user application run on current
company computers for comparison with the benchmarked results.

Ideally, companies should seriously consider establishing a small full-time internal
computer evaluation team that could continuously monitor application performance
and maintain internal data, which could assist in evaluating new architectures as the
organization contemplates future HPC acquisitions. Such an internal evaluation group
exists in many government labs in order to collect their own independent performance
data from both internal and external sources. Such activity helps to monitor closely
vendor claims and recommendations.

The benchmarked tests should reflect both current and immediate future application
use (say within the following 18 months). Also, in this connection it could be very
helpful to perform some parameterized tests to observe any possible performance
degradation as problem size of the application increases.

I tend to favor government lab benchmarking of new HPC architectures rather than
rely solely on vendor tests. I have been particularly impressed with the objectivity
and thoroughness of such tests performed at Oak Ridge National Lab (ORNL) as well
as at Los Alamos National Lab (LANL). The only downside of those tests as far as
industry is concerned is the lack of performance data on ISV-based codes which tend
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to be ubiquitous in U.S. private industry. What I greatly appreciate is that ORNL tends
to report the Good, Bad, and the Ugly aspects of new HPC architecture benchmarks
and displays many of the resulting unclassified reports on their web site. This has been
contrary to my experience with some computer vendors who tend to have a case of
selective amnesia when it comes to reporting any negative aspects of their computer
products.

I have listed many benchmark results in the references for Section 6. Take a
look at ORNL benchmark reports [2, 9–11, 15–20, 24, 41, 43, 47, 55, 58–62, 65].
Also, examine some of the benchmarks performed at LANL [25, 33, 34]. Other
interesting benchmarks have been performed by personnel at Lawrence Berkeley
Lab (LBL) [49–51] and by the Army High Performance Research Center (AHPCRC)
[31, 42, 44, 45].

6.5 Pros and Cons of VariousTypes of Benchmarking
Figure 4 indicates certain categories of benchmark tests. Note that the first two

types can often lead to deception. Peak speed is meaningless if your application
(or for that matter anyone’s application) cannot even approach that peak. The $/mflop
is deceptive because if there are two or more flop rates, which one should be used to
measure that ratio? The speedup ratios could seem to be high when the processors in
use are slow. The standard benchmarks listed in this figure tend to be too specialized
for general use. The Bait and switch approach tends to look at fast performance for a
small-sized problem and then just extrapolate it to a larger problem, even though in
reality such increase in speed might not happen. The HPC Challenge benchmark will
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HPC Benchmarks

� Peak speed
� $/mflop
� Standard benchmarks (Linpack, NAS, PARKBENCH,
 SPEC, PmaC, IDC Balanced, etc.)
� % of parallelism and/or speedup
� Bait and switch (used car salesman approach)
� HPC Challenge Benchmark
� IDC Balanced Rating
� ORNL benchmarks
� Actual performance

Fig. 4. HPC benchmarks.
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be discussed in the following Section (6.6). The ORNL benchmarks were discussed
in Section 6.4. The private industry preference is for actual wall clock time.

A few industrial managers ‘reason’ that maximum performance on any HPC
machine is within 15% of the best performance of any other supercomputer, so why
‘waste time’ benchmarking? Some computer vendors try to convince unsuspecting
potential customers that machine selection should be based on the maximum number
of processors that can be acquired for X$, but such a metric ignores the possibility
that a few expensive processors may produce far better overall results than a very
large number of less expensive processors; this is a good reason why a user should be
aware of the attributes of his/her application and know if certain types of processors
can produce better results for his/her problem.

Another important consideration is how important is it to solve a specific application
fast and is the customer willing to pay a premium for such performance? I hope
my comments in this subsection are helpful in assessing benchmarking concerns.
Unfortunately, there are some predatory vendors in the HPC marketplace. Remember,
Caveat Emptor-let the buyer beware. This is a wise advice in HPC acquisition as well
as in other facets of life.

6.6 The HPC Challenge Benchmarks (HPCC)
The HPC Challenge Benchmarks (HPCC) (see Fig. 5 and [14, 26–28, 37–40]) are

worthy of your attention even if you are not specializing in the HPC area. I suggest
you look at least a few of the aforementioned references. HPCC is an attempt to create
a canonical set of benchmarks that can effectively be used to characterize the super-
computer attributes, which most likely have significant impact on total performance
of a user’s application. The current tests in HPCC are listed in Fig. 5. These tests
are in progress, so some of the current tests may be eventually modified or removed
and new tests could be possibly added. The introduction of petaflop-class machine
architecture may stimulate some changes in HPCC content, but the goal mentioned
above shall remain. Please note that the criterion that is the basis for the Top 500 List
[56] is also included in HPCC along with the other tests in Fig. 5. The complete cur-
rent results for machines tested with HPCC are given in [28]. This will be constantly
updated as new machines are tested.

One tool used to characterize results from HPCC is a Kiviat diagram. It is ‘similar to
radar plots in Excel’. A Kiviat diagram (see Fig. 6) is a two-dimensional graph of radi-
ally extending lines in which each line corresponds to a test. To create such a diagram,
each score is first transformed into a per processor metric. Scores are then normalized
with respect to the highest score in each category.An enclosed geometric region is then
generated by connecting all the points for a given supercomputer. The shape of the
enclosed region can provide the user with an intuitive assessment of how balanced a
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HPC Challenge Benchmark

� HPL : the LINPACK TPP benchmark which measures the floating-point rate of
 execution (tflops/s) for solving a dense linear system of equations

� DGEMM : measures the floating-point rate of execution of double precision real
 matrix-matrix multiplication

� STREAM : a simple synthetic benchmark program that measures sustainable
 memory bandwidth (in GB/s) and the corresponding computation rate for
 simple vector kernel

� PTRANS (parallel matrix transpose) : exercises the communications where pairs
 of processors communicate with each other simultaneously. It is a useful test of
 the total communications capacity of the network (GB/s); is rate of transfer for
 large arrays of data from multiprocessor’s memory

� RandomAccessMPI (per CPU) : measures the rate of integer random updates of
 memory (Gup/s)

� FFTE : measures the floating-point rate of execution of double precision complex
 one-dimensional Discrete Fourier Transform (DFT)

� B_eff(effective bandwidth benchmark) : a set of tests to measure latency (per
 CPU) (in microsecs) and bandwidth (per CPU) of a number of simultaneous
 communication patterns (GB/s)

Fig. 5. HPC challenge benchmarks.

� HPCC website allows each computer to be plotted on
 a Kiviat diagram

� A Kiviat diagram is a two dimensional graph of
 radially extending lines where each line corresponds
 to an HPCC test

� To create such a diagram, each score is first turned
 into a per processor metric

� Scores are then normalized to the best score in each
 category

� A perimeter is then drawn connecting all the points
 for a given machine

Using Kiviat Diagrams

Dr. Myron Ginsberg • HPC Research & Education •

Fig. 6. Using Kiviat diagrams.
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given machine is with respect to all the plotted machine attributes, i.e., out-of-balanced
machines will not produce a symmetrical enclosed region. A single Kiviat diagram
can be automatically created for up to six supercomputers currently tested with HPCC.
This information is located at http://icl.cs.utk.edu/hpcc/hpcc_results_kiviat.cgi. For
additional information about Kiviat diagrams, see [21A] that includes a Kiviat dia-
gram (Figure 1) which can be enlarged by the reader if he goes to the website reference
and clicks on that Figure 1. The Kiviat diagram is not necessarily unique for a given
computer. For example, variations in a specific configuration could result in the pro-
duction of different Kiviat diagrams for the same machine. Thus, it is wise to consider
a Kiviat diagram as an intuitive estimate for each computer tested with HPCC.

6.7 Predictive Benchmarks
It would be extremely helpful to HPC users (especially in industry) if bench-

mark tests could accurately predict performance on a new HPC architecture even
before the new machine is benchmarked. Two such approaches are emerging from Los
Alamos National Lab (LANL) and University of California at San Diego (UCSD). At
LANL,Adolfy Hoisie is the leader of the Performance andArchitecture Group (PAL).
His team has access to a wide variety of HPC hardware both at government labs
and from the hardware vendors. Hoisie and his people create models of many such
machines and then refine those models with actual tests on the machine that was
the subject for their benchmark. With such information, they continue to create new
machines, utilizing what they have learned from previous machines. For additional
information about PAL, see [21, 25, 33, 34].

Allan Snavely of UCSD has been involved with another predictive benchmark
effort in the Performance Modeling and Characterization Group (PMaC) (see.
http://www.sdsc.edu/PMaC/ ). The process proceeds as follows: (1) a Machine Profile
is created; (2) an Application Profile is created based upon ‘detailed summaries of
the fundamental operations carried out by the application independent of any par-
ticular machine.’ [52] Then ‘algebraic mappings’ (via ‘convolution methods’) map
the Application Profile onto the Machine Profile ‘to arrive at a performance predic-
tion.’ (See http://www.sdsc.edu/PMaC/projects/index.html and [52] for details.) For
additional information about the methodology, see [7].
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7. AccelerationTechniques for HPC
Applications

7.1 There is no “One Size/type Fits all” Mentality for
Selecting the Ideal Accelerator

In the past, computer acceleration was most often achieved by speeding up the clock
and/or increasing the number of computer processors, but this simplistic approach is
no longer a panacea because of increasing heat and energy concerns, which impact
the entire range of computers from laptop to supercomputers. There are several
approaches to deal with this dilemma: use of field programmable gate arrays (FPGAs);
use of graphics processors; use of combined cpus and gpus (gpcpus); special acceler-
ator boards; and heterogeneous processors such as Cell BE, multicore processors and
several combinations of the aforementioned approaches. None of these options are
without negative repercussions. Often times, improved performance is achieved for
a specific class or classes of applications, while at the same time these options have
deleterious effects on other application problem types. Unfortunately, in wild pursuit
of increased market share, many vendors are willing to make unsubstantiated perfor-
mance claims. Although some dramatic performance improvements can be achieved
with one or more of these approaches, the warning ‘Caveat Emptor’ should be heeded
by all potential users; check out performance claims vs. your specific application type
and problem size. Some of the options will only work well for certain problem sizes
and may not easily scale up or down with the same positive or negative effects.
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Performance improvements on application kernels may not be extrapolated upward
when applied to the entire problem. Some articles on various aspects of acceleration
approaches employed in HPC are described here.

7.2 Categories of Accelerators in this Section
FPGAs: 4, 6, 8B, 11, 11A, 12, 14A, 18, 22, 31B, 33, 34, 40, 45, 46, 50, 62, 64, 65,

66, 72
GPGPUs: 13, 15, 23, 28
Multicore: 2, 2A, 5, 9, 10, 13A, 17, 19, 29, 41, 41A, 42, 43, 44, 49, 51, 52, 55, 61,

67, 71
GPU: 15A, 20, 24, 26A, 30, 30A, 36, 51A, 56, 57, 58, 62, 62A
CELL BE: 21, 26A, 37, 41A, 53, 54, 61A, 61B, 70 and see references [15, 16] in

Section 4
Software Considerations: references 8D, 60, 63, 68, 74,74A, 75
Convergence of CPUs and GPUs: reference 59
Heterogenous processors: reference 27
Vector processors: reference 48
Algorithms and trade-offs among accelerators: references 25 and 26
Threads issues: reference 47
Accelerators for financial analysis: references 2A, 8A,15B,18, 31A, 41B and 50
Accelerator boards: references 8C,70A
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8. The Race for Petaflop Computing

The current U.S. government’s concerted effort for petaflop computing is focused
on the U.S. DefenseAdvanced Research ProjectsAgency (DARPA) activity discussed
below.

8.1 DARPA’s Competition for a Petaflop Class
Supercomputer

DARPA decided to initiate a long-term, multiple-year project to create one or more
petaflop class machines. Phase 1 in 2002 was a one-year concept study for a trans
petaflop machine. The selected vendors were IBM, Cray, Sun, SGI and HP. Each
of these vendors was awarded 3 million dollars; Phase 2 selection was in mid 2003
and funding was provided for three years to IBM (53.3 million dollars), Cray (43.1
million dollars) and Sun (49.7 million dollars). Phase 3 winners were announced in
late 2006 to create one or more prototype petaflop systems. The winners of Phase 3
were IBM and Cray, which are each supposed to produce a petaflop class machine
by 2010–2011. Both vendors are also partnering with several government labs and
academic institutions and are also expected to cost share the total project with their
DARPA stipends. Both IBM and Cray are likely to introduce several intermediate
machines on their way to producing a petaflop class machine.

8.2 Petaflop Programming Language Concerns
Both IBM and Cray as well as Sun (from Phase 2 DARPA competition) are propos-

ing new computer languages for these petaflop class machines; IBM has proposed
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X10 [23, 24], Cray has proposed Chapel [3, 6, 13], and Sun has proposed Fortress
[41]. More information about all three of these languages is given in the references
in this section. Some readers may be old enough to remember a failed international
artificial language effort called ‘Esperanto’ If X10, Chapel, and/or Fortress are to
avoid similar extinction, then more than use on petaflop class machines is needed.
What is most likely to happen is that the best attributes of all three language proposals
(as well as others) will form the basis of one of more software libraries which will
be ported to multiple vendor machines and made compatible with current program-
ming languages such as FORTRAN, C and C++. Once such libraries are widely used
in the HPC community, it may then be an easier task to gain acceptance for a new
HPC language incorporating those extensions. For more discussion of this issue, see
reference [27A].

8.3 Speed Nomenclature
Figure 7 defines the nomenclature used to define supercomputer speed classes and

usually refers to floating-point operations. Current top-end supercomputers (circa
2007) are in the teraflop range so that the petaflop machines could be up to three
orders of magnitude faster than current supercomputers. Please closely distinguish
between peak speed defined for each such machine and sustained speed. In most
cases, computer vendors prefer to quote a peak speed for their computer even when
in reality such a performance is rarely, if ever, approached on real, complete industrial
applications or may only be approached on small segments of a large problem. Also

Supercomputer Speed Terminology

� million mega 1,000,000 5 1 3 E6 ops 

� billion giga 1,000,000,000 5 1 3 E9 ops

� trillion tera 1,000,000,000,000 5 1 3 E12 ops

� quadrillion peta 1,000,000,000,000,000 5 1 3 E15 ops

� quintillion exa 1,000,000,000,000,000,000 5 1 3 E18 ops

� sextillion zetta 1,000,000,000,000,000,000,000 5 1 3 E21 ops

� septillion yotta 1,000,000,000,000,000,000,000,000 5 1 3 E24 ops

� 1 PFLOPS 5 1000 TFLOPS 5 1,000,000 GFLOPS

Dr. Myron Ginsberg • HPC Research & Education •

Fig. 7. Supercomputer speed terminology.
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keep in mind that the number of floating-point operations just defines one of several
metrics for characterizing supercomputer performance; please see Section 6 for more
details about assessing actual supercomputer performance.

8.4 Some Candidate Petaflop Class Applications
The reader may wonder if there are existing applications that could benefit from use

of petaflop class machines. The answer is an emphatic yes. Many physical modeling
problems that currently require lots of computing time even on large, fast machines
today would be candidates for use on the petaflop class machines mentioned above.
Figure 8 lists several petaflop class applications that may be the beneficiaries of such
machines that may offer one or more orders of magnitude speed up over performance
on current computers.

Applications for Petaflops Computers

� Weather forecasting 
� Business data mining 
� DNA sequence analysis 
� Protein folding simulations 
� Inter-species DNA analyses 
� Medical imaging and analysis such as virtual surgery planning 
� Nuclear weapons stewardship 
� Multi-user immersive virtual reality 
� National-scale economic modeling 
� Climate and environmental modeling including rapid detection of wildfires 
� Molecular nanotechnology design tools 
� Cryptography and digital signal processing 
� Complete simulation of an automotive design including interactions of all

subsystems and biological human occupant models, I.e., full-fidelity automotive
crash testing as well as advanced aircraft and spacecraft design 

� Combating pandemics and bioterrorism 
� Improving electrical power generation and distribution

Dr. Myron Ginsberg • HPC Research & Education •

Fig. 8. Applications for petaflops computers.
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8.5 Some Foreign Petaflop Chasers
Other countries also recognize potential advantages for producing a petaflop class

machine in the 2010–2011 time frame. For example, in Japan, NEC, Fujitsu, and
Hitachi [10, 32, 40] are involved in a national plan to build such a machine; the
director of the project is Tadashi Watanabe who led the development of the Earth
Simulator (ES) built by NEC and was also honored with the Seymour Cray Award
in 2006 at SC06. The ES project really stimulated increased U.S. efforts to produce
a faster supercomputer. At the time of introduction of the Earth Simulator, the fastest
U.S. supercomputer had a peak speed of about 7 teraflops but the Earth Simulator had
a peak speed of about 40 teraflops. Ironically, the ES is a vector machine, whereas
the U.S. had more or less abandoned vector machines (with the exception of Cray)
as their construction was very expensive and had opted for use of commodity scalar
processors as the basis of supercomputers for both business and scientific/engineering
computations.

Also, China joined the petaflop race [31] with three companies hoping to build a
1, 2 or possibly 3 petaflop machine by 2010. The three Chinese companies are Lenovo
(who took over IBM’s personnel computer business a few years ago), Dawning and
Galactic Computing. The latter company was established by Steve Chen who earlier
worked for Cray Research under Seymour Cray.

Most recently, France has joined the petaflop computing race [2B, 27D, 34A].
SYSTEM@TIC Paris-Region global competitiveness cluster and POPS (PetaOpera-
tions Per Second) (December 2007) are being led by computer hardware company,
Bull, working with 260 major French science and industry organizations focusing on
hardware as well as systems and applications software issues to build a petaflop class
supercomputer by 2013.

8.6 Adaptive Supercomputing: the Good, the Bad,
and the Ugly Reality

Cray (and IBM to a lesser extent) has been advocating the idea of ‘adaptive super-
computing’ [37, 41A] (see Fig. 9) in which supposedly user-application optimization
would be performed primarily by smart compiler technology, delegating individual
heterogeneous computer components to focus on those parts of the user problem that
it can best improve. It is a great idea because most users do not want to become
amateur computer scientists in order to maximize the performance of their applica-
tion. Figure 10 indicates the initial heterogeneous components from previous Cray
machines; in Section 7 we discussed some of the types of accelerators which could
be used to create heterogeneous components.
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Concept of Adaptive Supercomputing:
Adapt the Computer to the Application – not the Application to the Computer 

Up to now we mapped our problem to the
components of the computer

Application ----------------------� Computer

Responsibility is on the user to optimize 

With Adaptive Supercomputing

Computer ----------------------� Application

Responsibility is on the computer to optimize 

Dr. Myron Ginsberg • HPC Research & Education •

Fig. 9. Concept of adaptive supercomputing.

Cray Roadmap to Adaptive Supercomputing:
“Adapt the system to the application – not the application to the system” 

� Phase 0: Current generation with individual architectures

� Cray XT3 – MPP scalar 

� Cray X1E – Vector 

� Cray MTA – Multithreaded 

� Cray XD1 – AMD Opteron plus FPGA accelerators

Dr. Myron Ginsberg • HPC Research & Education •

Fig. 10. Cray roadmap to adaptive supercomputing.

The real challenge to the degree of effectiveness of an adaptive supercomput-
ing strategy is to create the ‘smart’ compiler technology (and support software) to
orchestrate this process efficiently and at the same time produce the best possible
optimal performance for the user’s problem. Another challenge is to make this pro-
cess easily transportable to other supercomputers. Considering that the supercomputer
application may be defined by several hundred thousand lines of code, then adaptive
supercomputing could be an extremely daunting task. Unless the necessary software
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is developed in that time frame, I would suspect that initial adaptive supercomputing
efforts will be somewhat modest, working best on applications which are essen-
tially embarrassingly parallel. See [41A] for some interesting thoughts expressed by
a compiler expert.

8.7 Influence of Optimizing Compiler
In the past, HPC users shouldered most of the burden to optimize their applica-

tion code. In large government/academic research labs, this responsibility has been
shared with a multidisciplinary support staff. In most of the private industries, espe-
cially where such diversified support personnel are often not readily available on
site, commercial software vendors take on this task. On the leading edge of HPC, the
early software is often inadequate to optimize effectively user-application code. For
example, with the introduction of vector supercomputers in the 1970s, it was very
difficult to achieve optimal performance from applications code written strictly in a
high-level language such as Fortran or C; compiler directives, software libraries and
assembly language code were used to improve performance. Often early optimizing
compilers could not achieve significantly better performance than that obtained by
an experienced hand coder working with assembly language. Eventually, the opti-
mizing compilers produced much better performance and thereby trained users how
to achieve improved performance by emulating the compiler patterns that tended to
produce high-speed results. The same exercise will have to be repeated with new
languages and application codes on petaflop class machines. Given this situation,
of course, HPC users would prefer to use an adaptive supercomputing approach as
briefly described above. Initially, the complexity of petaflop class computers with het-
erogeneous processing elements on multicore chips is unlikely to achieve the desired
adaptive supercomputing for complex application code.

Intelligent optimizing compiler decisions sometimes can only be made at run-time
because the critical information to make the best selection may not be available at
compilation time. The example in Fig. 11 is a simple illustration of this. Suppose
you have the simple Do loop shown in that figure and each iteration is totally inde-
pendent of all other iterations. With vector hardware, the elements of a participating
vector are moved from main memory to fast pipelined vector registers from which
the vector elements are directly sent to vector processing functional units via a strip-
mining strategy. If the vector length is expressed as N and that value is not known
at compilation time, how can the compiler determine if the vector length is too short
to benefit from vector processing? If hardware vector facilities are non-existent on
the machine, then the user, compiler and /or the operating system have to take on
this responsibility, if indeed, hardware vectors are ‘dead’. Such a decision has to take
into account the actual vector length at run-time and whether the vector elements
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Are Vectors Dead?!

Forest Baskett (SGI) said “Vectors are dead.”
(circa 1996)

BUT chunking needs to be done by
hardware, OS, compiler, and/or user

Do 10 I 5 1, N
A(I) 5 B(I) 1 C(I)

10 Continue

Dr. Myron Ginsberg • HPC Research & Education •

Fig. 11. Are vectors dead?

are in contiguous or non-contiguous storage locations in memory. Given the number
of available functional units for the vector operation, some entity (hardware, soft-
ware, or user) must determine the best distribution of vector elements among the
available processors. Of course, an optimizing compiler can handle such a situation
if the user has available vector directives and can use them to provide the neces-
sary information to the compiler at run-time; however, in a long complex program,
a user may not actually readily know the necessary information to alert the com-
piler. This is just the situation for a simple loop with no iteration dependencies. So I
hope you can envisage in the initial era of petaflop class machines that the use of an
adaptive supercomputing strategy could easily produce disappointing performance
results.

8.8 Cray vs. IBM Supercomputing Philosophy
Cray and IBM have been selected by DARPA to produce viable petaflop class

machines. Readers should note some of the distinguishing attributes of these two
companies. IBM is a huge corporate monolith compared to Cray Inc. which has well
under a thousand employees. Computers at IBM are essentially designed by a com-
mittee approach, i.e., a very large number of people are involved with the necessary
hardware and software for each machine and these people are present at IBM loca-
tions all over the world. Cray currently has facilities in Washington State and in
Minnesota. Most of the early Cray machines were designed by Seymour Cray with
a very small support staff. These days at Cray, Inc, Steve Scott has inherited the
Seymour Cray designer position. Upper level IBM executives have never understood
as to how effective supercomputers could be created by such a small staff as that
at Cray.
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IBM has a very large marketing staff whose presence is felt throughout the entire
corporation. IBM dominates the supercomputer market with slightly less than 50%
of the total machines. When IBM creates a large supercomputer such as IBM Blue
Gene/L (with approximately 131072 processors and located at Lawrence Livermore
National Laboratory), it very wisely offers many smaller versions (such as a one-
cabinet version) to satisfy needs at lower price points. IBM is very adept in covering
all price points in its target markets and usually prefers to use its own computer chips
although it does make computers with other non-IBM chips. It also offers on demand
services to those companies that have fluctuating needs.

In contrast, Cray tends to target a relatively small segment of the total super-
computer market, mainly at the very high end where many of the customers are
government labs or large research organizations. It makes no attempt (so far) to pro-
duce smaller versions of its high-end products and does not offer on-demand services
such as those offered by IBM. Cray at present has little representation in most of U.S.
industries. Cray tends not to make its own computer chips and has to depend on other
companies such as IBM or Texas Instruments for fabricating application-specific inte-
grated circuits. Current Cray computers are using AMD Opteron chips and Cray has
made a long-term commitment to AMD for future chips for its upcoming products.

Cray and IBM seem to prefer different metrics for measuring supercomputer per-
formance. IBM marketing likes to point out the number of IBM machines that are
on the Top 500 List (http://www.top500.org) even though the metric for ranking
on that list is based solely upon speed of solving a dense linear system of equa-
tions and does not directly reflect total performance on a real industrial strength
application. Cray prefers to look at the HPC Challenge Benchmark Tests (. . . .
http://icl.cs.utk.edu/hpcc/index.html) which measures many other attributes of total
computer performance in addition to the Peak LINPACK numbers used in the Top
500 list. For supercomputers IBM prefers to state peak performance rather than sus-
tained performance for a real application even when actual sustained performance is
significantly below peak performance and cannot be even closely approached in real
industrial applications. Cray prefers to look at sustained problem performance. Given
these differences, it will be interesting to observe how performance on the Cray and
IBM DARPA petaflop machines is measured.

8.9 Discussion of Algorithms
With the introduction of the petaflop era, users should be reminded that they can

sometimes be misled about performance. For example, it will be easy to be enchanted
about flop rates for applications on a petaflop machine. Consider two algorithms to
solve the same problem and one has a higher flop rate than the other one. Does this
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imply that the algorithm with the higher flop rate is to be preferred? The answer is
not necessarily because it is possible that the algorithm with the higher flop rate could
actually require more wall-clock time for execution and/or have more accumulated
roundoff error. In an industrial environment, wall-clock time to execute is far more
important than flop rate. An algorithm could have very good flop rates but more time
may be consumed in the solution process and thus may require more wall-clock time
than that for the algorithm with the lesser flop rate.

Furthermore, the overall performance could be hindered by using certain types of
operations on one architecture which are not necessarily efficient on that machine.
Some interesting ideas about this situation can be found in [18A]. Gustafson makes
some observations which may seem counter-intuitive to those working with dense and
sparse algorithm solvers. It is very rewarding for users to be aware of the hardware
and software effects, which can contribute to algorithm error propagation and/or
performance inefficiency [2A].
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9. Influences of Floating-Point Arithmetic on
Computational Results

9.1 The Need for Creating a Floating-Point Standard
This section is included because floating-point computations could face some

additional challenges with respect to accuracy with the introduction of petaflop
class supercomputers. In the 1970s, there was a move to standardize floating-point
arithmetic for all computers performing extensive non-integer arithmetic. Until that
time, users could experience significant variations in their numerical results from one
computer platform to another.

For those readers not familiar with such problems, I remind you that the real-
line is continuous but the representation of the real line in a computer is not
and is instead represented by a finite number of discrete data points. Thus, some
points on the real line will not necessarily be exactly representable in a com-
puter. Furthermore, the internal representation may differ from one computer to
another with respect to total accumulated roundoff error encountered in solving a
problem. This is due to algorithm, hardware, and software influences on the host
machine. IEEE Floating-Point standard 754 [4] was created to improve the situation
by introducing more accuracy in computing intermediate results so that the results
of the final problem will have the best possible internal representation. Comprehend-
ing all the details of the standard can be difficult, but the intent of the standard
is to protect the average user from encountering serious inaccuracies. The stan-
dard has generally worked very well, but of course it cannot prevent all possible
discrepancies.
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9.2 Coping with Accuracy Problems
on Petaflop Computers

Now with the impending introduction of petaflop machines, there is renewed con-
cern that increased precision will be necessary. This brings up several issues. How
much more precision is needed? Should it be accomplished by hardware, software or
both? How will the user reliably and efficiently assess the accuracy of final computed
results?

Many petaflop class machines are likely to have 100,000 or more processors.
Although with the exception of the very largest models run on such machines,
some applications will use far fewer processors, but it should be remembered that
a petaflop processor performing floating-point arithmetic could be as much as three
orders of magnitude faster than teraflop class units and thus the total application
accumulated roundoff error could overwhelm the accuracy of 64 bit floating-point
arithmetic. Such difficulties are discussed in several articles by Bailey [1–3] and
Kahan [13–18]. There are several additional available floating-point discussions in
Hennessy and Patterson [11] in Appendix I written by D. Goldberg as well as given in
[6,7,10,19–21,23]. A very interesting interview with W. Kahan (‘Father of the IEEE
Floating-Point Standards’) is given in [22] and reveals many of the difficulties in defin-
ing those standards and gaining industrial compliance from hardware and software
vendors.

It is interesting to note that of all the U.S. hardware vendors competing in the
DARPAProgram to produce one or more Petaflop machines by 2010 (see discussion in
Section 8), only one vendor (Sun) seems to have considered the potential floating-point
inadequacy of 64-bit floating-point arithmetic for the target machines [5].
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10. Industrial HPC Progress

10.1 HPC in the U.S. Automotive Industry
Until the early 1980s all automotive design and prototyping was performed

exclusively via the construction of a series of physical prototype vehicles. The lead
time from design of a new vehicle to the beginning of actual production was on
the order of 60 months or approximately five years. With such a long time interval,
it was very difficult to make significant design changes and/or rapidly respond to
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competitive action from both foreign and domestic car makers once the process was
initiated.

To reduce this lead time, in the early 1980s some of the physical prototyping was
replaced by math-based modeling using computer simulation. Initially such math
modeling and computer simulation were only performed on small sub-assemblies
of the total vehicle, still relying on physical prototyping for the bulk of the design
process. The math modeling was executed primarily on large mainframe computers
because sophisticated desktop computers were not in existence at that time, were
too slow, and/or the necessary application software was not readily available to most
auto manufacturers. In a sense at that time, mainframe computers were the super-
computers of that era. As more time was required for processing math modeling on
such mainframes, bottlenecks arose as such activity competed with other computa-
tional work, also vying for time on the same computers. As supercomputers became
available in government labs in the 1970s and early 1980s, it seemed only natural to
move the math modeling simulations to these much faster machines. Consequently,
the amount of physical prototyping steadily decreased as more and more of the entire
vehicle began to be created using math modeling and computer simulations. The net
effect with respect to General Motors as well as that with respect to the automotive
industries world wide has been a drastic decrease in new vehicle lead time from 60
months in the early 1980s to under 18 months in 2007, with cost savings of well over
a billion dollars or more with respect to General Motors alone [24]. For additional
information about HPC at GM, please examine [16–21].

GM acquired the first in-house supercomputer in the world auto industry in late
1983 [16, 17], but the same vintage supercomputer had been installed at LANL in
1976. Within seven years following the GM supercomputer acquisition, most of the
rest of the world automotive industry also obtained supercomputers. The main rea-
sons for this major time lag are as follows: (1) lack of sufficient and diverse in-house
computational science support staffs; (2) failure of automotive company personnel
to convince upper management of the immediate need of innovative HPC hardware
and software technology to improve global competitiveness via the production of
more cost-effective, superior quality vehicles; (3) The burden of dependence on a
number of ISV-based commercial legacy codes which made it very difficult if not
impossible for quick and effective transition to newer HPC technology; (4) lack of
in-house definitive application benchmarks and predictive benchmarking techniques
to provide the necessary insight to guarantee accurately that any new HPC techno-
logy would necessarily improve product quality and further reduce lead time; (5)
lack of sufficient in-house access to the latest HPC technology to even run mean-
ingful tests to determine benefits of using the new HPC technology; (6) inability to
define larger accurate math models and HPC-optimized algorithms that are needed to
assess properly the creation of near-future product needs; (7) too much dependence
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upon computer vendor marketing hype of unverified claims of actual computer perfor-
mance on total realistic industrial-sized applications; (8) lack of sufficient financial
resources, appropriate personnel, visionary management, and insufficient interac-
tion with the government and academic research communities to compensate for
the inherent industrial weaknesses. Clearly, it would be unfair to blame solely the
industrial community because many of the underlying causes were beyond their
control.

Now, most of the car designs rely on a diverse collection of HPC technologies. The
sophistication of the math modeling has dramatically increased from the early 1980s
when it was difficult to perform even simple 3-D car modeling on a supercomputer.
Today much more realistic 3-D structural simulations can routinely be performed as
well as a variety of interactions among automotive subsystems including increasing
realistic modeling of human passengers beyond what had previously been achieved
with sophisticated instrumented physical dummies. It is still estimated that it could
require an increase of three orders of magnitude in current computer power in order to
model completely all possible structural and human interactions with all automotive
subsystems and to do so in real time or faster in order to make cars much safer.
Unfortunately, at present (mid 2007) the poor financial condition of the U.S. auto
industry makes it difficult at times to focus on the use of appropriate leading-edge
HPC. Over the years, however, the U.S. car industry has been able to benefit from
HPC-related activities in academia and at U.S. government research labs [4].

Despite several financial downturns throughout the U.S. auto industry, there has
been sporadic activities that continue to help advance the U.S. automotive industry.
Recently, for example, General Motors has won two DOE INCITE awards [26, 37].
GM partnering with one of its ISVs (Fluent) was awarded 166,000 hours to use
the FLUENT off the shelf engine simulation product with DOE HPC resources
at NERSC [37] ‘for CAE simulation of full vehicle wind noise and other CFD
phenomena.’ In this DOE INCITE Project, HPC supercomputer resources will be
utilized with the FLUENT CFD code to ‘illustrate the competitive benefits of large
scale engineering simulation early in the design phase of automotive production
[37]’. The project will explore the use of FLUENT software to perform emerging
CFD and thermal calculations on high-end parallel processing computers in order
to determine the hardware resources and behavior of software systems required to
deliver results in time frames that significantly impact GM’s Global Vehicle Devel-
opment Process (GVDP). Five specific application areas will be investigated: (1)
Full vehicle open-sunroof wind buffeting calculations; (2) Full vehicle transient ther-
mal calculations; (3) Simulations of semi-trucks passing stationary vehicles with
raised hoods; (4) Vehicle underhood buoyancy convection airflow and thermal simu-
lations; (5) Vehicle component and sub-assembly fluid immersion and drainage
calculations.
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Another GM Team is using the DOE ORNL Leadership Computing Facility’s
Jaguar supercomputer (Cray XT3) to ‘perform first-principles calculations of ther-
moelectric materials capable of turning waste heat into electricity’. The goal of this
project is to help GM and other automakers to capture the ‘60% of the energy gener-
ated by a car’s engine that is currently lost through waste heat and to use it to boost
fuel economy. These calculations would not have been possible if the scientists had
not have access to the Leadership computing resources of DOE’. ‘This is another
example of how computational simulation can contribute to scientific advances and
energy security [26]’.

At the International Supercomputing Conference (ISC07) in Dresden, Germany, it
was apparent in their Automotive Day presentations, that German and European auto
companies also embrace HPC usage; for example, see references [1, 3, 12, 39].

10.2 Formula 1 Auto Racing HPC Usage
Another automotive segment quickly learned the advantages of adopting HPC

modeling techniques after observing developments in the commercial passenger car
business. Several papers presented at ISC07 demonstrate very strong interest in using
HPC modeling techniques to improve engine design as well as in employing rac-
ing car aerodynamics (computational fluid dynamics techniques, CFD) to even tune
performance based on certain attributes of specific racing venues. Some examples of
Formula 1 HPC usage are given in references [3, 12, 35, 39, 41].

10.3 Boeing Corporation is Beneficiary
of HPCTechnology

It is interesting to observe that often the same HPC applications are useful in
different industries. The automotive companies discovered that substantial amounts
of physical prototyping could be replaced by accurate computer simulations, i.e.,
math-based modeling could help shorten lead time for the design and production of
new vehicles. Similar reductions have occurred in the aircraft industry. For example,
Boeing physically tested 77 wing designs for the 767 aircraft, but for the new Dream-
liner 787, only 11 wing designs had to be physically tested (a seven-fold reduction
in the needed amount of physical prototyping), mainly because over 800,000 hours
of computer simulations on Cray supercomputers had drastically reduced the amount
of needed physical prototyping. Also, the computer simulations on the Crays very
closely matched the wind tunnel results of the tests that Boeing performed in several
of its facilities around the world [2, 11].
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10.4 Stimulus for Future Expansion of
Industrial HPC Usage

Supercomputer-based math modeling and simulation is far more efficient, cost-
effective, and considerably more practical than physical prototyping for testing and
verifying the effects of large numbers of design variables. While physical prototyping
is still very important for final design validation, accurate supercomputer simulations
enable automotive and aircraft industries as well as other manufacturing organizations
to dramatically reduce lead time from design to implementation of a new product.
In both the automotive and aerospace industries, fuel efficiency can be improved
by paying more attention to aerodynamics via use of computational fluid dynam-
ics (CFD) software; this approach also makes it possible to improve racing car and
boat designs. The CFD modeling for Formula 1 racing cars is now being adopted
by Speedo [15, 30] to produce innovative swimwear, which improves the speed of
swimmers engaged in competitive meets such as in the Olympics. Even Ping, a golf
manufacturer, uses a Cray XD1 to create better clubs [38]. HPC is used to design addi-
tional sport equipment [14A, 35A]. Bioinformatics-related activities are now using
HPC to track infectious diseases as well as to enter a new era in which pharmaceutical
companies will be able to create boutique medicines based upon individual attributes
of a person’s DNA. The videos shown at SC05 and SC06 illustrate some of the afore-
mentioned uses of HPC and are available for viewing; see Section 12, references [2,6].
The U.S. Council on Competitiveness also stimulates uses of HPC in U.S. industry;
see [6–10].

Only a small percentage of industry has yet to initiate HPC usage. The situation
is improving as more companies become aware that an HPC mindset can strengthen
bottom-line finances by increasing global competitiveness, reducing product lead
time, and promoting product innovation. A major barrier to many companies using
HPC is the lack of sufficient internal manpower with expertise in HPC and/or sufficient
access to HPC physical resources. Several alternatives have arisen to cope with such
problems: Blue Collar Computing program [34], on-demand HPC resources [see
Section 11], government-subsidized training efforts [29], and cooperative activities
on large and/or costly projects. The references in this section offer some examples of
these alternatives to help industry utilize HPC.

10.5 Blue Collar Computing
A few large corporations such as General Motors and Boeing seem to have now

discovered the benefits of using HPC technology in their manufacturing operations.
Unfortunately, most small-to medium-sized U.S. companies have had little, if any,
exposure to the direct benefits of utilizing HPC in their day-to-day operations. The
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initiatives of the Ohio Supercomputer Center (OSC) are now dramatically improv-
ing the situation; see [28, 29, 34]. A partnership between OSC and Edison Welding
Institute (EWI) [28] involves 200 companies; most of those companies have no HPC
expertise. The partnership will offer ‘remote portal access of HPC systems’ and also
provide specific software tools for EWI welding applications. This action will result in
significant cost savings while providing integrated numerical simulation tools acces-
sible to engineers in EWI member companies. They in turn will have online access
using the necessary software through which they can input product dimensions, weld-
ing process parameters, and other specs in order to run online simulations of their
welding procedures. This capability will enable users to assess directly the strength
and viability of their prototypes. It will reduce much trial and error with physical pro-
totypes and allow engineers to investigate ‘what if’ scenario calculations that could
directly lead to improvements in their welding procedures. This approach is analogous
to how automotive and aerospace companies have been able to reduce lead time, cut
production costs, and reduce physical prototyping via use of math-based HPC simu-
lations. Other Blue Collar Computing initiatives will have similar objectives such as
the new STAR initiative at the Texas Advanced Computing Center [41A].

10.6 U.S. Council on Competitive Case Studies
Several case studies of important industrial applications have been defined with

the help of the U.S. Council on Competitiveness. These will be used as the focal
points for further industrial actions. The four case studies deal with automotive crash
analysis [6], ways to increase crude oil yields [7], vehicle design optimization [8],
improvement of oil and gas recovery [9], and speeding up of the fiber spinning process
to help U.S. textile manufacturing to increase global competitiveness [10]. Even if
a few of these goal oriented projects are successful, then U.S. industrial profitability
should significantly improve at the international level.

10.7 The Flavors of HPC
From the above discussion, it should be obvious to the reader that HPC requires

various approaches depending upon the attributes of the user, the nature of the applica-
tion to be solved, and the resources readily available. For large science and engineering
applications, the user must have considerable HPC resources or must utilize a national
grid or seek help from government program resources such as those offered by the
DOE INCITE Program [5].

For more modest applications such as those targeted by the Blue Collar Computing
Projects for small- and medium-sized companies, a good starting point involves the
exploitation of the scientific/engineering HPC desktop tools such as those available
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with MATLAB [23,42] and many commercial ISVs. This is usually referred to as the
‘desktop mainstream HPC approach’ Many industrial people feel comfortable using
such desktop tools. If the applications grow larger, there are now several emerging
alternatives to link the desktop tools to the use of commodity clusters [23] accessed
via use of MATLAB, MS CCS2003 server [42, 42A], Star-P [31, 32, 33, 33A] and/or
Field Programmable Gate Arrays (FPGAs) (see Section 7).
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11. Access to On-Demand HPC

11.1 Need for Industrial On-Demand HPC Services
As has been indicated in several previous sections, advances in use of HPC tech-

nology in industry have significantly lagged behind those in government labs and
university research centers. One of the principle reasons for this situation has been
the lack of significant access to the latest HPC hardware. Many industrial companies
either do not have the internal financial resources to pay for such services and/or need
some flexible arrangement with an external source to provide service as needed, which
can vary extensively over time. This fluctuating demand is now being addressed via
several available services.

The availability of external on-demand services offers an excellent opportunity
for an industrial organization to verify actual need of HPC with relatively little risk,
while at the same time it is able to justify to the top upper management for future
HPC return on investment (ROI).

11.2 Sample of On-Demand HPC Services
Alternatives include sharing use of HPC resources with government labs [2,8], uni-

versity research centers [7, 9, 9A, 10] and a growing number of hardware/software
vendors and service facilities [1, 3, 5, 6, 11, 12, 14]. A representative number of these
sources are listed in this section. Large multi-year HPC resources can be obtained
on a competitive basis from several DOE labs under the INCITE [2] program refer-
enced below. Event-driven science services [13] and computer bandwidth on-demand
service [4] are also beginning to become available.
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12. A Few HPC Videos

12.1 A Brief History of HPC
In the late 1960s and throughout the 1970s and 1980s, one pragmatic definition of

a supercomputer was whatever Seymour Cray was currently building for 10M$. This
was in the golden era of custom vector processor systems. By the mid 1990s, the tide
had turned in favor of commodity-based processors which were supposedly much
more economical and showed high speed performance. The introduction of the Earth
Simulator on the scene in 2002 claimed the title of the fastest supercomputer on the
Top 500 list and demonstrated that vector processing machines had been resurrected
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from the dead, showing better performance than that of most commodity cluster
systems for at least several important application areas. By 2006, heterogeneous
systems consisting of vector processors, scalar processors, and a host of multicore-
based systems with a variety of accelerators began to enter the market place. This
was a direct consequence of energy and heat concerns, which prevented increase in
processor speed-up improvements. The videos in this section chronicle many of the
events in the aforementioned history of HPC.

12.2 Comments about the References in Section 12
There are many available webcasts on the Internet, but unfortunately many are

marketing pitches to viewers for hardware, software and/or service products. I have
attempted to select a more diverse sample which includes personal HPC historical
perspectives [1,3,5,7,10], academic presentations [4,8,17], some balanced HPC prod-
uct discussions [11–14], two brief HPC applications videos originally shown during
the opening ceremonies at the ACM/IEEE Supercomputing Conferences (SC05 and
SC06), [2, 6], an interesting visualization simulation based on the 9/11 World Trade
Center Towers destruction [9] and a Microsoft view of the future potential applica-
tions of multicore technology [7]. In addition, videos 6A and 6B describe attributes
of IBM Blue Gene/L, and webinars in 6C provide details about the new IBM petaflop
class Blue Gene/P. [18] gives an illustration of how desktop computing can interact
with a computer cluster via the use of automated parallelism with Star-P. [19] directs
you to some Intel webinars focusing on several aspects of multi-core technology.

Videos [15–17] contrast the costs to build three distinctive supercomputers at dif-
ferent price points: The Earth Simulator (a Japanese Government national project)
is a vector processor machine designed and built by NEC with an estimated cost of
the order of 400M$ [15]. In contrast, a PS3 [16] which costs about 600$ can be used
to build a cluster with approximately 10,000 PS3 machines which would have the
potential to create one of the fastest computers in the world with some limited con-
straints with respect to capability; in the middle between the latter two extreme price
points, is a system with 1100 Power Mac G5s [17] at a cost of about 5M$ and which
has been assembled at Virginia Tech and rated No. 3 on the Top 500 list in 2006. The
events and thoughts depicted in all the videos in this section had and are still having
significant impact as the HPC area continues to evolve.
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structures, 228
Compressed Sparse Row (CSR) data

structure, 228–30
constructors, 230–1
data structure and storage, 228–30
Eigenvalues, 238
element-wise matrix arithmetic, 231
matrix indexing, assignment and concatena-

tion, 235–6
matrix multiplication, 231–5

with dense vector, 231–2
with sparse matrix, 232–5

next generation parallel sparse library,
248–50

singular values, 238
sparse accumulator (SPA), 231
sparse linear systems:

direct solvers, 236–7
iterative solvers, 237–8

transpose, 236
visualization of sparse matrices, 238–9
see also Sparse matrices; SSCA

(Scalable Synthetic Compact Applica-
tions) #2 benchmark

DOE INCITE projects/software/awards, 307
Dynamic instruction set count, 176–7

E

Efficiency see Productivity in HPC: efficiency
factors

End-to-end runtimes for prediction and ranking,
152–60

about end-to-end runtimes, 152–3, 160
least squares approach:

for prediction, 154–5
for ranking, 155

least squares with basis reduction:
for prediction, 155–7
for ranking, 155–6, 157–8

linear programming method, 158–60
Engineering design of aircraft/ships/structures,

11
Execution-driven simulation, 177

F

Fast forwarding for ASI, 191–2
Floating point issues, 303–4

accumulated roundoff error, 304
IEEE Floating Point standard (754), 303
need for a standard, 304
precision on petaflop computers, 303–4

Formula 1 Auto Racing, HPCs for, 308
Full-system simulation, 177–8
Functional simulation, 176

G

GAMESS (molecular quantum chemistry), 151
GM (General Motors), and HPCs, 306–7

Global Vehicle Development Process
(GVDP), 307

Government, HPCs in, 256–8
GPUs (Graphics Processing Units), 41–2,

48–50
GVDP (Global Vehicle Development Process),

307
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H

Hackystat, 77
Homogeneous multi-core systems, 45–7
HPC (high productivity computing):

acceleration techniques, 286–7
actual performance vs. marketing HYPE,

271
brief history, 315–16
in government vs. industry, 256–8
introduction, 255–6
software needs problems, 271
U.S. government roadmaps, 272
see also DARPA HPCS program: language

project; HPCC (HPC Challenge) bench-
mark suite; Industrial HPCs; Petaflop
computing; Productivity in HPC

HPCC (HPC Challenge) benchmark suite,
86–95, 279–80

about HPCC suite, 86–7, 94–5
application areas, 86
DARPA involvement, 86
history, 88–9
interpretation of results, 93
Kiviat diagram, 279–81
program benchmarks and performance

targets, 87
scalability issues, 91–4
submission procedures, 89–91
tests’ details, 89–90
tests’ outline, 88–9
TOP500 ranking influence, 87–8

HPCC lower level benchmark, 141
HPCCI (High Performance Computing and

Communications Initiative), 3–4
HPCMP (Department of Defense High

Performance Computing Modernization
Program), 30

HPCS see DARPA
HSI (HyperSpectral Imaging) covariance matrix,

43, 45, 47–8, 49, 52–3
HYCOM (ocean modelling), 151

I

IBM:
PERC System, 17–19

as an industry/government partnership, 19

hardware innovations, 18
HPCS productivity initiative, 17–19
HPCS technical approach, 18

supercomputing, 298–9
IDC Balanced Rating, 140
IEEE Floating Point standard (754), 303
Industrial HPCs, 257–8, 305–11

blue collar computing, 309–10
Boeing Corporation usage, 308
computational fluid dynamics (CFD)

software, 309
Formula 1 Auto Racing, 308
future expansion stimulus, 309
on-demand HPC, 314
Texas Advanced Computing Center, 310
U.S. automotive industry, 305–8
U.S Council on Competitive Case Studies,

310
Intelligence, surveillance and reconnaissance,

11
ISA emulators, 176
Isqnonneg, Matlab, 25
ISVs (independent software-based) products,

257, 275–6

J

Japan, petaflop computing, 295
JIT (just-in-time) compilation, 192

K

Ken Kennedy model, 131–2
Kepner’s (SK) synthesis model, 132
Kiviat diagram, 279–81

L

LAMMPS (parallel particle simulator), 151
Languages see DARPA HPCS program:

language project
Least squares approach/fitting, 20, 24–5, 30,

154–7
Linear programming, for prediction and

ranking, 158–60
Linpack benchmark method for performance

prediction, 140
LVS (Load Value Sequence), 193–4
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M

Machine metrics, for machine ranking, 164–5
Matlab:

Isqnonneg, 25
and productivity research, 77

MD (molecular dynamics), 44–5, 47, 48–9, 54
Membench, 22
MetaSim Tracer and Convolver, 27–8, 152
MHS (Memory Hierarchy State), 200
Microarchitecture State, 195–214

see also Branch predictor state warmup;
Cache-state warmup

Microprocessor design issues, 174
Moore’s Law, 4, 14
MPKI (mispredictions per thousand

instructions), 205–7
MRRL (Memory Reference Reuse Latency),

197–8
MSI (Microarchitecture Starting Image), 179,

194–214
about MSI, 194–5
checkpointing, 199–200
processor core state, 214
see also Branch predictor state warmup;

Cache-state warmup
MTA (multi-threaded architecture), Cray, 42–3

MTA-2, 50–8
MTBF, and productivity, 114–15
MTR (Memory Timestamp Record), 200
Multi-processor simulation, 188
Multi-threaded processor simulation,

189–90

N

NAS Parallel Benchmark suite, 35, 140
Netbench, 22
Nomenclature, for speed of HPCs, 293
NSL (No-state loss) approach, 199, 200
NSL/BLRL combination, 201
NVIDIA, 41

O

On-demand HPC, 314
OOCORE (Out-Of-Core matrix solver), 151

Optimizing compilers, petaflop computing,
297–8

OVERFLOW (laminar/turbulent fluid flow),
151

P

PC (Performance Complexity) metric, 80–1
Performance prediction and ranking, 32–5,

137–43
ab initio methods, 34–5
about methods for, 139
about Performance prediction and ranking,

36–7, 137–9, 168–9
applications, 150–2

Avus (fluid flow and turbulence), 150
CTH (multiple material effects), 151
GAMESS (molecular quantum

chemistry), 151
HYCOM (ocean modelling), 151
LAMMPS (parallel particle simulator),

151
OOCORE (out-of-core matrix solver), 151
OVERFLOW (laminar/turbulent fluid

flow), 151
WRF (weather forecasting), 151

benchmark methods, 139–41
with compilers, 81–2
detailed models, use of, 141–2
empirical methods, 33–4
machine learning techniques, 143
machines examined, 148–50
Metasim tracer, 152
neural networks, 143
related work, 35–6
signed error for, 33–4
simulation methods, 142
using basic trace data, 160–3

predicting performance, 161–2
ranking, 162–3

see also Benchmark methods for perfor-
mance prediction and ranking; End-to-end
runtimes for prediction and ranking;
Ranking supercomputers,
application-independent

Petaflop computing, 292–300
accumulated roundoff error, 304
adaptive supercomputing, 295–6
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algorithm issues, 299–300
applications list, 294
Chinese activity, 295
compiler optimization issues, 297–8
Cray vs. IBM, 298–9
DARPA’s competition, 292
Japanese activity, 295
precision issues, 304
programming language concerns, 292–93
speed nomenclature, 293–4

PGAS (Partitioned Global Address Space)
languages, 59–60

PMaC MetaSim Tracer and Convolver, 27–8
Prediction see Benchmark methods for perfor-

mance prediction and ranking; Branch pre-
dictor state warmup; End-to-end runtimes
for prediction and ranking; Performance
prediction and ranking

Predictive benchmarks, 281
Productivity in HPC (high-performance

computing), 101–34
about the dominant factors, 107–8
about productivity in HPC, 101–4, 133–4
application perspectives, 106
cost issues, 106
and the DARPA HPCS, 104
definitions of productivity, 105–6
subjectivity issues, 103
system perspectives, 106
utility, 108, 120–4

cost issues, 124
machine model productivity, 124
machine throughput, 123
special theory of productivity, 121–4
work-based model, 121–2

Productivity in HPC: availability factors,
114–16

accessibility, 116
maintainability, 115
MTBF, 114–15
reliability, 114–15
test vectors, 115

Productivity in HPC: efficiency factors, 110–14
about efficiency, 110–11
contention, 113–14
latency, 111–12
memory management, 112

overheads, 112–13
scheduling, 112
starvation, 113
synchronization overhead, 112

Productivity in HPC: performance factors,
108–10

cost, 110
memory capacity, 110
number of nodes, 109, 110
peak floating point operations, 109
peak performance, 108
power consumption, 110
size issues, 110

Productivity in HPC: programmability factors,
116–20

about programmability, 116–17
COCOMO (Constructive Cost model),

116–17
debugging and testing, 119
parallel representation, 117–18
portability and reuse, 119–20
resource management, 118

Productivity in HPC: related works, 131–3
Bob Numrich’s model, 132–3
Ken Kennedy model, 131–2
Kepner’s (SK) synthesis model, 132
Post and Kendell experience, 132
Snir model, 131

Productivity in HPC: software development
issues, 129–31

degree of reuse, 130
development/debugging tools, 130–1
language selection, 130
traditional approach, 129–30

Productivity in HPC: user-based:
limiting properties, 129
model for, 124–9

about user-based models, 124–5
cost issues, 127–8
workflow, 125–7

productivity relation, 128
Productivity research see DARPA HPCS

program: research on productivity
Productivity systems modelling, DARPAHPCS

program, 19–37
Programmability see Productivity in HPC:

programmability factors
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R

R-metric, 186
Ranking supercomputers, application-independent:

about application-independent rankings, 163,
168

about ranking, 137–9
incorporating application characteristics,

165–8
using machine metrics only, 164–5
see also Benchmark methods for perfor-

mance prediction and ranking; End-to-end
runtimes for prediction and ranking; Per-
formance prediction and ranking

RDTP (Relative Development Time
Productivity), 54–6

Reduced checkpointing for ASI, 192–4
Reduced input sets, 174
Representative sampling units, 182–90

Basic Block Vector (BBV), 187
and cluster analysis, 186–7
co-phase matrix, 189
matched-pair comparisons, 188
microarchitecture-independent metrics, 187
multi-processor simulation, 188–90
multi-threaded processor simulation, 189–90
R-metric, 186
sampling bias, 184–5
scaling factor, 186
SimPoint, 187
Simultaneous Multithreading (SMT)

processors, 189
size and number of units, 182
statistical sampling, 183–5
stratified sampling, 185

RLVS (Reduced Load Value Sequence), 194
RTMI (Reduced Touched Memory Image), 193

S

Sampled processor simulation, 173–217
about sampled simulation, 174–5, 216–17
accuracy issue, 179
benchmark simulation, 181
case studies:

SimPoint, 215–16
SMARTS and TurboSMARTS,

214–15

cold start problem, 179
detailed warming, 214
execution-driven simulation, 177
full-system simulation, 178
functional simulation, 176
functional warming, 214
ISA emulators, 176
miss rates, 176
sampled simulation, 178–9
sampling unit selection, 178–9, 183–90
specialized cache and branch predictor

simulators, 176
speed of simulation, 179–81

cold/warm/hot simulation, 180
statistical sampling, 183–5
statistical simulation, 175
timing simulation, 176–7
trace compression, 177
trace driven simulation, 176–7
see also ASI (Architecture Starting Image);

Branch predictor state warmup; Cache-
state warmup; MSI (Microarchitecture
Starting Image); Representative sampling
units

SDSC (San Diego Supercomputer Center),
70–1

Sensitivity analysis with compilers, 81–2
Signals intelligence, 10
SIMD instructions, 39
SimPoint, 187, 194, 215–16

Basic Block Vector (BBV), 215
Simulation:

for performance prediction, 142
see also Sampled processor simulation

SLOC (Source Lines of Code), 38, 54–6
SMA (Self-Monitored Adaptive) warmup, 196
SMARTS (Sampling Microarchitecture

Simulation), 214
turboSMARTS, 215

SMT (Simultaneous Multithreading)
processors, 189

Snir model, 131
Software needs of supercomputers, 271-2
SPA (SParse Accumulator), 231
Sparse matrices, 226–30

about sparse matrices, 227–8
a user’s view, 227–8
see also Distributed sparse matrices
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SPEC benchmarking suite, 35
Specialized cache and branch predictor simula-

tors, 176
Speed nomenclature for HPCs, 293–4
SSCA (Scalable Synthetic Compact Applica-

tions) #2 benchmark, 239–48
about SSCA #2 benchmark, 239–40
experimental results, 245–8
kernal 1:, 241
kernal 2:, 241
kernal 3:, 241–2
kernal 4:, 242–5
scalable data generator, 240–1
visualization of large graphs, 245

SSE (Streaming SIMD Extension), Intel, 39
STAR-P see Distributed sparse matrices
Statistical simulation, 175
Supercomputing architecture, 264–5
Survivability and stealth (military), 11
Symbolic performance modelling, 81

T

Texas Advanced Computing Center, 310
Timing simulation, 176–7
Titanium (for Java) language, 59–60
TLBs (Translation Lookaside Buffers), 112
TMI (Touched Memory Image), 193

TMMs (Timed Markov Models), 78–80
TOP500 computer performance ranking, 87–8
Trace compression, 177
Trace driven simulation, 176–7

U

UPC (Unified Parallel C) language, 59–60
U.S. automotive industry, 305–8
U.S. Council on Competitive Case Studies, 310
U.S. Government roadmaps, 272
Utility, 108
Utility see Productivity in HPC

V

VHLLs (Very High-Level Languages) see
Distributed sparse matrices

Videos, HPC, 315–16

W

Weapons design, 11
Weather and ocean forecasting, 10
Weighted benchmarks see Benchmark

methods ...
Woodcrest system, 38–9, 55–7
WRF (weather forecasting), 151
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