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Preface

This volume is number 67 in the seriesAdvances in Computersthat began back in
1960. This is the longest continuously published series of books that chronicles the
evolution of the computer industry. Each year three volumes are produced presenting
approximately 20 chapters that describe the latest technology in the use of computers
today. Volume 67, subtitled “Web Technology,” presents 6 chapters that show the
impact that the World Wide Web is having on our society today.

As I write this, I only returned from a 10,000 mile trip to Australia just two days
ago. I can clearly remember my last trip to Australia in 1996, only 9 years ago. On
that earlier trip I managed to make hotel reservations “on the Internet” for the first
time. As a Computer Science faculty member for over 30 years, I had networking
access via the original ARPAnet since 1979. While it was a valuable tool for access-
ing computer science computers, it was a mysterious “high technology” academic
gadget for most of the 1980s. However, early in the 1990s you started to see strange
symbols on television ads; things that began www.something. . . . Finally, in 1996 I
was able to make a connection with hotels some 10,000 miles away—businesses that
had no real need for research computer technology, only a marketing need to reach
its customers. The Internet had arrived!

Looking back, it is amazing to see that change in only 9 years. The first web
browser is only 15 years old. Today, a company would soon go out of business with-
out web access. In the chapters that follow in this book, we try to cover many of
the changes that this web technology has brought to our society, and anticipate what
further changes may occur in the near future.

A current focus of interest in Web technology is in wireless devices. Cell phones
have become ubiquitous and many have Web interfaces. Almost every laptop com-
puter is now sold with a wireless interface. Connectivity to the Internet can occur at
home, at work, and just about anywhere else—airports, coffee shops, libraries, etc.
Given this complex structure where devices attach and remove themselves from the
network frequently, how do you ensure the integrity of data needed by multiple de-
vices. InChapter 1, A.R. Hurson, Y. Jiao, and B.A. Shirazi in “Broadcasting a Means
to Disseminate Public Data in a Wireless Environment—Issues and Solutions” ex-
plore this problem. “In the mobile computing environment, the characteristics of
mobile devices and limitations of wireless communication technology pose chal-

xiii
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lenges on broadcasting strategy as well as methods to retrieve data” write the authors.
Their chapter reviews and addresses solutions to many of these challenges.

In Chapter 2, “Programming Models and Synchronization Techniques for Discon-
nected Business Applications” by A. Leff and J.T. Rayfield, the authors address a
related problem brought on by the ubiquity of mobile devices. Many applications are
now distributed over multiple sites, communicating via the Internet. How does one
structure a program to effectively use this connectivity and still achieve a reliable im-
plementation? The authors discuss several strategies for creating distributed business
applications and argue that a connected programming model is appropriate even in a
distributed environment.

Chapter 3, “Academic Electronic Journals: Past, Present, and Future” by A. Hovav
and P. Gray concerns a topic of immense interest to most readers, the authors, and the
publisher of these volumes—how is the publishing industry going to evolve? More
and more technology is presented online. Several journals only distribute content
electronically. Journals printed on paper may become an artifact of history. Elec-
tronic distribution is faster than paper and at lower cost to produce. But with these
advantages are some problems. How will these electronic journals preserve quality?
Keep high standards? Maintenance of archives? etc. These and other questions are
the focus of this chapter.

With all of these new web applications of the first 3 chapters come some tech-
nological problems. For one, how do we know that the resulting web application is
reliable? How do we test the program to ensure it works as required? These topics are
the focus of Jeff Tian’s and Li Ma’s chapter “Web Testing for Reliability Improve-
ment.” They look at the various methods for testing programs and focus on those
applicable for web applications. They address testing, defect analysis, and reliabil-
ity improvement issues for the constantly evolving web as a whole by analyzing the
dynamic web contents and other information sources.

With all of the advantages of the World Wide Web come problems. Any new tech-
nology brings with it those who seek to profit illegally from its use. Use of the Web
has an economic value and there are those who either seek to steal some of that value
or simply destroy the value that others have in the web. This brings up the entire
area of web security. Many computers have credit card information and other per-
sonal information about their owners or passwords to various other machines. How
do you protect that information from unauthorized access? InChapter 5, M. Sthultz,
J. Uecker, and H. Berghel discuss “Wireless Insecurities.” What features have been
built into wireless networks to prevent others from exploiting weaknesses in individ-
ual computers to prevent the unauthorized theft of valuable Web resources?

In Chapter 6, Dario Forte discusses “The State of the Art in Digital Forensics.”
When someone does succeed in breaking into a computer system and steal valuable
information, can you figure out who did it and how? The owner of the system has to

http://dx.doi.org/10.1016/S0065-2458(05)67002-7
http://dx.doi.org/10.1016/S0065-2458(05)67003-9
http://dx.doi.org/10.1016/S0065-2458(05)67005-2
http://dx.doi.org/10.1016/S0065-2458(05)67006-4
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know what information has been compromised and the legal system needs a mech-
anism for proving that a theft did indeed occur and that a certain person committed
it. What are the ways to provide this information? Using the Unix system as an ex-
ample, the author describes many ways to detect the occurrence of such theft. He
describes his own efforts with the IRItaly Project at the Università Statale di Milano
in Crema, Italy.

The World Wide Web is continuing to evolve at an extremely rapid rate. I hope
that you still find these chapters of use to you when they finally appear in print about
a year after they were written. In order to produce these books, I have to stay about 3
years ahead of the technology. If you have any suggestions of topics for future chap-
ters, or if you wish to contribute such a chapter, I can be reached atmvz@cs.umd.edu.

Marvin Zelkowitz
College Park, Maryland

mailto:mvz@cs.umd.edu
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Broadcasting a Means to Disseminate
Public Data in a Wireless Environment—
Issues and Solutions

A.R. HURSON, Y. JIAO

Department of Computer Science and Engineering
The Pennsylvania State University
University Park, PA 16802
USA

B.A. SHIRAZI

School of Electrical Engineering and Computer Science
Washington State University
Pullman, WA 99163
USA

Abstract
In today’s heavily networked society, there is an increasing demand for fast and
reliable access to information. It is believed that for many application domains,
the information superhighway contains much of the needed information and is
capable of delivering it at extremely high speeds. However, the information may
not be available at the users’ fingertips. In other words, we no longer need to
question the availability of information; however, the information is not readily
accessible. What needed are means to:

• Locate the relevant information intelligently, efficiently, and transparently;

• Extract, process, and integrate relevant information efficiently and securely;
and

• Interpret the processed information intelligently and efficiently.

Within this infrastructure, two types of services are available to the user: on-
demand base services and broadcast-based services. Private and shared data are
usually subject of on-demand-based services, while public data can be most ef-
fectively disseminated using broadcasting.

ADVANCES IN COMPUTERS, VOL. 67 1 Copyright © 2006 Elsevier Inc.
ISSN: 0065-2458/DOI 10.1016/S0065-2458(05)67001-5 All rights reserved.



2 A.R. HURSON ET AL.

In the mobile computing environment, the characteristics of mobile devices
and limitations of wireless communication technology pose challenges on broad-
casting strategy as well as methods to retrieve data. Major issues of concern
include reducing power consumption, reducing access latency, and disseminat-
ing relevant data of interest to the public user. User profiling, monitoring the
access patterns, application of indexing, broadcasting over parallel channels, data
distribution and replication strategy, conflict resolution, and scheduling of data
retrieval are solutions to these issues that have advanced in the literature.

This chapter is intended to review and analyze these solutions. Comprehensive
simulation results to demonstrate the effectiveness of each solution based on
performance metrics such as access time and power consumption are presented
and analyzed.
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1. Introduction

A mobile computing environment involves accessing information through a wire-
less network connection. The mobile unit may be stationary, in motion, and/or in-
termittently connected to a fixed (wired) network. The increasing development and
spread of computer networks, and the extensive need for information sharing have
created a considerable demand for cooperation among pre-existing, distributed, het-
erogeneous, and autonomous information sources. In addition, users have become
more demanding in that they desire and sometimes even require access to informa-
tion “anytime, anywhere.” The growing diversity in the range of information that
is accessible to a user at any given time and the rapidly expanding technology that
makes available a wide breadth of devices, with different physical characteristics,
have changed the traditional notion of timely and reliable access to global informa-
tion in a distributed system. Growth and success of such an environment depends on
two fundamental issues—efficient management of information systems and avail-
ability of reliable communications infrastructure.

Remote access to data is a rapidly expanding and it has become increasingly im-
portant aspect of computing. Remote access to data refers to both mobile nodes and
fixed nodes accessing heterogeneous and autonomous data sources in an infrastruc-
ture that is identified by the following parameters:

• Low bandwidth;

• Frequent disconnection;

• High error rates;

• Limited processing resources; and

• Limited power sources.

Nevertheless, regardless of the access devices and connection medium, users re-
quire anytime, anywhere, fast, transparent, intelligent, secure, and cost efficient ac-
cess to information repositories that are classified as:
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(i) Private data, i.e., personal daily schedules, phone numbers, etc.
(ii) Public data, i.e., news, weather information, traffic information, flight infor-

mation, etc.
(iii) Shared data, i.e., traditional databases, distributed, replicated, and/or frag-

mented across different geographic locations—a collection of processing
nodes may contribute, cooperate, and complete with each other to maintain
consistency and participate in distributed decision making operations.

The desire to support timely and reliable access to the information sources is not
an entirely new concept. Traditional databases based on fixed clients and servers con-
nected over a reliable network infrastructure have addressed the issues involved in
accessing various types of information in the form of relational, object-oriented, dis-
tributed, federated, and multidatabase management systems. However, the concept
of mobility, where a user accesses information through a remote connection with a
portable device, has posed several challenges on traditional database management
systems (DBMS). Within the scope of this infrastructure, two types of services are
available to the user:

• On demand-based services; and

• Broadcast-based requests.

1.1 On Demand-Based Services
Private data and shared data are the subject of these services in which users obtain

answers to requests through a two-way communication with the database server—
the user request is pushed to the system, data sources are accessed, query operations
are performed, partial results are collected and integrated, and generated information
is communicated back to the user. This requires a suitable solution that addresses
issues such as:

• Security and access control—methods to guarantee authorized access to the re-
sources. This includes protocols for authentication, access control, inferential
security, and integrity.

• Isolation—methods to deal with a degraded network connection. This should
also include a means to work off-line if an intentional/unintentional disconnec-
tion has occurred. Furthermore, if the connection is too slow or unreliable to
work fully on-line, the user may intentionally choose to work off-line due to
bandwidth restrictions.

• Semantic heterogeneity—methods to handle differences in representation, for-
mat, structure, conflict, and meaning among information sources and hence to
establish interoperability among different information sources. Techniques such
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as the United Nations or the Bilateral Approach could be used to accomplish this
task[56].

• Autonomy—methods to allow different information sources to join and depart
the global information sharing environment at will. Autonomy comes in the
form of design autonomy, communication autonomy, execution autonomy, and
association autonomy.

• Query processing and query optimization—methods to efficiently partition a
global query into sub-queries to allow parallel execution.

• Transaction processing and concurrency control—methods to allow simultane-
ous execution of independent transactions and interleaving interrelated transac-
tions in the face of both global and local conflicts.

• Data integration—methods to fuse partial results in order to draw global result.
This is particularly important because of the limited resources and capabilities
of mobile devices. With a very large amount of information available, the entire
set of data cannot be kept locally.

• Browsing—methods to allow the user to search and look at the available in-
formation in an efficient manner without any information processing. This is
needed due to an enormous amount of information available to the user.

• Distribution and location transparency—methods that allow efficient heteroge-
neous remote access to data sources while hiding the network topology and the
placement of the data. This is particularly important for wireless devices, which
have considerable communication cost. In addition, a high degree of mobility
argues for a high degree of heterogeneity—a mobile user can potentially access
a much wider variety of systems and data sources.

• Limited resources—methods to accommodate computing devices with limited
capabilities. This includes memory, storage, display, and power.

Further discussion about these issues and their solutions is beyond the scope of
this chapter, however, research has extensively studied the aforementioned issues and
their solutions either within the scope of heterogeneous distributed systems[10,11]
or mobile applications[22,25,26,39,42,44,46,47,57,58].

1.2 Broadcast-Based Services

Many applications are directed towards public information that are characterized
by (i) the massive number of users, (ii) the similarity and simplicity in the requests
solicited by the users, and (iii) the fact that data is modified by a few. The re-
duced bandwidth attributed to the wireless environment places limitations on the
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rate and amount of communication. Broadcasting is a potential solution to this lim-
itation. In broadcasting, information is generated and broadcast to all users on the
air channels. Mobile users are capable of searching the air channels and pulling
their required information. The main advantage of broadcasting is due to the fact
that it scales up as the number of users increases, eliminating the need to multiplex
the bandwidth among users accessing the air channel. In addition, broadcast chan-
nel can be considered as an additional storage available over the air for the mobile
clients. Finally, it is shown that pulling information from the air channel consumes
less power than pushing information to the air channel. Broadcasting is an attractive
solution, because of the limited storage, processing capability, and power sources
of the mobile unit. Within the scope of broadcasting one needs to address three is-
sues:

• Broadcast contents;

• Network latency; and

• Power consumption of the mobile unit.

For broadcasting applications, in general, the information to be broadcast is of
multimedia or hypertext nature originated from an information source(s) governed
by multiple, possibly heterogeneous, database management systems. The object-
oriented paradigm has proven to be a suitable methodology for modeling multimedia
databases[6,23,32,43]. In addition, in a distributed environment, object-oriented
methodology provides a systematic mechanism to model the association and transla-
tion of the data from multiple sites[10,11,33]. Therefore, in this chapter, we model
the information units on the air channel(s) as objects. Within the scope of object-
oriented database systems, object clustering has proven to be an effective means
of reducing response times[7,13,17,19,20,45]. The employment of broadcasting in
the mobile-computing environment motivates the need to study the proper organi-
zation of objects along the air channel(s). Due to the natural differences between
the serial air channel and the random-access disk, one has to look at different and
efficient methodologies to organize and cluster objects on the air channels in order
to reduce the response time. In addition, the network latency (response time) is the
major source of power consumption at the mobile unit[35–38,65]. The reduction in
response time translates into the reduced amount of time a mobile unit spends ac-
cessing the channel(s) and thus, it has its impact on conserving energy at the mobile
unit. It is the goal of this chapter to address issues pertinent to broadcasting in a
mobile environment.

Section2 briefly addresses the background material on mobile systems. Techno-
logical limitations are outlined and their effects on the global information sharing
environment are discussed. Issues such as data selection methodologies, semantic
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organization of data items on single and parallel channel(s), application of index-
ing on single and parallel channel(s), data replication, data distribution, conflict, and
scheduling of data accesses are enumerated and analyzed in Section3. Solutions to
these issues with respect to the

• network latency;

• access latency; and

• power management

are addressed and analyzed in Sections4–8. Finally, Section9 concludes the chapter
and discusses some future research directions.

2. Mobile Computing

The mobile computing environment is based on wireless communication that al-
lows the user to access information anywhere at anytime without any direct physical
link to the network. The wireless network (Fig. 1) is composed of:

• A number of network servers enhanced with wireless transceivers—mobile sup-
port stations (MSS)—scattered along a geographical area; and

• A varying number of mobile hosts (MHs) free to move at will.

The MSS provides a link between the wireless network and the wired network.
The link between a MSS and the wired network could be either wireless (shown as
dashed line) or wire based. The area covered by the individual transceiver is referred
to as a cell. The size of the area covered by each cell varies widely, depending on the
technology being used.

The MH is relatively small, light weight, and portable. It is designed to preserve
space and energy. Most of the time, the MH relies on temporary power sources such
as batteries as its main power source. To save energy, the MH is designed to operate
in different operational modes (i.e., active doze, sleep, nap) that consume different
levels of power.

2.1 Wireless Communication Technology

Wireless communication is accomplished via modulating radio waves or pulsing
infrared light. A variety of infrastructures such as; cellular networks, wireless LANs,
paging networks, and satellite networks rely on modulating radio waves.
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FIG. 1. Architecture of the mobile computing environment.
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2.2 Characteristics of the Mobile Environment

Mainly, three characteristics distinguish the mobile environment; namely, wire-
less medium, mobility, and portability.Table Isummarizes the characteristics of the
mobile computing environment and some of the resulting challenges.

2.2.1 Wireless Medium

Whether the communication is based on the satellite link that spans one third of
the earth or a wireless LAN within a building, the common ground among all wire-
less systems is the fact that communication is done via the air (and not via cables).
This fact changes a major underlying assumption that was the basis for conventional
distributed algorithms. The physical layer of the connection is no longer the reliable
coaxial or optic cable that has been assumed all along. Communication over the air
is identified by frequent disconnections, low data-rate, high cost, and lack of security
[4,5,21,36–38,65].

TABLE I
CHARACTERISTICS OFMOBILE ENVIRONMENT AND RESULTING ISSUES

Mobile environment characteristics Resulting issues

Wireless connection Frequent disconnection
Communication channel

High cost
Low bandwidth
Network measurement
Low data rate
High error rate

Security (eavesdropping)
Mobility Frequent disconnection

Motion management
Location-dependent data
Heterogeneous networks

Interfacing
Data rate variability

Security (privacy)
Portability Security (vandalism)

Limited resources
Limited energy source
User interface
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2.2.2 Mobility

Mobility is the second characteristic that distinguishes the mobile environment
and poses challenges beyond the scope of traditional environment. This is due to the
fact that processing units in the mobile environment can be used at multiple locations
and in transition between these locations. Mobility results in several issues including
disconnections due to hand-off processes, motion management, location dependent
information, heterogeneous and fragmented network, security, and privacy.

2.2.3 Portability

There are many variations of portable computer systems with different physical
characteristics and capabilities. However, all these portable units share many com-
mon features such as limited memory, processing power, user interface, and power
source. The ideal goal would be to develop a device that is compact, durable, and
light that consumes a minimum amount of power.

3. Broadcasting Issues

In a mobile computing environment, desire to have “timely and reliable” access to
information is compromised by the power consumption and network latency. The ne-
cessity of minimizing power consumption and network latency lies in the limitation
of current technology—the expected increase of the capacity of batteries is at much
lower rate than the increase of the chip density[35,36]. The hardware of the mobile
units has been designed to overcome this limitation by operating in various opera-
tional modes such as active, doze, sleep, nap, etc., to conserve energy. A mobile unit
can be in active mode (maximum power consumption) while it is searching or ac-
cessing data objects; otherwise, it can be in doze mode (reduced power consumption)
when the unit is not performing any computation.

Along with the architectural and hardware enhancements, efficient power man-
agement and energy aware algorithms can be devised to (i) organize and cluster
related data entities on broadcast channel(s) and (ii) schedule data retrieval from
broadcast channel(s). It is the major theme of this chapter to articulate some of these
efforts.

The cost of communication is normally asymmetric—sending information re-
quires, in general, 2–10 times more energy than receiving the information. As a
result, for public information, popular information can be generated and dissemi-
nated over the air channel. The mobile user looking for certain information can tune
to the broadcast channel(s) and access the desired information from the air in an
orderly manner. This scenario, however, brings out three issues:
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• How to determine the data contents of the broadcast channel(s). This is of im-
portant due to several factors as such, network bandwidth and scalability.

• The mobile unit should not waste its energy in constantly monitoring the air
channel(s) to search for information—techniques should be developed to allow
the mobile user to remain in low operational power mode while waiting for
the desired information on the broadcast channel(s). This implies a disciplined
order to organize information on the air channel(s) and to hint the availability
of the desired data element. If the data element is available, the mobile unit will
be instructed to the exact location of the data element on the broadcast.

• An attempt should be made to minimize the response time either by shortening
the broadcast length and/or the number of passes over the air channels.

Broadcasting is an elegant solution to the limitations of wireless environment.
Within the constraint of a limited bandwidth, the main advantage of broadcasting is
the fact that it scales as the number of users increases, and thus eliminates the need to
divide or multiplex the bandwidth among the users accessing the air channel(s). Fur-
thermore, since the information on the air could be considered “storage on the air,”
broadcasting can be considered as a solution to compensate for the limited resources
(storage) at the mobile unit.

Broadcasting information is not a new concept: Whether through a guided or un-
guided medium, the general concept is based on the encoding and transmission of the
desired signal (analog or digital) on a certain frequency—the information is supplied
by one source and read by multiple receivers. In general, data can be broadcast either
on one or several channels. A broadcast is performed in a cyclic manner. The MH
can only pull the information from the broadcast, whereas the database server is the
only entity that can push information to the broadcast. Since dependencies can exist
among the data items within the broadcast, and since data items might be replicated
within a broadcast, it is assumed that updates of data are only reflected at the fol-
lowing cycle. This constraint enforces the integrity among the data elements within
a broadcast.

3.1 Broadcast Contents

The literature has addressed several methods to determine and generate data con-
tents on the broadcast channel(s). Some methods are classified as push-based tech-
niques, where the users are passive listeners and the server assumes a priori client
access patterns that does not change during the course of broadcast—i.e., strict sta-
tic client access patterns. Based on this assumption, the server repeatedly broadcast
a set of selected data items. This allows scalability and simplicity at the expense
of limitation on the application domain. Alternatively, the dynamic and adaptive
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methods (pull-based methods) assume the clients’ access patterns are either un-
known in advance or changes relatively frequently during the course of broadcast.
Finally, hybrid schemes assume a backchannel for users to explicitly request data
items that are not included in the standard broadcast cycle. As a result, the push
mode and on-demand data are interleaved on a broadcast cycle. As noted in Sec-
tion 1.1, on-demand-based methods (pull-based methods) are beyond the scope of
this work. Within the scope of push-based methods and hybrid methods, parame-
ters such as the data type and data size can be used to further distinguish different
solutions.

3.1.1 Push-Based Schemes

3.1.1.1 Flat Broadcast. Flat broadcasting of data is the most basic way
to distribute public data. All data within a database is statically and sequentially
broadcast to the users of the network—server broadcasts the union of the data of
interest to a user population. The users retrieve data from the air channels when it is
available. There are no requests made by the users to the server database, and hence,
data is made available to the users through the push method. Consequently, the wait
time for data is relatively long and proportional to the half of the broadcast length on
the average—data is not scheduled on the broadcast. However, flat broadcast does
ensure that all users will get the data they require eventually as all data has equal
priority of being broadcast[1].

3.1.1.2 Broadcast Disks. Broadcast disks are similar to flat broadcast in
that they broadcast all of the information in the database[2,12,64]. Broadcast disks
improve upon flat broadcasting by attempting to reduce the waiting time for retriev-
ing popular data. Instead of using one spinning disk to broadcast all of the data,
broadcast disks distribute data among multiple disks with varying sizes and spin-
ning speeds. As a result, pages available on faster spinning disks get mapped more
frequently than those available on slower disks.Figure 2illustrates this concept. As-
sume the list of ten pages to be broadcast (Fig. 2(a)). Further assume that these pages
are partitioned and distributed among three disks wheredisk1 is twice faster than
disk2, anddisk2 is twice faster thandisk3 (Fig. 2(b)). Figure 2(c) shows the allo-
cation of the aforementioned database pages on a broadcast channel. Note that the
broadcast cycle now is composed of smaller chunks (minor cycle).

The disks create a “memory hierarchy” for the data items. Data items move up
and down in the memory hierarchy based on their frequency of access. The effect
of varying the disk spinning speeds and number of disks used on the response time
at the MHs was investigated and a threshold, above which increasing the number of
faster disks degraded the overall response time, was found.
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(a)

(b)

(c)

FIG. 2. Broadcast organization inBroadcast Disks. (a) Data base pages. (b) Distribution of data base
pages. (c) Distribution of data base pages.

Broadcast disks solve some very basic problems in the broadcasting of public
data but they have several limitations. Like flat broadcasting, they are intended to
broadcast all of the data items in the database. This is impractical, unrealistic, and
unnecessary. Since in reality, a single public data could satisfy a large number of
clients and all data items in a database are not of interest to the clients at the same
time. In addition, they assume the same granularity for the data items on air channel
and disk pages—if a data item is to be broadcast more frequently (replicated), then
the entire page has to be replicated. Moreover, due to the plain structural nature of
the page-based environment, the research looked at the pages as abstract entities
and was not meant to consider the contents of the pages (data and its semantics) as
a means to order the pages. In object-oriented systems, directed semantics among
objects greatly influence the method in which objects are retrieved, and thus, have
their direct impact on the ordering of these objects/pages. In addition, the replication
should be performed at the object-level granularity.

3.1.1.3 Hierarchical Broadcast. The concept of the broadcast disks dis-
cussed in Section3.1.2was extended by Peng and Chen[54] to parallel broadcast
channels with different speeds. In addition, they used the access frequency of a data
item as a means to allocate the data item on a broadcast channel—hot data items
are allocated to the faster channel. Given a set of data items with different access
frequencies and several broadcast channels of different speed, the so called Variant–
Fanout with the constraint K (VFK) heuristically allocates data items to different
channels in order to minimize the average expected delay of all data items.Fig-
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(a)

(b)

FIG. 3. Two allocation schemes. (a) Flat broadcast allocation. (b) Hierarchical broadcast allocation.

ure 3is intended to distinguish this scheme from the flat broadcast allocation scheme
discussed in Section3.1.1. Assume six data items to be allocated to two broadcast
channels.Figure 3(a) shows the flat broadcast allocation of the data items of two
broadcast channels of the same speed. Alternatively,Fig. 3(b) depicts the allocation
of the aforementioned data items on two broadcast channels where the first channel
is twice faster than the second one.

3.1.1.4 Square-Root Based Allocation. Acharya et al.[1] made an
observation that in a broadcasting scenario minimum overall mean access time is
achieved when the instances of hot data items are equally spaced. Based on this
observation, Vaida and Hameed[62] proposed the so called square-root based allo-
cation algorithm that based on the demand probability (access frequency), the length
of the data item, and location of the broadcast data items in the past, determines what
data item from the data base should be broadcast next. AssumeM, pi , andli , respec-
tively stand for the number of the data items in the data base, demand probability of
item i, and the length of the itemi. Furthermore, letRi stand for the time at which
an instance of itemi was most recently appeared on the broadcast. Then

MAX (Gi) =
(

(Q − Ri)
2 ∗ pi

)

/li, 1 � i � M,

determines the next data item to be broadcast (Q is the present time).
Assume the database is composed of three data items with(p1, l1), (p2, l2), and

(p3, l3) of (1/2, 1), (3/8, 2), and(1/8, 4). Figure 4depicts the broadcast schedule
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FIG. 4. A broadcast sequence.

up to the present time, i.e., 100. Applying the aforementioned equation will result
in G1 = 12.5, G2 = 9.18, andG3 = .5. As a result, item 1 is the next item to be
broadcast.

Finally, the scope of this allocation algorithm has also been extended to the domain
of the multiple broadcast channels.

3.1.2 Hybrid-Based Schemes

Studies reported in[8,52]have shown that push based model and pull-based model
have complementary properties. In general, two conditions support a push-based
model: (i) strict coherency requirements and/or (ii) the communication bottleneck.
On the other hand, a pull-based model is suited in an environment where: (i) client
has relaxed coherency requirements, (ii) the servers are heavily loaded, or (iii) fault
tolerance is important. This study motivates the hybrid data dissemination, where the
push and pull techniques for data dissemination are mixed. The users in the network
play a more active role in deciding which data to be broadcast. The pushed data items
are still the main means to disseminate public data. However, with the integration of
an independent back channel, clients can directly query the server database and pull
the requested data from the air channel. It should be noted that, in this class of data
dissemination methods, unlike flat broadcasting and broadcast disks, all of the data
base contents are not broadcast during a broadcast cycle.

The hybrid broadcasting of data items was originally proposed and employed in
the Boston Community Information System[24]—broadcast and interactive commu-
nication to provide up-to-the-minute information to an entire metropolitan area. The
experiment showed that users valued both components of the hybrid organization.
Wong and Dykeman[63] also proposed hybrid teletext–videotex platform for both
periodically pushed and upon-request pulled data items with some ad hoc partition
of the data into two groups. Acharya et al.[3] proposed a back channel to allow the
clients to explicitly request data items on the broadcast channel.

3.1.2.1 Adaptive Data Broadcast. This work was motivated by two is-
sues; the dynamic nature of the clients’ needs and requests and the passive nature of
the clients receiving the broadcast. Similar to the concept of cache memories that
is adaptive to the changing workload, the push-pull based broadcast model[60]
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dynamically determines the state of the database items and adapts the broadcast
contents by monitoring the broadcast misses. As a result, the “hot” data items are
being pushed and the pull-based data items are being unicast based on individual
requests. Similar to the states of water, the database items are classified into three
groups: Vapor, Liquid, and Frigid. Vapor represents the class of the data items that
are hot and therefore, they are being broadcast. However, due to the passive nature
of the clients, the server does not receive any feedback regarding these data items
and hence, gradually they will cool down and turn into liquid. Liquid represents
the class of data items that are directly requested by the clients and as a result they
are being unicast. These data are either being requested more and more and after
passing a threshold level become hot, or they are not going to be requested and
hence freeze. Data in frigid state either stay in that state or migrate to the liquid
state.

3.1.2.2 Adaptive Push-Pull. Bhide et al.[8] proposed a scheme that,
based on parameters such as the network condition, scalability, degree of coherency,
and resiliency to failure, intelligently and adaptively determines the degree of push
and pull data that are disseminated.

A Time-to-Refresh (TTR) value is assigned and calculated by the proxy for each
cached data item. The TTR determines the next time that the proxy should poll the
server in order to refresh the cache contents. The TTR is computed based on the
rate of changes of data and the degree of coherency required by the client. A smaller
TTR shows a rapidly changing data and/or strict coherency requirement. A larger
TTR, on the other hand, represent infrequent changes and/or relaxed coherency re-
quirement. Two algorithms have been proposed, namely Push-and-Pull (PaP) and
Push-or-pull (PoP).

In PaP, the proxy is responsible to pull changes to the data, and the server is
allowed to push additional updates undetected by the proxy. In PoP, the server is
allowed to adaptively choose between push and pull-based dissemination schemes.

3.1.2.3 Dynamic Leveling. Dynamic leveling scheme[55] is a natural ex-
tension of the hierarchical broadcast model discussed in Section3.1.1.3. Recall that
the hierarchical model allocates frequently accessed data items on faster broadcast
channels. However, the access frequency is dynamic and time dependent. The pro-
posed dynamic leveling algorithm adjusts data items among the broadcast channels
when the access frequency changes. Experimental results have shown greater effec-
tiveness of the dynamic leveling algorithm relative to the VFK algorithm, in term
of execution time when the database size and the number of broadcast channels in-
crease.
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The hybrid method also has several drawbacks. Querying the database to pull
data interrupts the server and consumes bandwidth and power that could otherwise
be used for pushing data on the broadcast. As a result, one can conclude that the
backchannel should not be used excessively.

3.2 Indexing Objects on the Broadcast Channel

Retrieving information from the air channel has two requirements:

• Minimizing the overall response time at the mobile unit; and

• Minimizing the amount of power consumed in the retrieval process at the mobile
unit.

The concept of index has been extensively studied and applied in traditional file
and database systems. It is a function that takes a key value and provides an address
referring to the location of the associated data. Its main advantage lies in the fact
that it eliminates the need for an exhaustive search through the pages of data on the
storage medium. B-trees, B+-trees, and hash tables are some of the most common
index structures that have been used in practice. An index is also used as a tool
to facilitate the query optimization. Similarly, within the scope of broadcasting, an
index can be used to point to the location or possible availability of a data item on
the broadcast and allowing the mobile unit to predict the arrival time of the data
item requested. This enables the mobile unit to switch its operational mode into
an energy-saving mode and minimize energy consumption. It should be noted that
the advantages of indexing comes at the expense of computational overhead and
increased length of the broadcast, which increases the response time.

3.2.1 Signature-Based Indexing

The basic idea behind the application and use of signatures in a broadcast channel
is to add a control part to the contents of an information frame[27–30,60]—a hash
function is applied to the contents of the information frame to generating a bit vector
that is superimposed on the data frame. As a result, a signature partially reflects the
data content of a frame. In short, this technique creates a set of signatures for data
frames on a broadcast and interleaves them with their associated data frame. Differ-
ent allocations of signatures on a broadcast channel have been studied, including:
single signature, integrated signature, andmulti-level signature[28–30].

In the single signature scheme, the signature frame is broadcast before the corre-
sponding data frame. In the integrated signature scheme, a signature is constructed
for a group of consecutive frames called a frame group. The multi-level signature
scheme is a combination of the simple and integrated signature methods in which
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the upper level signatures are integrated signatures and the lower level signatures are
simple signatures[29].

During the retrieval process, a query is resolved by generating a signature based
on the user’s request. The query signature is then compared against the signatures
of the data frames in the broadcast. A successful match indicates a potential hit.
Consequently, the content of the corresponding information frame is checked against
the query to verify that it corresponds to the user’s demands. If the data of the frame
corresponds to the user’s request, the data is recovered; otherwise, the corresponding
information frame is ignored. This reduces the access time and the tune-in time.

As part of the studies done on signature-based indexing schemes, the three afore-
mentioned signature-based schemes have been analyzed with respect to each other
using the access time and tune-in time as the performance metrics[28–30]. The re-
sults showed that, with fixed signature size, the multi-level scheme has the best tune-
in time performance at the expense of a longer access time. The integrated scheme,
on the other hand, has the best average access time, but its tune-in time depends
on the similarity among the information frames. And finally, the simple scheme has
an adequate access time and tune-in time. This study concluded that in comparison
to broadcasting without using indexing, all three signature-based schemes improved
tune-in time performance significantly with a reasonable access time overhead.

3.2.2 Tree-Based Indexing

An index is a meta data representing one or several data attributes pointing to
the location of data collection (i.e., information frames) sharing the same common
attribute value(s). This auxiliary information is usually organized as a tree in which
the lowest level of the tree points to the location of the information frames on the
broadcast channel. With this concept in mind, the frames on the broadcast are of two
kinds: data frames and index frames.

A broadcast channel is a sequential medium and hence, to reduce the mobile unit
active and tune-in time, and consequently to reduce the power consumption, the in-
dex frames are usually replicated and interleaved with the data frames. Otherwise,
the request would have to wait for the beginning of the next broadcast cycle—an
increase in the query response time. Two index replication schemes (namely,distrib-
uted indexingand (1,m)1 indexing) have been studied[38]. In distributed indexing,
the index is partitioned and interleaved in the broadcast cycle. Each part of the index
in the broadcast is followed by its corresponding data frame(s). In(1,m) indexing,
the entire index is interleavedm times during the broadcast cycle—the whole index
is broadcast before every 1/m fraction of the cycle. A series of analyses for both
methods were carried out and compared with the scenarios that provided the best

1 m represents the number of times the index is replicated during one broadcast cycle.
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case for tune-in time and response time. It was concluded that, in general, the(1,m)

indexing scheme reduces power consumption at the expense of an increase in the
response time; and the distributed indexing scheme, relative to the(1,m) indexing
scheme, increases the response time at a much lower rate at the expense of higher
power consumption.

Access frequencies of the data items have been used to generate an index tree.
Shivakumar and Venkatasubramanian[59] proposed application of tree-based index-
ing using Huffman-encoding scheme that is sensitive to data access patterns. The
work proposed in[18] constructs an index tree based on the data access skew. To
reduce the number of index probes, this work considered two cases: fixed index fan-
out and variant index fan-outs. It was shown that the cost of index probes can be
minimized if imbalanced index tree based on skewed data access is employed. This
reduces the number of index probes for hot data items at the expense of more index
probe for less frequently accessed data items (cold data items).

To conclude, the tree-based indexing schemes are more suitable for application
domains where information is accessed from the broadcast channel randomly, and
the signature-based indexing schemes are more suitable in retrieving sequentially
structured data elements[29,30]. In addition, tree-based indexing schemes have
shown superiority over the signature-based indexing schemes when the user request
is directed towards interrelated objects clustered on the broadcast channel(s). Fur-
thermore, tree-based indexing schemes relative to signature-based indexing schemes
are more suitable in reducing the overall power consumption. This is due to the fact
that a tree-based indexing provides global information regarding the physical loca-
tion of the data frames on the broadcast channel. On the other hand, signature-based
indexing schemes are more effective in retrieving data frames based on multiple at-
tributes.

3.3 Single Broadcast Channel Organization

Organization of data objects as a means of reducing access latency has been the
subject of intensive research in the past. Whether the physical storage medium is
a flat memory or a disk rack structure, an appropriate data placement algorithm
should attempt to detect data locality and cluster related data close to one another.
The objects in an object-oriented paradigm are normally associated with one an-
other through semantic links—inheritance, aggregation, or association. An object-
clustering algorithm maps a complex object into a linear sequence of objects along
these semantic links. A complex object can be expressed as a hierarchy or a directed
acyclic graph (DAG) in which objects are represented as the vertexes (or nodes) and
edges (or links) are the relationships among these objects. Such clustering can im-
prove the response time by an order of magnitude[7,13,19].
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Banerjee et al.[7] suggested three types of clustering sequences in a CAD
object-oriented database—depth first, breadth first, andchildren-depth-first. Chang
and Katz[13] developed a clustering algorithm for objects with multiple relation-
ships and different access frequencies among objects. Based on the notion provided
by [13], Cheng and Hurson[19] analyzed the clustering technique by studying the
effect of object updating when tuning the disk pageread/write ratio. A cost esti-
mation of the gain achieved by a dynamic re-clustering scheme was investigated.
It was concluded that, in general, as the read/write ratio increases, re-clustering
should be performed more frequently. Inspired by Kruskal’s minimum-cost spanning
tree algorithm, the work was enhanced by proposing a level clustering algorithm.
The algorithm takes a weighted DAG as its input, and provides a level-clustering
sequence as its output based on the degree of connectivity among the objects—
objects related through stronger semantic links (higher weights on the edges) are
clustered closer to one another. Chehadeh et al.[17] investigated object cluster-
ing in a parallel disk environment. Finally, Lim et al.[45] studied the employ-
ment of the clustering scheme of Cheng and Hurson[19] in a distributed environ-
ment.

Figure 5depicts a weighted DAG and the resulting clustering sequences achieved
when different clustering techniques are applied. It should be noted that the tech-
niques proposed in[7] are only applicable to non-weighted DAG and that the tech-
niques proposed in[17,19]generate the same clustering sequence.

Similar concept can be adapted to organize information on the air channel.
The object organization on an air channel has to meet the following three crite-
ria [14,16]:

• Linear ordering: The air channel is a one-dimensional sequential access struc-
ture. This fact requires that the linear object ordering. In a DAG representation
of a complex object, an edge between two nodes could signify an access pattern
among the two nodes; retrieving the object represented by the first node could
trigger the retrieval of the second object. Therefore, if an edge exists from object
a to objectb, then to achieve minimum delays between the retrieval of objects,
a has to appear beforeb. The linearity property is defined as: if an edge exists
between two objectso1 ando2 and in the directiono1 → o2, theno1 should be
placed prior too2.

• Minimum linear distance between related objects: Reducing the distance among
interrelated objects along the broadcast reduces the response time and power
consumption.

• More availability for popular objects: Considering the sequential access pattern
of the broadcast channel, providing more availability for popular objects can be
achieved by simply replicating such objects.
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FIG. 5. Various clustering of a sample graph.

Figure 6depicts a directed graph and multiple linear sequences that satisfy the
linear ordering property. The individual middle columns represent the cost of delays
between every two objects connected via an edge. For the sake of simplicity and
without loss of generality, anobjectunit is used as a unit of measurement. Further-
more, it is assumed that all objects are of equal size. The cost associated with an
edge between a pair of objects is calculated by counting the number of objects that
separate these two objects in the linear sequence. For example, in theabfgchdeij
sequence objectsa andd are separated by the sequencebfgchand thus have a cost
of 6. The right-most column represents the total cost associated with each individ-
ual linear sequence. An optimal sequence is the linear sequence with the minimum
total sum. In a query where multiple related objects are retrieved, a minimum aver-
age linear distance translates into smaller average response time. In this example, the
optimum linear sequence achieves a total sum of 26.
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FIG. 6. A graph, its linear sequences, and associated retrieval costs.

One method in obtaining an optimal linear sequence is to enumerate and calculate
all possible linear sequences with their associated costs and then choose the sequence
with the minimum cost. Naturally, such a solution, though simple, is computationally
impractical. Hence, in practice heuristic rules are used to generate a linear sequence
with a reasonable cost.

The average response time is a function of the broadcast length—reducing the
broadcast length could also reduce the response time. The broadcast length can be
reduced if objects are broadcast along parallel air channels. To follow our cluster-
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ing policy the objects from a weighted DAG are assigned to multiple channels in
such a fashion that (i) dependency implied by the edges are preserved, (ii) the overall
broadcast time (load balancing), and (iii) clustering related objects close to one an-
other. This problem can be mapped to the static task scheduling in a multiprocessor
environment[31].

3.4 Parallel Broadcast Channel Organization
A static scheduling protocol within a multiprocessor environment attempts to find

the minimum time in whichn dependent tasks can be completed onm PEs. An
optimal solution to such a problem is proven to beNPhard. However, heuristic rules
can be employed to find sub-optimal solutions. Similar techniques can be developed
to assign interrelated objects closely over parallel channels.

As one could conclude, distribution of objects over the broadcast parallel air chan-
nels reduces the broadcast length and hence could reduce the average access time.
In addition, shorter access time could translate into lower power consumption. How-
ever, application of parallel channels brings the issue of access conflicts between
requested objects that are distributed among different channels. Access conflicts re-
quire multiple passes over the broadcast channels and this has adverse impact on the
response time and power consumption.

3.5 Access Conflict
Definition 1. A K-object request is an application request intended to retrieveK

objects from a broadcast.

Without loss of generality, we assume that each channel has the same number
of pages (frames) of equal length and each object resides on only a single page.
Consequently, a parallel broadcast can be viewed as a two-dimensional arrayN ×M,
whereN is the number of pages per broadcast, andM is the number of channels. In
this grid,K objects (0� K � MN ) are randomly distributed throughout theMN

positions of the grid. The mobile unit can only tune into one channel at a time and
can switch channels with time and power penalties. Based on the common page size
and the network speed, the time required to switch from one channel to another
is equivalent to the time it takes for one page to pass in the broadcast. Thus, it is
impossible for the mobile unit to retrieve both theith page on channelA and(i+1)th
page on channelB (whereA �= B).

Definition 2. Two objects are defined to be in conflict if it is impossible to retrieve
both objects on the same broadcast.
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FIG. 7. A parallel broadcast of 4 channels with eight requested objects.

The access latency is directly dependent on the number passes over the broadcast
channels. One method of calculating the number of required passes over the broad-
cast channels is to analyze the conflicts between objects. For any particular object,
all objects in the same or succeeding page (column) and on a different row (channel)
will be in conflict. Thus, for any specific page (object) in the grid, there are(2M −2)

conflicting pages (objects) in the broadcast except the last column (Fig. 7 depicts a
request for eight objects from 4 parallel broadcast channels).

3.6 Access Patterns

The conflicts affect both the response time and power consumption. To reduce the
impact of conflicts, retrieval procedures should be enhanced by a scheduling protocol
that allows orderly retrieval of the requested objects during each broadcast cycle. One
could define a set of heuristics as follows to achieve this goal:

• Eliminate the number of conflicts.

• Retrieve the maximum number of objects.

• Minimize the number of channel switches.

As can be noted, the aforementioned set of heuristics sacrifices the number of
channel switches, hence power consumption, for reduced access latency. However,
there is always a trade off between the access time and power consumption. There-
fore, it would be interesting to investigate the effect of the reordered heuristic rules
on the power consumption and access latency.
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3.6.1 Generation of Access Patterns—A Bottom Up Retrieval
Approach

The scheduling algorithm generates anaccess forest—a collection of trees (access
trees), where eachaccess treerepresents all possible access patterns during a broad-
cast cycle[48,49]. An access treeis composed of two elements: nodes and arcs.

• Node: A node represents a requested object. Nodes are labeled to indicate their
conflict status: mnemonically, “C1” represents if the object is in conflict with
another object(s) in the broadcast; and “C0” indicates the lack of conflict. Each
access tree in the access forest has a different node as a root—the root is the
first accessible requested object on a broadcast cycle. This simply implies that
an access forest can have at mostn trees wheren is the number of broadcast
channels.

• Arcs: The arcs of the trees are weighted arcs. A weight denotes whether or
not channel switching is required in order to retrieve the next scheduled object
in the access pattern. A branch in a tree represents a possible access pattern
of objects during a broadcast cycle with no conflicts. Starting from the root,
the total number of branches in the tree represents all possible access patterns
during a broadcast cycle.

Using the access forest, all possible non-conflicting weighted access patterns are
generated and ranked based on their weights. A suitable access pattern for each
broadcast cycle is the one that retrieves the maximum number of object with mini-
mum number of channel switches.Figure 7is used as a sample example to detail the
generation of the access patterns for each broadcast cycle:

(1) Search: Based on the user’s query, this step determines the offset and the chan-
nel number of the requested objects on the broadcast channels.

(2) Generation of the access forest: For each broadcast channel, search for the
requested object with the smallest offset (these objects represent the roots of
access tree). For the example, the objects with the smallest offsets are O1, O3,
O6 and O8.

(3) Root assignment: For each channel with at least one object requested, generate
a tree with root node as determined in step 2. The roots are temporarily tagged
as “C0.”

(4) Child assignment: For each root, and relative to its position on the air channel,
determine the closest non-conflicting objects on each channel. With respect
to an objectOi,x at locationX on air channeli (1 � i � n) the clos-
est non-conflicting object is either the objectOi,x+1 or the objectOj,x+2,
j �= i. If the child is in the same broadcast channel as the root, the arc is
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FIG. 8. Children of each root.

weighted as “0;” otherwise, it is weighted as “1.” Each added node is tem-
porarily tagged as “C0.” Figure 8shows a snap shot of the example after this
step.

(5) Root label update: Once the whole set of requested objects is analyzed
and the access forest is generated, the conflict labels of the nodes of each
tree are updated. This process starts with the root of each tree. If a root
is in conflict with any other root(s), a label of “C1” is assigned to all the
roots involved in the conflict. Otherwise the preset value of “C0” is main-
tained.

(6) Node label update: Step 5 will be applied to the nodes in the same level of
each access tree in the access forest. As in step 5, a value of “C1” is assigned
to the nodes in conflict.

(7) Sequence selection: The generation of the access forest then allows the se-
lection of the suitable access patterns in an attempt to reduce the network
latency and power consumption. A suitable access pattern is equivalent to the
selection of a tree branch that

• Has the most conflicts with other branches;

• Allows more objects to be pulled off the air channels; and

• Requires the least number of channel switches.
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FIG. 9. Generation of the access pattern for the first broadcast cycle.

The O3, O4 and O5 sequence represents a suitable access pattern for our running
example during the first broadcast cycle (Fig. 9). Step 7 will be repeated to generate
access patterns for different broadcast cycles. The algorithm terminates when all
the requested objects are covered in different access patterns. The object sequence
O1, O2 and O7 and object sequence O6 and O8 represent the last two patterns for
retrieving all of the objects requested in the example (Fig. 10).

FIG. 10. Generation of the access patterns for our running example.
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3.6.2 Generation of Access Patterns—A Top Down Retrieval
Approach

The retrieval method discussed in the previous section produces access patterns
with excessive channel switches. This in turn increases the energy consumption at
the mobile unit. In addition, to determine “the best” access pattern, it generates a
complete weighted access forest prior to the path selection step and then in a bottom
up fashion it ranks all the potential access patterns along the access forest. This
increases the execution time and space requirements. To overcome these limitations,
the priority list of heuristics was revised as follows:

• Eliminate the number of conflicts;

• Minimize the number of channel switches;

• Retrieve the maximum number of objects;

and “Least-Cost Path” method was employed to generate the access patterns[53].
Similar to our discussion in Section3.6.1, the temporal and spatial information

provided by the index is used to plot an access pattern for the requested objects.
The index is used to generate a weighted tree consisting of nodes as data objects
and arcs. However, to improve the efficiency and effectiveness of the access pattern
generation process, a top-down “best-first search” method is employed—heuristic
information is used to assess the cost of every search avenue and the search contin-
ues down the path with the lowest cost. By nature of the search algorithm, nodes on
the same level in a tree that possess a higher cost will produce non-ideal patterns.
Thus, higher cost nodes are eliminated, and only those nodes that provide a poten-
tial least-cost path are expanded and searched further. For large user requests, the
least-cost path approach provides a means for reducing the number of branches to
be searched, thus having potential to reduce the overall searching time for an ideal
access pattern. Our previous running example (Fig. 7) will be used to clarify the
process.

(1) Probe the index: The index containing the user’s requests is retrieved, and is
used to determine the channel number and offset of each requested item.

(2) Generate access forest: For each channel, find the first object to be broadcast.
The root nodes in the running example are O1, O3, O6, and O8.

(3) Root node assignment: For each root node from step 2, temporarily assign a
tag of “C0” and create an access tree with the root.

(4) Children assignment: For each node, find the closest non-conflicting objects
that may be accessed later on in the broadcast by the node. Label the arc for
each child respectively—“1” if the child is on a different channel, “0” if the
child is on the same channel. All child nodes are temporarily assigned a tag of
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“C0.” Figure 8shows the state of the access trees after generating the children
of the roots.

It is at this point in the algorithm where the new method differs from the one
presented in Section3.6.1.

(5) Node label update: After the generation of the children, they are examined
and assessed for conflicts. If the parents of the children are the root nodes the
root nodes are also examined for conflicts. A node that is in conflict with at
least one other node is labeled as “C1,” and a node that is not in conflict with
any node is labeled as “C0.”

A special case occurs if there is only one requested object on a channel.
The tree of this root node is assigned a channel switch cost of “1” to signify
that an extra broadcast pass is required to retrieve that object if its access tree
is used. If a cost of “1” was not assigned, an attempt might be made to only
use that tree because that path has a switching cost of “0.” Therefore, it is
desirable to attempt to retrieve this item using a channel switch during the
retrieval of some other objects first. In the running example, O8 is an example
of this special case.

(6) Cost evaluation: At this stage of the retrieval method, the children are exam-
ined to determine the least-cost path of the tree. Using the weights assigned to
the arcs of each child, the switching cost of each node is calculated. The node
with the lowest switching cost (arc with label “0”) will be expanded in step 7.
If more than one node has the lowest switching cost, then all paths are to be
expanded.

(7) Expansion: Using the node with the lowest switching cost found in step 6,
the children of that node are determined to expand the least-cost path. The
children are added as defined in step 4. Step 5 is repeated to further define the
least-cost path.

(8) Repeat: Step 7 is repeated until all least-cost paths can no longer be expanded.
The fully expanded least-cost paths for the running example are depicted in
Fig. 11.

(9) Compare: If more than one least-cost path is determined for each tree, the
heuristics are used to determine the most ideal path to follow. The least-cost
path to use will be the access pattern that:

• Eliminates the most conflicts (has highest number of “C1” nodes);

• Uses the least channel switches (the path whose arcs are weighted with
the most “0”s;

• Retrieves the most objects (the highest node count).
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FIG. 11. Final access forest using Least-Cost Path method and generation of the access pattern for the
first broadcast cycle.

After the access pattern for the first broadcast pass is determined, steps 2–9 are
repeated to generate a new updated forest until every object in the user’s request is
scheduled for retrieval. Once all objects are covered by access patterns, the algo-
rithm is complete, and the objects may be retrieved from the broadcast using the
determined order.Figure 12shows the complete access patterns of our running ex-
ample.

4. Object Organization on Single Broadcast Channel

In this section we investigate two heuristic-based data allocation strategies. The
first strategy assumes a strict linearity requirement and deals with non-weighted
DAGs. The second approach relaxes such strictness in favor of clustering strongly
related objects closer to one another and consequently deals with weighted DAGs.
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FIG. 12. Access patterns for our running example using the Least-Cost Path method.

4.1 ApproximateLinearOrder Algorithm

Definition 3. In a DAG representation of a complex object, an independent node is
a node that has either one or no parent. InFig. 6, nodee is an independent node
whereas nodeh is not. A graph containing only independent nodes makes up a for-
est.

Heuristic rules:

• Order the children of a node based on their number of descendants in ascend-
ing order—the child with the least number of descendants is placed first in the
sequence.

• Once a node is selected, all of its descendants should be visited and placed
on the sequence in a depth first manner, without any interruption from breadth
siblings.

• If a node has a non-independent child, with all of its parents already visited,
the non-independent child should be inserted in the linear sequence before any
independent child.

The ApproximateLinearOrder is a greedy algorithm based on the aforementioned
heuristic rules. It starts by selecting a node with an in-degree of zero and out-degree
of at least one[16].

ApproximateLinearOrder Algorithm

1) traverse DAG using DFS traversal and as each node is traversed
2) append the traversed nodeN to the sequence
3) removeN from {nodes to be traversed}
4) if {non-independent children ofN having all their parents in the sequence}�= ∅



32 A.R. HURSON ET AL.

5) Set← {non-independent children ofN having all their parents in the
sequence}

6) else
7) if {independent children ofN} �= ∅

8) Set← {independent children ofN}

9) NextNode← node∈ Set| node has least # of descendants among the nodes
in Set

The depth-first search (DFS) in line 1 satisfies the second heuristic. The first
if statement (line 4) guarantees the third heuristic, and finally, the node selection
process in line 9 satisfies the first heuristic.

Applying this algorithm to the graph ofFig. 6, we can generate either the fifth
or eleventh sequence. This is dependent on whetherc or d was chosen first as the
child with the least number of independent-children. It should be noted that neither
of these sequences is the optimal sequence. However, they are reasonably better than
other sequences and are obtained in polynomial time. Nodes with in-degree and out-
degree of zero are considered harmful and thus are not handled by the algorithm.
Having them in the middle of the sequence introduces delays between objects along
the sequence. Therefore, they are excluded from the set of nodes to be traversed and
handled by being appended to the end of the sequence. In addition, when multiple
DAGs are to be mapped along the air channel, the mapping should be done with no
interleaving between the nodes of the DAGs.

4.2 PartiallyLinearOrder Algorithm
In a DAG representation of a complex objects, nodes are connected through se-

mantic links with different degrees of connectivity—the frequency of access pat-
tern [23]. This observation is the basis of the PartiallyLinearOrder algorithm that
clusters strongly connected objects closer to each other. This algorithm assumes a
weighted DAG as its input and produces a linear sequence. It combines the nodes
(single_node) of the graph into multi_nodes in a descending order of their connec-
tivity (semantic links). The insertion of single_nodes within a multi_node respects
the linear order at the granularity level of the single_nodes. The multi_nodes are
merged (with multi_nodes or single_nodes) at the multi_node granularity, without
interfering with internal ordering sequences of a multi_node[14].

PartiallyLinearOrder Algorithm

1) for every weightws in descending order
2) for every two nodesN1 & N2 connected byws

3) mergeNi & Nj into one multi_node
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4) for every multi_nodeMN
5) wm = ws − 1
6) for every weightwm in descending order
7) while ∃ adjacent_nodeAN connected toMN
8) if ∃ an edge in both directions betweenMN & AN
9) computeWeightedLinearDistanceMN_AN &

WeightedLinearDistanceAN_MN
10) mergeMN & AN into one multi_node, based on the appropriate

direction

In the algorithm, thefor loop in line 2 merges single_nodes together to generate
multi_nodes. Thefor loop starting at line 4 merges the multi_nodes with adjacent
multi_nodes or single_nodes (note thatAN could be either a multi_node or a sin-
gle_node). To guarantee a minimum distance among related objects, the ordering of
a merge between a multi_node and an adjacent node is based on the shorter weighted
linear distances between the two of them in both directions.Figure 13depicts an ex-
ample of the running process of this algorithm.

(a) (b)

bfgacheijd
(c)

FIG. 13. Application of PartiallyLinearOrder algorithm. (a) Original graph; (b) First and second iter-
ations; (c) Third iteration.
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4.3 Performance Evaluation

4.3.1 Parameters

A simulator was developed to study the behavior of the aforementioned mapping
algorithms, based on a set of rich statistical parameters. The OO7 benchmark was
chosen to generate the access pattern graphs because of its rich schema graph for
a general object-oriented database application. The NASDAQ exchange[50] was
used as the base model, where data is in both textual and multimedia (graphics—
i.e., graphs and tables).Table II shows a brief description of the input and output
parameters. The simulator is designed to measure the average access delay for the
various input parameters.Table III provides a listing of the input parameters, along
with their default values and possible ranges. The default values are set as the value of
the parameter when other parameters are varied during the course of the simulation.
The ranges are used when the parameter itself is varied.

4.3.2 Results

4.3.2.1 Impact of Number of Objects. Number of the objects on the
broadcast has effect on the broadcast length and consequently, affects the access
time—more nodes on the broadcast introduce additional distance between the ran-
domly requested objects.Figure 14shows the effect of varying the number of
requested objects on the average access delay. As expected in all three cases, the
average access delay increased as the total number of objects increased. Approxi-
mateLinearOrder and PartiallyLinearOrder schemes performed better than the con-
ventional children-depth first by taking linearity issue into consideration. Since the

TABLE II
DESCRIPTION OFPARAMETERS

Parameter Description

Input parameters
Number of nodes Number of objects within the graph (excluding replication)
Object size Sizes of objects (small/medium/large)
Object-size distribution Distribution of the sizes of objects within the database
Next-node ratio Connectivity to next node (random or connection)
Out-degree distribution Distribution of the type of nodes based on their out-degrees
Level distribution Semantic connectivity of two objects (weak/normal/strong)
Percentage of popular objects Percentage of objects requested more often than others
Replication frequency The number of times a popular object is to be replicated

Output parameter
Average access delay In a single query, the average delay between accessing two objects



BROADCASTING A MEANS TO DISSEMINATE PUBLIC DATA 35

TABLE III
INPUT PARAMETER VALUES

Parameter Default value Ranges

Number of nodes 5000 400–8000
Object size (in bytes)

• Small 2� o < 20 2–20
• Medium 20� o < 7K 20–7K
• Large 7K� o < 50K 7–50K

Object-size distribution [S: M : L] 1 : 1 : 1 0–6 : 0–6 : 0–6
Next-node ratio [C: R] 8 : 2 0–10 : 10–0
Out-degree distribution [0: 1 : 2 : 3] 3 : 3 : 2 : 1 1–6 : 1–6 : 1–6 : 1–6
Level distribution [W: N : S] 1 : 1 : 1 1–4 : 1–4 : 1–4
Percentage of popular objects 20% 10–50%
Replication frequency 2 1–10

FIG. 14. Average access delay vs. number of requested objects.

goal of both algorithms is to cluster semantically related objects close to one another,
adding extra objects has only a minimal effect on the distance separating semanti-
cally related objects. The ApproximateLinearOrder algorithm outperformed the Par-
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FIG. 15. Average access delay vs. objects size distribution.

tiallyLinearOrder algorithm since, the latter attempts to cluster strongly connected
objects closer to one another than loosely connected ones and, hence, compromises
the linearity property for the loosely connected objects.

4.3.2.2 Size Distribution. Figure 15shows the effects of varying the dis-
tribution of the object size among small, medium, and large. As expected, the small-
est average access delay took place when the air channel contained smaller objects
(point [6 : 0 : 0]). However, as the population of objects shifted towards the larger
objects, the average access delay increased (point [0: 0 : 6]).

4.3.2.3 Next Node Ratio. During the course of a query, objects are either
accessed along the semantic links or in a random fashion—a C: R ratio of 10 : 1
means that for all accesses between two objects, 10 are based on the semantic links
and 1 on a random basis.Figure 16depicts the effect of varying the ratio of the
next-node access type. At one extreme (C: R = 10 : 0), when all objects were
accessed along the semantic links, the average access delay was minimum. The delay,
however, increased for randomly accessed objects. Finally, where all the accesses are
on a random basis, clustering (and linearity) does not improve the performance, and
all mapping algorithms perform equally.

4.3.2.4 Out Degree Distribution. This parameter indicates the number
of children of a node within the graph—an out-degree of 0 indicates a sink node.
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FIG. 16. Access delay vs. next-node ratio.

The simulation results showed that in general, the average access delay is reduced as
more connectivity is injected in the access graph.

In separate simulation runs, the simulator also measured the effect of varying the
percentage of popular objects and the replication frequency. As one can note, these
two parameters have the same effect on the total number of objects on the air channel,
though from the access pattern perspective, the semantic of the accesses are different.
In both cases, the average access delay increased as either parameter increased. The
average access delay for different degrees of connectivity among objects was also
observed and measured. The average access delay for objects connected through
strong connections was about 4.3 seconds, whereas it was 7.3 and 7.6 seconds for
normal and weakly connected objects, respectively. As would be expected, these
results show that the improvement is considerable for the objects connected by a
strong connection but for a normal connection the performance was close to that
of the weak-connection case since the algorithm performs its best optimization for
strongly connected objects.

4.4 Section Conclusion

In this section two heuristically-based mapping algorithms were discussed, sim-
ulated, and analyzed. Performing the mapping in polynomial time was one of the
major issues of concern while satisfying linearity, locality, and replication of popular
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objects. The ApproximateLinearOrder algorithm is a greedy-based approximation
algorithm that guarantees the linearity property and provides a solution in polyno-
mial time. The PartiallyLinearOrder algorithm guarantees the linearity property for
the strongest related objects and relaxes the linearity requirement for objects con-
nected through looser links. Finally, it was shown that the proposed algorithms offer
higher performance than the traditional children-depth first algorithm.

5. Parallel Channels Object Organization

Section4 addressed the methods by which objects should be placed on a sin-
gle air channel. However, as noted before, reducing the broadcast length is one
way to provide timely access to information, i.e., broadcasting objects along par-
allel air channels. Realizing the similarity between this goal and scheduling tasks in
a multiprocessor environment, two heuristic-based static scheduling algorithms are
discussed and analyzed in this section[31].

5.1 Largest Object First (LOF)
This algorithm relies on a simple and localized heuristic by giving priority to

larger objects. Consider a 2-channel allocation and three objectsA, B, andC. Fur-
ther assume the following relationships among the sizes of the objectsA > B > C

(Fig. 17). Figure 17(a) shows a random allocation, whereas,Fig. 17(b) shows the al-
location based on the aforementioned heuristic. As can be seen, this heuristic has the
advantage of achieving better load balancing. The algorithm follows the following
procedure: Recursively, the largest node with in degree of zero is chosen (initially
the root) and assigned to the least loaded channel. The assigned node along with all
of its out-edges are eliminated from the object DAG.

5.2 Clustering Critical-Path (CCP)
A critical path is defined as the longest sequence of dependent objects that are

accessed serially. Traditionally, a critical path is defined based on the weights as-

FIG. 17. Load balancing using Largest-Object First heuristic.
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signed to each node. A simple approach would set the weight proportional to the
size of an object and the size of its largest descendant node. However, such a scheme
fails to consider parameters such as the total size and number of children and the
degree of connectivity among related nodes. Therefore, a critical-path algorithm that
uses a more sophisticated set of heuristics in determining the weight of the node is
represented here.

Definition 4. A critical node is a node that has a child with an in-degree greater
than 1.

5.2.1 Load Balancing

5.2.1.1 Critical Node Effect. Allocate a critical node with the high-
est number of children with in-degree> 1 first. Consider the subDAG shown in
Fig. 18—A, B, andC are all critical nodes. However,A has priority overB and
C (it has precedence over two nodes whereasB andC have precedence over one
node each). Assume that there are two parallel channels. As can be seen from the
figure, regardless of the sizes ofA,B, andC, allocatingA first results in a better
load balancing.

5.2.1.2 Number of Children with In-Degree 1. Allocate nodes with
the highest number of children with in-degree 1 first. This could free up more nodes
to be allocated in parallel. Consider the allocation shown inFig. 19, and the alloca-

FIG. 18. Critical-node effect.
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FIG. 19. Multiple children with in-degree 1.

tion of the two childrenC andD. Assume that at the starting point only one channel
is available. As can be seen allocatingC first produces better load balancing.

5.2.2 Related Objects Clustering

The weight of a node should be made a function of the weights of the incoming
and outgoing edges. Based on the aforementioned discussion, the weight of each
node is calculated based on the: (i) size of the node, (ii) the maximum weight of its
children, (iii) the number of children with in-degree 1 and in-degree> 1, and (iv) the
degree of connectivity among objects[31].

The critical-path clustering algorithm (CCP) takes a DAG as its input and calls the
AssignWeights Algorithm.

CCP(DAG) Algorithm

1) AssignWeights(DAG)
2) repeatuntil all the nodes have been processed
3) Select the free nodeN with the largest weight
4) if all parents ofN are fully allocated on the channels
5) place it on the currently least-loaded channel
6) else
7) fill up the least-loaded channel(s) with nulls up to the end of the last

allocated parent ofN then placeN on it.

Therepeat loop starting on line 2 implements the critical path heuristics by select-
ing the free node with the largest weight and placing it on the least-loaded channel,
after all its parents have been fully allocated. The running time of the CCP algorithm
is equal to the running time of AssignWeights plus the running time of therepeat
loop. The loop has to be repeatedn times and line 4 can be done in O(n). Therefore,
the overall running time of the CCP algorithm is O(n2).
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5.3 Performance Evaluation

To evaluate the performance of the proposed algorithms, the scope of the simu-
lator discussed in Section4 was extended to measure the average response time per
object retrieval. To measure the effectiveness of the algorithms across a more unbi-
ased testbed, the degree of connectivity among the objects in the DAG was randomly
varied, and 100 different DAGs were generated. In every DAG, the out-degrees of
the nodes were determined within the range between 0 and 3. The weight of each
node was categorized as strong, normal, and weak.

5.3.1 Number of Air Channels

Figure 20shows the effect of varying the number of air channels on the average
response time per object. As anticipated, increasing the number of channels resulted
in a better response time for both the LOF and CCP. However, this improvement
flattened as the number of channels increased above a certain threshold, because
additional parallelism provided by the additional number of channels did not match
the number of free nodes available to be allocated, simultaneously. In addition, the
CCP method outperformed the LOF method—the CCP heuristics attempt to smooth
the distribution of the objects among the air channels while clustering the related
objects.

FIG. 20. Average response time vs. number of channels.
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5.3.2 Out-Degree Distribution

Figure 21depicts the effect of modifying the distribution of the out-degrees of the
nodes on the average response time per object. The distribution of the out-degrees
is shown in terms of a distribution vector composed of four entries. Each entry cor-
responds to the relative number of nodes with a certain out-degree. For example, a
vector [1 : 3 : 1 : 1] represents the fact that within a DAG, 15% of nodes have no
out-degrees, 45% have out-degrees of 1, 15% have out-degree of 2, and 15% have
out-degree of 3. In general, the CCP method outperformed the LOF method. As can
be seen, when the out-degree distribution is biased to include nodes with larger out-
degrees (i.e., making the DAG denser), the LOF performance degrades at a much
faster rate than the CCP method. This is due to the fact that such bias introduces
more critical nodes and a larger number of children per node. The CCP method is
implicitly capable of handling such cases.

5.4 Section Conclusion

In the pursuit of “timely access” to public information, this section concentrated
on the proper mapping of database objects on multiple parallel air channels. The
goal was to find the most appropriate allocation scheme that would (i) preserve the
connectivity among the objects, (ii) provide the minimum overall broadcast time

FIG. 21. Average response time vs. out-degree distribution.
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(load balancing), and (iii) cluster related objects close to one another (improving the
response time). Applying the largest object first heuristic showed an improvement
in load balancing. However, it was proved short in solving the third aforemen-
tioned requirement. The CCP algorithm was presented in order to compensate this
shortcoming. Relying on the critical path paradigm, the algorithm assumed several
heuristics and showed better performance.

As noted before, introducing methods that can reduce the overall response
time at the MH was the main objective of this chapter. Naturally, such reduc-
tion could also minimize the amount of power consumption at the MH. In spite
of such minimization, the MH has to scan the air channel(s) to locate its desired
data. In an effort to reduce such scanning time, providing an index for the ob-
jects on the broadcast channel(s) could be proved to be beneficial in minimizing
power consumption. In addition, application of parallel air channels could result
in conflicts and consequently, would effect both response time and power con-
sumption. These two issues are the subjects of discussion in the next two sec-
tions.

6. Energy Efficient Indexing

Due to the power limitation of the mobile host, in retrieving objects from the air
channel, one has to minimize the amount of power consumption. In general, in the
presence of an indexing mechanism one could use the following protocol to retrieve
data objects from the air channel(s):

(1) Initial probe: The client tunes into the broadcast channel to determine when
the next index tree is broadcast.

(2) Search: The client accesses the index and determines the offset for the re-
quested objects.

(3) Retrieve: The client tunes into the channel and downloads all the required data
objects.

In the initial probe, the mobile unit must be in active operational mode. As soon
as the mobile unit retrieves the offset of the next index, its operational mode could
change to doze mode. To perform theSearchstep, the mobile unit must be in active
mode, and when the unit gets the offset of the required data items, it could switch
to doze mode. Finally, when the requested data items are being broadcast (Retrieve
step), the mobile unit changes its operational mode to active mode and tunes into the
channel to download the requested data. When the data is retrieved, the unit changes
to doze mode again.
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Object-oriented indexing is normally implemented via a multi-level tree. We can
classify the possible implementation techniques into two general schemes: single-
class indexing and hierarchical indexing[15]. In the single-class scheme, multiple
multi-level trees are constructed, each representing one class. In this case, the leaf
nodes of each tree point to objects belonging only to the class indexed by that tree.
A query requesting all objects with a certainid has to navigate all these trees. On
the other hand, the hierarchical-based scheme constructs one multi-level tree repre-
senting an index for all classes. The same query has to only navigate the common
tree.

6.1 Indexing on Single Broadcast Channel

Similar to a disk medium, an “air-channel page” can be assumed as the storage
granule on the air channel. Due to the sequential nature of the air channel, the allo-
cation of the nodes of a multi-level tree has to follow the navigational path used to
traverse the tree, starting at the root. Therefore, an ordering scheme should be used
to sequentially map the nodes on the air channel. Similarly, data objects are allocated
onto air channel pages following their index. Note that in either case, it is possible
to interleave and distribute the index pages and associated data pages in a variety of
methods (e.g., 1–m- or distributedindexing as suggested in[38] for a file indexed by
a B-tree).

6.1.1 Hierarchical Method

In this scheme, whether the domain of the query covers one class or all classes
along the hierarchy, the same index structure has to be traversed. Any request has
to probe the channel first, read one page, and get an offset to the first page of the
index. The modules of the mobile unit can then go into doze mode. Once the in-
dex is reached, the modules are brought back into active mode. A number of index
pages are read and offsets to the required objects are obtained. The offsets are fol-
lowed and the required objects are retrieved. In the interim between the retrieval
of objects, the modules are brought into doze mode. The protocol is shown be-
low.

Hierarchical Protocol
1) Probe onto channel and get offset to the next indexactive
2) Reach the index doze
3) Retrieve the required index pages active
4) Reach the required data pages doze
5) Retrieve required data pages active
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6.1.2 Single-Class Method
In this scheme, we assume that the first page of every index contains informa-

tion indicating the location of each index class. This structure can be implemented
by including a vector of pairs [class_id, offset]. Assuming that the size of theoffset
and theclass_idis size 4 bytes each, the size of this structure would be 8c, where
c is the number of class indexes on the broadcast. The protocol below consists of
accessing the first page of an index to get the offset to all the required indexes. The
indices and their corresponding data pages are accessed sequentially, as in the previ-
ous scheme.

Single-Class Protocol
1) Probe onto channel and get offset to the next indexactive
2) Reach the index doze
3) Retrieve offsets to the indexes of required classes active
4) for every required class
5) Reach the index doze
6) Retrieve the required index pages active
7) Reach the required data doze
8) Retrieve required data pages active

6.1.3 Performance Evaluation
The simulator reported in Section5 was extended to study both the response time

and energy consumption for the aforementioned allocation schemes. The overall
structure of the schema graph determines the navigational paths among the classes
within the graph. The relationships of the navigational paths within the graph influ-
ence the number and structure of indexes to be used. Realizing this fact, we take a
closer look at the effects of the inheritance and aggregation relationships.

• Inheritance relationship: Within an inheritance hierarchy, classes at the lower
level of the hierarchy inherit attributes of the classes at the upper level. There-
fore, objects belonging to the lower-level classes tend to be larger than those
within the upper levels. The distribution of the number of objects is application
dependent. In our analysis, without loss of generality, we assumed the objects
to be equally distributed among the classes of the hierarchy.

• Aggregation relationship: In an aggregation hierarchy, objects belonging to
lower classes are considered “part of” objects and those at the higher ends are
the “collection” of such parts. In other words, objects at the upper classes are
composed of objects of the lower ends. Therefore, objects belonging to higher
classes are generally larger than those belonging to the lower ones. In addi-
tion, the cardinality (number of objects per class) of a class at the upper end is
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smaller than a class at the lower end. This is because, generally, one complex
(collection) object utilizes multiple “part” objects (that could be from the same
or different classes).

As a result, the organization of classes within the schema graph has its influ-
ence on the distribution of both the number and size of objects among the classes
of the database. To reflect this notion statistically, every hierarchy was divided into
four quarters (starting with the lowest quarter) and assigned a varying percentage
of the number of objects of various sizes to the classes of that quarter. Therefore,
a percentage distribution takes the form of a vector with 4 entries ([low quarter,
mid_low quarter, mid_high quarter, high quarter]). The simulator assumed an av-
erage of eight classes for each hierarchy and categorized the sizes of objects as
small, medium, large and very large—a percentage distribution of object sizes of
[VL , L, M, S] means that the lowest quarter of classes along the hierarchy contains
very large objects, whereas the highest quarter contains small objects. Similarly a
percentage distribution of the cardinality of classes that equals[34,25,18,9]means
that 40% of the objects within the database are found within the lowest quarter
classes, 30% in the higher hierarchy and so on. A small object is a textual-based
security price of size 16 bytes. A very large (non-complex) object can be a(2 × 3)-
inch graph that contains 16 colors. Such an object would require 6K bytes. Finally,
the size of the index structure is dependent on the number of distinct keys for the
objects within a class. It was assumed that 60% of the objects have distinct keys and
that the value of any attribute is uniformly distributed among the objects contain-
ing such attribute.Table IV shows a list of all the input parameters assumed for this
case.

For these simulation runs, the information along the broadcast channel is orga-
nized in four different fashions: the hierarchical and single-class methods for the
inheritance and aggregation relationships. Note that it is the number of objects (not
data pages) that controls the number of index blocks. For example, the number of
data pages of the inheritance case is about 2.5 times more than that of the aggrega-
tion case. However, the number of the index blocks is equivalent since the number of
the objects in both cases is the same. Within each indexing scheme, for each query,
the simulator simulates the process of probing the air channel, getting the required
index pages, and retrieving the required data pages. In each query, on average, two
objects from each class are retrieved. The simulation measures the response time and
amount of energy consumed.

6.1.3.1 Response Time. Placing an index along the air channel con-
tributes to extra storage overhead and thus longer response time. Therefore, the best
response time is achieved when no index is placed on the broadcast, and the entire
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TABLE IV
INPUT PARAMETERS

Parameter Value (default/range)

Number of objects on broadcast 5,120
Average number of classes along hierarchy 8
Percentage distribution of number of object in inheritance hierarchy 25, 25, 25, 25%
Percentage distribution of number of objects in aggregation hierarchy 40, 30, 20, 10%
Distribution of object size [S, M, L, VL] 16, 512, 3K, 6K bytes
Distribution of the object sizes in inheritance hierarchy VL, L, M, S
Distribution of the object sizes in aggregation hierarchy S, M, L, VL
Percentage of classes to be retrieved (default/range) 70% / [10–100%]
Average number of objects to retrieve per class 2
Fan-out in index tree 5
Average number of objects with distinct key attribute per class 60% of objects per class
Size of air-channel page 512 bytes
Broadcast data rate 1 M bits/sec
Power consumption active mode 130 mW
Power consumption doze mode 6.6 mW
Power consumption (switching channels) 13 mW

broadcast is searched.Table Vshows the degradation factor of the average response
time due to the inclusion of an index in the broadcast. The factor is proportional to
the ratio of the size of the index blocks to that of the entire broadcast. However, this
degradation comes at the expense of drastic improvement in the energy consumption.
As can be seen there is a great deal of benefit, ranging from a factor of 17.5 to 19, in
including an index.

The simulator generated the response time for different broadcast organizations
(Fig. 22). From the figure, one could conclude that for both the inheritance and
aggregation cases, the response time of the hierarchical organization remained al-
most constant. This is due to the fact that regardless of the number of classes and
the location of the initial probe all accesses have to be directed to the beginning
of the index (at the beginning of the broadcast). The slight increase is attributed

TABLE V
RESPONSETIME DEGRADATION AND ENERGY IMPROVEMENT DUE TO INDEXING

Aggregation/
Hierarchical

Aggregation/
Single

Inheritance/
Hierarchical

Inheritance/
Single

Response time degradation 1.17 1.05 1.1 1.02
Energy improvement 17.5 18.9 18.4 19
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FIG. 22. Response time vs. number of retrieved classes.

to the increase in the total number of objects to be retrieved assuming that the ob-
jects to be retrieved are distributed uniformly along the broadcast. In addition, the
single-class method offers a better response time than the hierarchical case, and
the response time for the single-class method increases as the number of retrieved
classes increase. The first observation is because of the fact that in the single-class
method accesses do not have to be directed to the beginning of the broadcast. When
a probe takes place, the first class belonging to the set of classes to be retrieved can
be accessed directly. Other required classes are accessed in sequence. The second
observation is due to the fact that an increase in the number of classes to be retrieved
directly increases the number of index and data pages to be accessed. Finally, index-
ing based on the aggregation relationship offers lower response time than indexing
based on the inheritance relationship, since the distribution of the number of objects
in the inheritance relationship is more concentrated on the larger objects. Having
larger objects results in a longer broadcast, and hence, longer time to retrieve the
objects.

6.1.3.2 Energy Consumption. For each query, the amount of energy
consumed is the sum of the consumed energy while the unit is in both active and
doze modes. In the case where no index is provided, the mobile unit is in active
mode during the entire probe. However, in the case where an index is provided, the
active time is proportional to the number of index and data pages to be retrieved. As
expected, the active time of each case increases as the number of retrieved classes
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FIG. 23. Active time vs. number of the retrieved classes.

increases (Fig. 23). In general, the hierarchical method requires less active time than
the single-class method. The hierarchical method searches only one large index tree,
whereas the single-class method searches through multiple smaller index trees. The
number of pages retrieved per index tree is proportional to the height of the tree.
For a query spanning a single class, the single-class method produces a better ac-
tive time than the hierarchical method. As the number of classes to be retrieved
increases, the hierarchical tree is still traversed only once. However, more single-
class trees have to be traversed, and hence, resulting in an increase in the active
time.

In both the single-class and the hierarchical methods, the aggregation case requires
lower active time than the inheritance case. This is simply due to the fact that the
inheritance case has larger objects and thus, requires the retrieval of more pages.

6.2 Indexing on Parallel Air Channels

Retrieval of data from an air channel at the mobile host (MH) is somewhat limited
by the MH’s power supply. In an effort to reduce power consumption and response
time, this section investigates the application of indexing, the organization, and the
distribution of objects along the parallel air channels[9]:
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6.2.1 Retrieval Protocols

In case of parallel air channels, one has to account for switching between channels
when analyzing access time and power consumption. The switching time between
two different frequencies is assumed to be in the range of microseconds[51]. Dur-
ing the switching time, the pages that are being broadcast on different channels can
not be accessed by the mobile unit. In addition, the mobile unit, at each moment
of time can tune into one channel. Finally, we assumed that the power consump-
tion for switching between two channels is 10% of the power consumed in active
mode.

6.2.1.1 Hierarchical Method. The following protocol shows the se-
quence of operations.

Hierarchical Protocol
1) Probe onto channel and retrieve offset to the next index active
2) Do {Reach the next index doze
3) Retrieve the required index pages active
4) Do {Reach the next possible required data page doze
5) Retrieve the next possible required data page active
6) } while every possible required data page is

retrieved from the current broadcast
7) } while there are un-accessed objects because of overlapped

page range

6.2.1.2 Single-Class Indexing Scheme. Similar to the single air
channel environment, we assume that the first page of every index contains infor-
mation indicating the location of each index class. The protocol below shows the
sequence of steps:

Single-Class Protocol

1) Probe onto channel and retrieve offset to the next index active
2) do {Reach the next index doze
3) Retrieve offsets to the indexes of required classes active
4) Reach the next possible index doze
5) Retrieve the next possible required index page active
6) do {Reach the next possible index or data page doze
7) Retrieve the next possible index or data page active
8) } while not (all indexes and data of required classes are scanned)
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9) } while there are some data pages which are not retrieved because of
overlapped page range

6.2.2 Performance Evaluation

Once again, the scope of simulator reported in Section5 was extended to study
the response time and energy consumption of the single-class and hierarchical in-
dexing schemes in parallel air channels based on the input parameters presented
in Table IV.

6.2.2.1 Response Time. Figure 24shows the response time of broadcast
data in parallel air channel without and with indexing. From this figure, it can be
concluded that:

• In the case of no indexing, the response time was constant and independent of
the number of channels in that without any indexing mechanism in place, the
mobile unit has to scan every data page in sequence until all required data pages
are acquired. Nevertheless, for a single channel environment, the response time
without an indexing scheme is less than with any indexing scheme. Moreover,
when indexing schemes are in force, the response time lessens as the number of
channels increases.

• For inheritance and aggregation cases the response time decreases as the num-
ber of channels increases—as the number of channels increases, the length of
the broadcast decreases. The shorter the information in each channel, the lesser
the response time. However, the higher the number of channels, the higher the
probability of conflicts in accessing data residing on the different channels. As
a result, doubling the number of channels will not decrease the response time
by half.

• For inheritance and aggregation indexing schemes, the single-class method
offers a better response time than the hierarchical method. The single-class
method accesses do not have to be started at the beginning of the broadcast.
When a probe takes place, the first class belonging to the set of classes to be
retrieved can be accessed directly. Other required classes are accessed in se-
quence. For the hierarchical method, on the other hand, any access has to be
started from the beginning of the broadcast, which makes the response time of
the hierarchical method longer.

• Indexing based on the aggregation relationship offers a lower response time than
that of the inheritance relationship. Since the distribution of objects in the inher-
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FIG. 24. Response time vs. number of channels.

itance relationship is more concentrated on the larger objects. Having larger ob-
jects results in a longer broadcast, and hence, more time to retrieve the objects.

6.2.2.2 Energy. The active time is proportional to the number of index and
data pages to be retrieved. The active time for broadcast data without and with index
for all four indexing schemes is shown inFig. 25:
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FIG. 25. Active time vs. number of channels.

• For broadcast data without an index, the mobile unit has to be active all the
time in order to scan data in parallel air channels until all required data is ac-
cessed. This simply means that the active time is the same as the response time.
In addition, for all four indexing schemes, the active time remains almost con-
stant and independent of the number of air channels. This is because the active
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time is proportional to the number of index and data pages to be retrieved, and
this number is a function of the query and independent of the number of air
channels.

• In general, the hierarchical method requires less active time than the single-class
method. The hierarchical method searches only one large index tree, whereas
the single-class method searches through multiple smaller index trees and the
number of pages to be retrieved per index tree is proportional to the height of
the tree.

• In both the single-class and the hierarchical methods, the indexing based on an
aggregation relationship requires lower active time than the inheritance method.
This is simply due to the fact that the inheritance relationship resulted in larger
objects, thus requiring the retrieval of more pages.

The simulator also measured the total energy consumption. It was concluded that
the total energy consumption of broadcasting without any indexing schemes is much
higher than that of broadcasting supported by indexing, and the energy consump-
tion of the single class method is lower than that of the hierarchical method. This
is very similar to the results obtained for the response time. When indexing was
supported, energy consumption, on the average, decreased about 15 to 17 times
in the case of the aggregation relationship and the inheritance relationship, respec-
tively. In addition, broadcasting over parallel air channels also reduced the power
consumption in comparison to the power consumption of the single air channel. Fi-
nally, the mobile unit’s power consumption decreased as the number of channels
increased.

6.3 Section Conclusion

This section investigated an energy-efficient solution by the means of apply-
ing indexing schemes to object-oriented data broadcast over single and parallel air
channel(s). Two methods, namely the hierarchical and single-class methods were ex-
plored. Timing analysis and simulation were conducted to compare and contrast the
performance of different indexing schemes against each other. It was shown that in-
cluding an index moderately degrades the response time; however, such degradation
is greatly offset by the improvement in energy consumption. For a single air channel,
broadcasting with supported indexing schemes increased the response time when
compared with broadcasting without indexing support. However, the response time
is reduced by broadcasting data with an index along the parallel air channels. More-
over, the response time decreased as the number of air channels is increased. Relative
to non-indexed broadcasting, the mobile unit’s energy consumption decreased rather
sharply when indexing is supported. For a set of queries retrieving objects along the
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air channel(s), the single-class indexing method resulted in a faster response time
and lower energy consumption than the hierarchical method.

7. Conflict Resolution and Generation of Access
Patterns—Heuristic Solution

Broadcasting information over the parallel air channels reduces the access time
and power consumption at the expense of conflicts between accessing objects on
different channels. As a result of conflicts, the retrieval protocol requires several
passes over the air channels in order to pull the requested information. Conflicts will
directly influence the access latency and hence, the overall execution time.

7.1 Retrieving Objects from Parallel Broadcast Air Channels
in the Presence of Conflicts

The problem of scheduling the retrieval order of the requested objects can be
modeled as a Travel Salesman Problem (TSP). Making the transformation from a
broadcast to the TSP requires the creation of a complete weighted directed graphG

with K nodes, where each node represents a requested object. The weightw of each
edge(i, j) is either 0 or 1. A weight of 0 indicates that the objectj is after objecti in
the broadcast and that objectsi andj are not in conflict. A weight of 1 indicates that
objectj is either before or in conflict with objectsi. An example of this conversion
is shown inFig. 26.

The nature of the problem dictates thatG is asymmetric; that is, the weight of
edge(i, j) is not necessarily equal to the weight of edge(j, i). Thus, in solving this
problem we can apply those techniques that are applicable to the Asymmetric TSP.

7.1.1 Performance Evaluation
A simulator was developed to randomly generate broadcasts and determine how

many passes were required to retrieve a varying number of requested objects. Several
algorithms for ordering the retrieval of objects from the broadcast, both TSP-related
and non-TSP-related, were analyzed. In addition, issues such as the optimal num-
ber of broadcast channels to use, optimal broadcast length, and the effectiveness of
splitting large requests into smaller ones were also studied[40,41].

7.1.2 Simulation Model
In this simulation model, a broadcast is represented as anN ×M two-dimensional

matrix, whereN represents the number of objects in each channel of a broad-
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(a)

(b)

(c)

FIG. 26. Representation of a broadcast as a traveling salesman problem. (a) Broadcast representation;
(b) Graph representation; (c) Matrix representation.
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cast andM represents the number of parallel channels. ForK-object request, 1 �

K � NM, the simulator randomly generates 1000 patterns representing the uni-
form distribution ofK objects among the broadcast channels. TheK objects from
each randomly generated pattern are retrieved using various retrieval algorithms.
The number of passes is recorded and compared. To prevent the randomness of the
broadcasts from affecting the comparison of the algorithms, the same broadcast is
used for each algorithm in a particular trial and the mean value is reported for each
value ofK.

7.1.3 Object Retrieval Algorithms

Several algorithms were used to retrieve the objects from the broadcast. This in-
cludes both exact and approximate TSP solution finders. In addition, we studied two
heuristic based methods as well.

7.1.3.1 TSP Methods. An exact TSP algorithm was used to provide a ba-
sis for comparison with the other algorithms. These algorithms are simply too slow
and too resource-intensive to use at a mobile unit. For example, some TSP problems
with only 14 nodes took several minutes of CPU time in this experiment. While a bet-
ter implementation of the algorithm may somewhat reduce the cost, it cannot change
the fact that finding the exact solution will require exponential time for some inputs.
Knowing the exact solution to a given TSP does, however, allow us to evaluate the
quality of a heuristic approach. A TSP heuristic based on the assignment problem
relaxation is also included. This heuristic requires far less CPU time and memory
than the optimal tour finders, so it is suitable for use on a mobile unit. A publicly
available TSP solving package named TspSolve was used for all TSP algorithm im-
plementations.

7.1.3.2 Next Object Access. This is a heuristic based algorithm. The
strategy is a simple greedy heuristic that always retrieves the next available object
in a broadcast. It is also similar to the Nearest Neighbor approach to solving TSP
problems.

7.1.3.3 Row Scan. This algorithm simply reads all the objects from one
channel in each pass. Naturally, if a channel does not have any objects in it, it is
skipped. The upper bound execution time is proportion to the number of air channels.
The benefit of this algorithm is that it does not require any time to decide on an
ordering for objects. In addition, it does not require any channel switching during
a broadcast pass. It can thus begin retrieving objects from a broadcast immediately.
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FIG. 27. Comparison of several algorithms for retrieving objects from parallel channels.

This is especially important when a large percentage of the objects in a broadcast are
requested.

7.1.4 Simulation Results

As expected, the TSP methods provide much better results than both the Next
Object and Row Scan heuristics. Simulation results showed that the TSP heuristic
performed almost exactly as well as the optimal TSP algorithm. This is a very inter-
esting observation, because it means that one can use a fast heuristic, rather than a
slow but exact algorithm, to schedule retrievals of objects from the broadcast without
any performance degradation.

Figure 27used 5 parallel channels and 20 pages per channel. It is also interest-
ing to note that the straightforward row scan nearly matches the performance of the
TSP-based algorithm when more than about 45% of the total number of objects is
requested. In this case, there are so many conflicts that it is virtually impossible to
avoid having to make as many passes as there are parallel channels. When this oc-
curs, it is better to do the straightforward row scan than to spend time and resources
running a TSP heuristic.

7.1.5 Number of Broadcast Channels

One of the important questions that must be answered in designing a broadcasting
system is how many parallel channels to use for broadcasting information. More
channels means shorter broadcast length and more potential for conflicts.Figure 28
shows the number of pages of data that must be broadcast, on average, to retrieveK



BROADCASTING A MEANS TO DISSEMINATE PUBLIC DATA 59

FIG. 28. Optimal number of broadcast channels.

objects from four different broadcasting schemes. The 4 broadcasting schemes have
1, 2, 4, and 8 parallel channels. This test was performed with up to 40 pages in each
broadcast. The results show that it is always advantageous to use more broadcast
channels, especially when relatively a few objects are requested. While there will be
more conflicts between objects, this does not quite counteract the shorter broadcast
length of the many-channel broadcasts. This is especially evident when only a few
objects in a broadcast are being accessed.

7.2 Ordered Access List

Based on the results reported in Sections7.1 and 3.6, in order to balance and to
compromise between the access time and power consumption, the general access
protocol for an indexed broadcast parallel channel configuration should be modified
[48,49,53,61]. The goal was to use heuristics that generates an ordered access list of
requested objects that reduces:

• The number of passes over the air channels, and

• The number of channel switches.

With reference to the discussion in Section7, during the search step, the index is
accessed to determine the offset and the channels of the requested objects. With this
information available a sequence of access patterns to pull objects from the air chan-
nels during each broadcast cycle is generated (see Section3.6). Finally the retrieval
step is performed following the generated access patterns. The extended protocol is
as follows:
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Extended Retrieval Protocol
1) Probe the channel and retrieve the offset to the next index.
2) Access the next index
3) Do {Search the index for the requested object
4) Calculate the offset of the object
5) Get the channel on which the object will be broadcast
6) } while there is an unprocessed requested object
7) Generate access patterns for the requested objects (using retrieval scheme)
8) Do {Wait for the next broadcast cycle
9) Do {Reach the first object as indicated by the access pattern

10) Retrieve the object
11) } while there is an un-retrieved object in the access pattern
12) } while there is an unprocessed access pattern

7.2.1 Performance Evaluation

To validate the feasibility of this approach, to compare and contrast them against
each other, and to show the trade-off between access latency and computational com-
plexity the scope of the simulator reported in Section6 was extended. The extended
simulator emulates the process of accessing data from a hierarchical indexing scheme
for both the bottom up and the top down approaches discussed in Sections3.6.1 and
3.6.2, respectively, in addition, it analyzes the effect of conflicts on the average ac-
cess time and power consumption.

The index structure can be transmitted in different fashions including:

• A complete index is transmitted at the beginning of each broadcast in the first
channel before the data;

• Index is distributed among the data elements;

• Index is replicated and interleaved with the data elements; or

• A dedicated channel is used to exclusively and continuously transmit the index
in a cyclic manner.

The experimental results indicated that repeated transmission of the index on a
separate channel provides the best response time. Hence, the following discussion is
limited to the employment of dedicated channel to broadcast the index structure.

User requests were randomly generated representing a collection ofK objects in
the broadcast. In various simulations runs, the value ofK was varied from one to
N × M—in a typical user query of public data,K is much less thanN × M. Finally,
to take future technological advances into account, parameters such as transmission
rate and power consumption in different modes of operation were fed to the simulator
as variable entities.
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The simulator generates the average time spent on each of the three steps of the re-
trieval process (see Section6). For each step, the unit switches to active mode to per-
form the action, and then returns to doze mode. Hence, the simulator calculates the
average active time when the mobile unit is in active mode accessing data and the av-
erage idle time when the unit is in doze mode. It also estimates the average query re-
sponse time. Along with the average times reported, the simulator determines the av-
erage number of broadcast passes required to retrieve objects, as well as the number
of channel switches performed by the mobile unit while retrieving data. Finally, the
simulator uses the collected information to determine the energy consumption of the
retrieval process. As a note, the size of the index was 13.52% of the size of the data
objects (not including the index) and the number of data channels varied from 1 to 16.

7.2.2 Simulation Model
For each simulation run, a request ofK objects was randomly generated. A set of

input parameters including the number of parallel air channels, the broadcast trans-
mission rate, and the power consumption in different modes of operation was passed
to the simulator. The simulator was run 1000 times and the average of the designated
performance metrics was calculated.

7.2.3 Simulation Results
The retrieval protocols, discussed in Section3.6, are intended to reduce the num-

ber of passes over parallel channels by scheduling data retrieval. This by default
should reduce the average response time. To show this fact, in a configuration com-
posed of 2, 4, 8, and 16 channels, thebottom up retrieval scheme(see Section3.6.1)
and theRow Scanalgorithm were simulated when the number of requested data el-
ements was varied between 5 and 50, out of 5,464 securities within the NASDAQ
exchange database, which is a reasonable range of objects requested by a query. The
simulation results showed that, regardless of the number of parallel air channels, the
bottom up retrieval schemereduces both the number of passes and the response time
compared to theRow Scanalgorithm. Moreover, the energy consumption was also
reduced, but only when the number of data elements retrieved was approximately
15 or less. For example, in an environment composed of 16 parallel air channels
when requesting 10 data elements (seeTable VI), the bottom up retrieval scheme
performed the retrieval with:

• 72% fewer passes,

• 41% reduced response time, and

• 3% less energy

than that of theRow Scanalgorithm.
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TABLE VI
IMPROVEMENT OF THEBOTTOM UP RETRIEVAL SCHEME VS. THE

ROW SCAN (10 OBJECTSREQUESTED)

# of channels # of passes Response time Energy

2 48.0% 28.0% 2.7%
4 68.0% 43.6% 3.1%
8 72.3% 46.5% 3.3%

16 71.8% 40.8% 3.4%

However, relative to theRow Scanalgorithm, one should also consider the ex-
pected overhead of the proposed retrieval schemes. The simulation results showed
that in the worst case, the overhead ofretrieval scheme1was slightly less than the
time required to transmit one data page.

7.2.3.1 Response Time. The simulation results showed that, regardless
of the underlying retrieval protocol, the response time decreases as the number of
channels increases. In addition, the response time increases as the number of re-
quested data elements increases. Finally, for all cases,top down retrieval scheme(see
Section3.6.2), relative to thebottom up retrieval schemecompromises the response
time (Fig. 29)—the additional time requirement can be associated to the goal of re-
ducing channel switches during the retrieval, thus incurring more broadcast passes
that inherently increase the access latency. FromFig. 29it can be observed that the
least-cost path technique is more efficient in generating the access patterns than the
technique used in thebottom up retrieval scheme.

FIG. 29. Response times comparison for different retrieval protocols.
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The retrieval protocols proposed in Section3.6 attempt primarily to reduce the
conflicts in each broadcast pass; however, when the number of potential conflicts
increases considerably, some conflicts become unavoidable causing an increase in
the number of passes and hence an increase in the response time. The increase in
the number of passes makes the retrieval scheme inadequate when the percentage of
requested data elements is large. The simulation results also showed that when the
percentage of requested data elements approaches 100%, the response time reduces.
This shows the validity of the proposed scheduling protocols since, when a rela-
tively large number of data elements are requested, they generate the same retrieval
sequence as theRow Scanmethod would.

7.2.3.2 Channel Switching Frequency. In general, with respect to the
bottom up retrieval schemeas the number of requested data elements increases, up
to a threshold value, one should observe more frequent channel switches. This is
due to the increase in the number of conflicts. As the number of conflicts increases,
thebottom up retrieval schemeattempts to reduce their effect on the response time
through the use of channel switches. The number of channel switches reaches a
maximum and begins to decrease when retrieving more than 50% of the broad-
cast. This decrease occurs because of the heuristic rule employed that attempts
“to maximize the number of data elements retrieved during each broadcast cycle.”
As the density of requested objects increases, thebottom up retrieval schemedoes
not have to switch channels as often to retrieve the maximum number of requests
(Fig. 30).

The Top down retrieval schemecompromises the response time to minimize the
number of channel switches.Figure 31depicts the channel switching frequency

FIG. 30. Channel switching frequency (Bottom Up Retrieval Scheme).
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FIG. 31. Channel switching frequency (Top Down Retrieval Scheme).

when thetop down retrieval schemeis employed. The maximum number of channel
switches is reached for when size of a user query is less than 5%. At this point, the
number of broadcast passes approaches the number of channels, thus mimicking the
access pattern of theRow ScanMethod. In short, thetop down retrieval schemedoes
not allow the number of broadcast passes to exceed the number of channels, and thus
as the number of requested data elements increases, the number of channel switches
decreases.

7.2.3.3 Energy Consumption. In general, the energy consumption fol-
lows the same pattern as the channel switching frequency. For thebottom up retrieval
scheme, the energy consumption is dominated by the number of channel switches.
As a result, the energy consumption increases as the number of channels increases. In
addition, the energy consumption increases, up to a threshold point, as the number of
requested data elements increases, and then it decreases as the number of requested
data elements continues to increases (Fig. 32).

Figure 33depicts the energy consumption of thetop down retrieval scheme. The
figure illustrates that the energy consumption increases as the number of data ele-
ments being retrieved increases. The increase in energy consumption follows a linear
trend that is directly related to the increase of data elements requested. This is be-
cause the retrieval of a data element implies the active operational mode. In addition,
thetop down retrieval schemeattempts to minimize the channel switching frequency.
As a result, the energy consumption is dominated by the number of requested data
elements.
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FIG. 32. Energy consumption (Bottom Up Retrieval Scheme).

FIG. 33. Energy consumption (Top Down Retrieval Scheme).

7.2.3.4 Number of Passes. The number of passes directly relates to the
number of conflicts. As a result, as the number of requested data elements and/or
the number of channels increases, one should expect to observe more passes over
the parallel air channels. This by default implies higher access latency. An increase
in the number of channels implies an increase in the number of conflicts, and hence
a higher possibility of unavoidable conflicts, which in turn results in an increase
in the number of passes.Figure 34demonstrates these facts. Interestingly, when the
number of requested data elements is large, the number of passes exceeds the number
of channels available. This is due to the priority order of the heuristics used in the
bottom up retrieval scheme—the proposed method tries to reduce the amount of
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FIG. 34. Number of passes (Bottom Up Retrieval Scheme).

FIG. 35. Number of broadcast passes (Top Down Retrieval Scheme).

conflicts first. However, it is not likely that a query of public data would involve a
substantial percentage of the total data available, hence it can be concluded that in
general, thebottom up retrieval schemereduces the number of passes.

The Top down Retrieval schemesacrifices the response time and the number of
passes, for lower power consumption. Experiences showed that the number of passes
increases greatly for a small number of requests and reaches a maximum where the
number of passes equals the number of channels. This is mainly due to the intelli-
gence of the least-cost path method that only expands the path that has the smallest
number of channel switches. As the number of user requests increases, the algorithm
generates the access patterns according to theRow Scanmethod (Fig. 35).
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7.3 Section Conclusion

One of the problems associated with broadcasting information on parallel air
channels is the possibility of conflicts between accessing objects on different chan-
nels. Since the mobile unit can tune into only one channel at a time, conflicting
objects have to be retrieved on a subsequent broadcast. In addition, switching be-
tween channels imposes an extra cost. During the channel switch time, the mo-
bile unit is unable to retrieve any data from the broadcast. Conflicts will directly
influence the access latency and hence, the overall execution time. The issue of
conflicts was introduced in Section3.5. In an attempt to reduce the access time
and power consumption, as noted in Section3.6 heuristics were used to develop
a scheduling access patterns that reduces the number of passes over the parallel air
channels. Analysis and effectiveness of such a policy was also the subject of this
section.

8. Conflict Resolution and Generation of Access Patterns
Beyond Heuristics

Our discussion in Section7 mainly focused on problem-specific heuristics.Next
Object is a heuristic algorithm that always retrieves the next available object on a
broadcast.Row Scansimply reads all the objects from one channel in each pass.
The so calledbottom up, and top down tree-based algorithmsgenerates an access
forest and uses a set of heuristics to choose the “most suitable access pattern” with
the goals to reduce the number of passes. It should be noted that the heuristic so-
lutions, in general, offer a “good” solution, not always. For example the protocols
discussed in Section7, in some instances could require unnecessary number of passes
and/or channel switches. The following two examples are intended to motivate this
issue.

Assume retrieval of eight objects from a three-channel configuration (Fig. 36).
The application of thebottom up retrieval approachrequires four passes (objects 3,

FIG. 36. Generation of unnecessary passes by theBottom Up Retrieval Approach.
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(a)

(b)

FIG. 37. Generation of unnecessary number of channel switches by theTop Down Retrieval Approach.
(a) Generation of access patterns when top down retrieval approach is employed. (b) Generation of access
patterns when row scan heuristic is employed.

4, 7, and 8 are scheduled in the first pass, objects 1 and 2 are scheduled in the second
pass, object 6 is scheduled in the third pass, and finally, object 5 is scheduled in the
forth pass), however, a simple row scan algorithm will retrieve these objects in three
passes.

Figure 37shows an example where thetop down retrieval algorithmrequires un-
necessary number of channel switches.

The next section will introduce two new scheduling algorithms that can find the
minimum number of passes and the corresponding minimum number of switches
with reasonable costs[61]. Similar to our earlier discussion in Section8, a two-
dimensional array ofN × M is used to represent a parallel broadcast. In this array,
each cellCi,j , 1 � i � N , 1 � j � M, represents a page. Without loss of generality,
we assume objects are not fragmented across adjacent pages, and if we request any
object in a page, we will retrieve the whole page. A row of cells represents a channel
on the broadcast, while a column of cells represents pages transmitted at the same
time on parallel channels. For a query requesting a set of objectsS, if the cellCi,j has
a requested object thenCi,j ∈ S. Finally, a query requestsK objectsOk, 1 � k � K.
Based on the aforementioned assumptions we have the following definitions with
respect to a given query (Figs. 38 and 39are intended to clarify these definitions).

Definition 5 (Empty columns). A column without any requested objects occurring in
it is empty.

Definition 6 (Sparse columns). A column containing requested objects without any
conflicts with others is sparse.
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FIG. 38. cut, MAX_cut and MAX_total.

FIG. 39. Free cells, restrictive cells, overlapped empty blocks, and obstacles.

Definition 7 (Dense columns). A column that is neitherEmptynorSparseis Dense.
With respect to a user request, the minimum required number of passes depends on
dense columns.

Rj is defined to be the set of rows we need to scan in columnj based on objects
in columnsj throughj + OPR− 1. This naturally leads to the definition of the cut
at columnj .

Definition 8. Let Rj = {i | ∃j ′, j � j ′ � j + OPR− 1, such thatCij ′ ∈ S}.
Consequently, thecut at columnj is |Rj |.

Definition 9. Themaximum cut, MAX_cut,is max{cutj | 1 � j � N}.

Definition 10. The total requested channels, MAX_total, is |{i | j such thatCi,j ∈

S}|.

We can conclude thatMAX_cut� minimum number of passes� MAX_total.
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Definition 11. The set ofempty cells, E, is {Ci,j | Ci,j /∈ S}.

Definition 12. The set ofrestrictive cells, R, is {Ci,j | Ci,j /∈ S ∧ (Ci,j+1 ∈ S ∨

Ci,j−1 ∈ S)}.

Definition 13. The set offree cells, F , is {Ci,j | Ci,j ∈ E ∧ Ci,j /∈ R}.

An important concept in our algorithms is the empty block which is a contiguous
sequence of empty cells in one row.

Definition 14. An empty block, Bi,j , is the largest set of contiguous empty cells in
row i starting in columnj .

Given a set of empty blocks all starting in the same column, arightmost empty
block is a block in the set that is not smaller than any other block in the set, i.e., no
other empty block extends farther to the right of it.

Definition 15 (Overlapped empty blocks). Two empty blocksB andB ′ overlap each
other, iff they each contain a cell from some column, i.e.,∃j , such thatCi,j ∈ B ∧

Ci′,j ∈ B ′ ∧ i �= i′.

Definition 16. The set ofobstacles, O, is {Ci,j | Ci,j ∈ S ∧ Ci,j−1 ∈ E ∧

Ci,j−2 ∈ E}.

8.1 Parallel Object Scan

In this presentation, graphically, lines (access lines) are used to represent the ac-
cess patterns in different passes. Parallel Object Scan (POS) usesMAX_cutpasses to
scan all requested objects on a broadcast. Starting from the leftmost column to the
right, POS in parallel constructsMAX_cutlines, column by column. It attempts to
use access lines to visit all the requested objects in the next column with the fewest
number of switches from the previous column. POS observes which cellCi,j with
an access line has a less chance to have a requested object in the future on the same
channel and uses this line to make a channel switch when necessary. This strategy
minimizes the number of switches.

Definition 17 (Access line). A vector of lengthM representing one pass through the
matrix. The valuel[j ] is the channel (row #) that the line reads at time (column)j .

We definefreeright(i, j) to be the rightmost column of theEmpty block.



BROADCASTING A MEANS TO DISSEMINATE PUBLIC DATA 71

Definition 18. Let freeright(i, j) be the largestj ′ such that for allk, j � k � j ′,
Cik ∈ E.

We definenext(j, L) to be the line inL that reads from the channel with the
rightmost empty block in columnj .

Definition 19. Let next(j, L) be a line l ∈ L such thatfreeright(l[j ], j) =

max{ freeright(l′[j ], j) | l′ ∈ L}.

We defineFirst(i) to be the column in which a requested object first appears in
row i.

Definition 20. Let First(i) be the smallestj such that for allj ′, 1 � j ′ < j ,
Cij ′ /∈ S.

LetStart(m) be rows{i1, . . . , im} such that for any rowi′ /∈ {i1, . . . , im} First(i) �

First(i′) for all i ∈ {i1, . . . , im}. In other words,Start(m) are rows that contain
objects before any other rows. These rows will be the starting point for ourMAX_cut
lines, as we obviously do not want to switch a line before it has read any objects on
a channel (Fig. 40(a)).

POS Algorithm

1. if (MAX_total= MAX_cut)
2. useRow Scan;
3. else
4. Letm = MAX_cut
5. Createm lines,l1, . . . , lm
6. Lines= {l1, . . . , lm} /* Set containing all the lines */
7. l1[1], . . . , lm[1] = Start(m) /* Initialize lines */
8. for j = 2 toM do {
9. L = Lines /* All the lines */

10. A = Rj /* Required Rows:|A| � |L| */
11. foreachl ∈ L /* check for no switch, line reads an object */
12. if l[j ] ∈ A thenl[j ] = l[j − 1]; A = A − {l[j ]}; L = L − {l}

13. foreachi ∈ A /* remaining objects, inside switch */
14. l = next(j, L)

15. l[j ] = i

16. L = L − {l}

17. foreachl ∈ L /* no object to read, no switch */
18. l[j ] = l[j − 1]}
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(a)

(b)

(c)

(d)

FIG. 40. A running example of the POS algorithm. (a) Access lines are initialized (7). (b) Extending
the access lines without channel switching (11–12, 17–18). (c) Moving to the right and an inside switch
(13–16). (d) Advancing the access lines without any inside switch (17–18). (e) Generation of the final
access lines.
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(e)

FIG. 40. Continued.

The POS algorithm runs in O(N2M) time—all of the required sets and functions
exceptnext (e.g.,Rj , E, freeright, First, Start) can be computed in O(NM) time.
If we pre-compute these once, then any use of them during the algorithm requires
just constant time. The functionnexttakes O(N) time since the size ofL (the number
of access lines) will be at mostN . The algorithm consists of an outer loop iterated
M − 1 times. The algorithm contains three inner loops each iterated at mostN times
(since the sizes ofL andA are bounded byN ). The first and third inner loop bodies
take constant time while the second inner loop body takes O(N) time due to the call
to next.

Figure 40is a running example that shows the behavior of the POS algorithm in
finding the optimal number of the access lines for the requested objects (numbers
in the captions refer to the line number in the POS algorithm) when applied to the
request shown inFig. 36. In this request, refer toDefinitions 9 and 10, MAX_cut is 3,
MAX_total is 4 and at least 3 passes with at least 4 channel switches are required to
retrieve the requested objects.

As a result, three passes are required to retrieve the requested objects. In one pass,
objects 1, 2, 3, and 7 are retrieved. In the second pass, objects 4, 5, 13, 14, and 15
are retrieved. Finally, in the third pass, objects 8, 9, 10, 6, 11, and 12 are retrieved.

8.2 Serial Empty Scan
The Serial Empty Scan (SES) which examines empty blocks. The basic idea be-

hind the algorithm is as follows. We construct (MAX_total − MAX_cut) paths that
scan only empty blocks (empty paths). As we do this we also compress the requested
objects intoMAX_cut channels. Each of these resulting “logical” channels describes
the sequence of requested objects that an access line reads. The action of com-
pressing (copying objects from one channel to another) simulates a switch during
a scan.
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The SES algorithm is serial since it finds the (MAX_total − MAX_cut) empty
paths one by one. The SES algorithm constructs an empty path by starting with the
rightmost empty blockBi′,1 in some rowi′. The path starts in rowi′ at column 1
and continues to columnk, wherek is the length ofBi′,1. Next it finds a rightmost
overlapping empty blockBi′′,k. The path continues on rowi′′ for the length of this
empty block and so forth. Additionally, the SES algorithm begins to create a logical
channel by moving all requested objectsCi′′,a , to Ci′,a , for 1 � a < k. Finally it
marks the empty cellCi′,lk asno obstacle, indicating a physical switch occurs at this
point in the logical channel. This end marker is used during the construction of sub-
sequent empty paths. By convention, we also define that∀i′, Ci′,M = no obstacle, iff
Ci′,M ∈ E ∧ Ci′,M−1 ∈ E. The SES algorithm repeats this construction of an empty
path until it reaches the right end. During subsequent scans, when choosing an over-
lapping empty block, the SES algorithm chooses the rightmost block ending with
the no obstaclemarker, if one exists. If no such empty block exists, the algorithm
simply chooses the rightmost empty block. After every scan,MAX_total is decre-
mented by 1. The algorithm will terminate whenMAX_total = MAX_cut, and all the
requested objects have been moved intoMAX_cut logical channels, on each of which
the order of the requested objects gives the access pattern during each broadcast.

Since choosing the next empty block is a fundamental step in the SES algorithm,
we define it first. Given a set of row indicesRowsand a columnj, nextblock(Rows, j)

returns the appropriate rowi to add to the empty path being constructed. To define
this function we also definerightmost(Rows, j) which returns the row index of the
rightmost free block in amongBij for i ∈ Rows.

Definition 21. rightmost(Rows, j) = i such thati ∈ Rows& freeright(i, j) =

max( freeright(i′, j) | i′ ∈ Rows).

Definition 22. nextblock(Rows, j) =

let EBs= {i | i ∈ Rows& Cij ∈ E} /* Empty Blocks */
let OBs= {i | i ∈ EBs & k = freeright(i, j) & Cik = no obstacle}

if OBs �= {} then return(rightmost(OBs, j))

else return(rightmost(EBs, j))

In the SES algorithm, an obstacle on a broadcast may result in an inside switch if
the empty block on the left of it is scanned. Those obstacles whose empty blocks on
the left are not chosen to scan will not result in a switch. Cells that are not obstacles
will not generate inside switches. It should be noted that if the algorithm moves re-
quested objects from channelA to channelB, a switch is indicated, but if they are
subsequently moved from channelB to channelC, it is equal to moving from chan-
nel A to channelC, and still only one switch occurs. Thus, the strategy of choosing
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blocks marked no obstacle (in the functionnextblock) minimizes the number of in-
side switches. Choosing the rightmost empty block, at each step also contributes to
minimizing the number of inside switches of a scan.

The SES algorithm has complexity O(N2M). The functionsrightmost and
nextblockare both bounded by the number of rows, hence they are both O(N).
The SES algorithm’s outer loop iterates at mostN times and its inner loop iterates at
mostM times. Finally, the body of the inner loop takes O(N) times due to the call
to nextblock. Consequently, the inner loop has complexity O(NM) and so does the
body of the outer loop.

Figure 41depicts the snap shots of a running example of SES algorithm to re-
trieve fourteen objects from a five-parallel channel configuration. For this request,
MAX_cut is 3, MAX_total is 5 and at least 3 passes with at least 7 switches are re-
quired to retrieve the requested objects (numbers in the captions represent the line
number in SES algorithm).

SES Algorithm
1. if (MAX_total = MAX_cut)
2. use Row Scan;
3. else
4. Rows= {1, . . . , N} /* Rows we can compress */
5. repeat until (MAX_total = MAX_cut) {
6. j = 1;
7. i = nextblock(Rows, j)

8. k = freeright(i, j) /* free block isCij to Cik */
9. repeat untilk = M {

10. i′ = nextblock(Rows, k)

11. k = freeright(i′, j)

12. Cia = Ci′a for 1 � a < k /* compress channels */
13. Ci′k = no obstacle /* indicate a switch occurs */
14. i = i′

15. j = k

16. }
17. MAX_total = MAX_total − 1
18. Rows= Rows− {i} /* delete the empty row */
19. }

An Empty block without an obstacle (Definition 14) represents a channel switch.
As one can conclude, in the first pass, objects 1, 3, 5, and 3 are retrieved. During

the second pass, objects 4, 7, 8, 9, and 10 are fetched. Finally, during the third pass,
objects 11, 13, 12, 14, and 6 are retrieved.



76 A.R. HURSON ET AL.

(a)

(b)

(c)

FIG. 41. A running example of the SES algorithm. (a) Starting with the largest leftmost empty block
with an obstacle (Definition 18 and 6–8). (b) Find an overlapped empty block (Definition 13, 10–11) and
switch. (c) Logical rearrangement of object 4 and advancing the empty block (12). Repeated operational
flow as of (a), (b) and (c), and generation of an empty channel (9–16). (e) Starting with the largest leftmost
empty block with an obstacle (6–8). (f) Find an overlapped empty block and switch (10–11). (g) Find an
overlapped empty block and switch (12). (h) Logical rearrangement of object 4 and advancing the empty
block (10–11). (i) Find an overlapped empty block and switch (10–11, 12–13). (j) Logical rearrangement
of objects 11 and 13, switch, and advancing the empty block (10–11, 12–13). (k) Generation of second
empty channel. (l) The Final access patterns.
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(d)

(e)

(f)

(g)

FIG. 41. Continued.
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(h)

(i)

(j)

FIG. 41. Continued.

9. Conclusion and Future Research Directions

Broadcasting has been proposed as a viable solution to allow anytime, anywhere
access to the public data. Within the constraints of mobile devices and wireless com-
munication, this chapter was aimed to address the application and effectiveness of
data broadcasting from two viewpoints: energy and response time. Indexing schemes
are essential to exploit different operational modes of mobile devices in order to con-
serve energy at the expense of additional overheads. Broadcasting over the parallel
air channels is essential to reduce the broadcast length and hence, to reduce the ac-
cess latency. Our results showed that the use of parallel air channels not only is
successful in reducing the access latencies, as compared to a single air channel, but
also decreases the power consumption of the mobile device, significantly. Moreover,
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(k)

(l)

FIG. 41. Continued.

the results revealed that the index allocation in the broadcast channels has an effect
in terms of both response time and energy consumption. It should be noted that an
increase in the number of channels increases both the amount of energy expended
in switching from one channel to another and conflicts in accessing data across the
parallel channels.

In order to address these issues, we developed and implemented different data
retrieval algorithms for parallel broadcast channels. In particular, we found that ex-
isting solutions for TSP problem were applicable to our problem. The results from
our study showed that when a small (less than about 45%) percentage of the objects
in a broadcast are requested, a TSP heuristic should be used to determine the access
order in which the broadcast objects should be retrieved. However, when a larger
percentage of the objects is requested, the Row Scan method should be used to avoid
the delay associated with switching between channels.

The retrieval scheme proposed reduces the number of passes over the broadcast
channels as the number of channels increases; however, this increases the number of
conflicts and consequently, an increase in the switching frequency among channels.
This results in an increase in the energy consumption. In an attempt to balance en-
ergy consumption and access latency, the scope of our research was extended by
developing a set of heuristics that generates an ordered access patterns, i.e., the
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bottom up and top down retrieval schemes. We simulated and analyzed the effec-
tiveness of these heuristic based retrieval methods. However, as expected, in some
instances, these heuristic based schemes would generate access patterns that require
extra passes over the air channels and/or extra channel switches. Finally, two algo-
rithms were proposed that always generate minimum number of the access patterns
with minimum number of channel switches.

The scope of this research can be extended in many directions:

• Within the scope of the Mobile Data Access System, our research studied the
allocation and retrieval methods based on tree-based indexing techniques. How-
ever, tree-based indexing methods have some shortcomings in retrieving objects
based on multiple attributes. It may be possible to develop a new method that
combines the strengths of a tree-based indexing method with the strengths of
signature-based methods to overcome this shortcoming.

• This work assumed that the resolution of queries happens on an individual basis
at the mobile unit. It may be possible to reduce computation by utilizing a buffer
and bundling several queries together and processing them as a whole.
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Abstract
Programming models usefully structure the way that programmers approach
problems and develop applications. Business applications need properties such
as persistence, data sharing, transactions, and security, and various programming
models exist—for connected environments—that facilitate the development of
applications with these properties. Recently, it has become possible to con-
sider running business applications on disconnected devices. Developers thus
confront two areas of concern. The first is to solve the pragmatic problems of
how to implement the properties required by business applications in a discon-
nected environment. The second is to determine whether programming models
for disconnected environments exist (as they do for connected environments) that
facilitate the development of business applications.

This chapter discusses these two areas of concern. We explain why busi-
ness applications are particularly hard to “project” to disconnected devices. We
then introduce some of the approaches used to solve these problems (focusing
especially ondata replicationandmethod replaytechniques), and the program-
ming models that exist for the disconnected environment. Finally, we analyze
whether connected programming models for business applications can be use-
fully projected to disconnected environments. We compare the data replication
and method replay approaches, discuss the features of each, and show that a
connected programming model is useful even in a disconnected environment.
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1. Introduction

1.1 Programming Models for Business Applications

A business applicationis characterized by the fact that the application (1) updates
state that is shared by multiple users; (2) must perform these updates transactionally
[15] to a shared database; and (3) must operate securely. Business applications there-
fore have requirements that other applications do not: chiefly, to access persistent
shared datastores securely and transactionally. Programming models can ease the
difficulty of developing complex business logic that meets these requirements. This
is typically done by abstracting business application requirements as generic services
or middleware that the developer can access in as unobtrusive a manner as possible.
Good programming models enable a “separation of concerns” through which the
application developer can concentrate on the application-specific logic, and assume
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that the deployed application will meet the business application requirements. Well-
known examples of such programming models include CORBA[4], DCOM [6], and
Enterprise JavaBeans (EJBs)[10].

1.2 Business Applications on Disconnected Devices

Business applications have traditionally been deployed inconnectedenvironments
in which the shared database can always be accessed by the application. In contrast,
when applications are deployed to mobile devices such as personal digital assistants
(PDAs), hand-held computers, and laptop computers, these devices are only inter-
mittently able to interact with the shared database. (In a client/server environment,
the shared database resides on the server.) Historically, resource constraints (e.g.,
memory and CPU) have precluded disconnected devices from running business ap-
plications. Ongoing technology trends, however, imply that such resource constraints
are disappearing. For example, DB2 Everyplace[7] (a relational database) and Web-
Sphere MQ Everyplace[29] (a secure and dependable messaging system) run on
a wide variety of platforms such as PocketPC™, PalmOS™, QNX™, and Linux;
they are also compatible with J2ME[22] configurations/profiles such as CDC and
Foundation. It seems likely that mobile devices will even be able to host middleware
such as an Enterprise JavaBeans container. As a result, business applications that
previously required the resources of an “always connected” desktop computer can
potentially run on a disconnected device.

Of course, there are non-business applications which do not have these require-
ments, but we argue that this set is declining in size and importance. For example,
even simple mobile applications typically support synchronization of updates back
to the user’s personal PC. Since the PC copy of the database may be updated by
both the synchronization agent and other PC-based applications (e.g., calendaring),
the database is, in fact, shared. Also, users will probably be very disappointed to
discover that synchronization of updates did not occur transactionally (e.g., if con-
current updates to the same record were not detected and resolved in some way).
Finally, security of PDA databases is certainly a concern nowadays.

However, other issues, besides resource constraints, have precluded deployment
of business applications on disconnected devices. Fundamental algorithmic and in-
frastructure problems must also be solved. The algorithmic problems stem from the
fact that the application executes while disconnected from the server, but the work
performed must later be propagated to the server. To see why this is a problem,
consider the fact that business applications, by our definition, are structured as ap-
plication logic that reads from, and writes to, a transactional database that can be
concurrently accessed by other applications. Connected business applications have
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taken for granted that the transactional database can always be accessed by the ap-
plication. Even if they are structured so as to access locally cached data for “read”
operations, state changes (“updates”) must still applied to the shared, master data-
base[12,25]at the completion of each user operation. Obviously, the shared-database
assumption does not hold when business applications are disconnected: they are then
forced to read from, and write to, a database that isnot shared by other applications
and users. Also, almost inevitably, the disconnected application will execute against
data that is out-of-date with respect to the server’s version of the data. How can
work performed on the disconnected device be merged into the shared database in a
manner that preserves the transactional behavior of both disconnected and connected
clients? The lock-based concurrency control mechanisms used in connected environ-
ments to prevent concurrent updates and other transaction serializability violations
are not suitable for disconnectable applications because they unacceptably reduce
database availability. Also, lock-based concurrency control is simply not dynamic
enough; it is typically impossible to know what needs to be locked before the device
disconnects from the server.

Infrastructure must also be developed to deal with the life-cycle of an application
deployed to a disconnected device. Data must first be “checked out” (copied) from
the shared database; the data are then used by the application; and the committed
work must be merged into the server database when the device reconnects. Without
middleware that provides replication (from the server to the device) and synchro-
nization (from the device to the server) functions, each application must provide its
own implementation of these features. A programming model is therefore needed to
facilitate development of business applications for disconnected devices. The pro-
gramming model must provide constructs that address these algorithmic issues, and
must integrate with middleware that provides the services described above.

1.3 Programming Models for Disconnected Business
Applications

Comparing programming models is very difficult, because reasonable people can
disagree about (1) the correct set of evaluation criteria and (2) how well a given pro-
gramming model performs with respect to a set of evaluation criteria. Thus, even
in environments with which people have much experience, such as connected busi-
ness applications, discussing the superiority of EJBs versus CORBA versus DCOM
can produce much more heat than light. This difficulty is compounded for emerging
areas such as disconnected business applications. In addition, programming models
may have features that are interesting in their own right, independently of whether
applications execute in a connected or disconnected environment.
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In this chapter, we shall adopt the following approach. Our chief evaluation crite-
rion is whether, and to what degree, a disconnected programming model is aprojec-
tion of a connected programming model onto disconnected devices. By “projection,”
we acknowledge explicitly that developers will always have to take the disconnected
environment into account. The goal, however, is for the programming model to en-
able application semantics that are identical, or similar, to a connected application.
The algorithmic issues discussed above should be solved in a way that is transparent
to the developer, who does not have to write more (or different) code than she does for
the connected environment. However, we are also interested in what the code “looks
like,” and the features that are exposed to developers independently of connection-
specific issues. Our criteria here will be more subjective since one person’s “feature”
is another person’s “needless complexity.” The chapter will use snippets of code to
give a concrete sense of the programming model.

Much work has been done in the area of transactionally synchronizing work per-
formed on a disconnected client to the server. The implications of disconnection for
transactional applications are well known (see[39] for a recent survey of the area of
“mobile transactions”). The presentation in this chapter differs in that we focus on
whether, and how, a mature programming model can be projected to disconnected
devices in a way that takes advantage of such prior algorithmic work. The ability to
project existing connected programming models is important because it can reduce
an application’s development and maintenance costs. Development costs are reduced
because developers can use their existing programming model experience to develop
disconnected applications. Maintenance costs are reduced because differences be-
tween the connected and disconnected versions of an application are minimized.

We shall also refer to a prototype that demonstrates that the Enterprise
JavaBeans[10] programming model can be projected onto disconnected devices.
Useful work can be performed on the disconnected device (i.e., few constraints are
imposed), while the likelihood of synchronization problems is minimized. The pro-
totype is interesting because it shows how middleware can concretely realize the
connected programming model on disconnected devices.

1.4 Related Work

Our chapter focuses on how a connected programming model can be projected to
disconnected devices. This part of our work is closely related to the area of mobile
transactions[39]. However, we believe that a simpler programming model and syn-
chronization algorithm than many proposed in the mobile transactions literature is
adequate to project business applications to disconnected devices. We assert that this
simpler approach is sufficient for several reasons.
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First, we address a programming model for environments that are more robust than
is typically assumed for mobile transactions. Much mobile transactions research, for
example, assumes that these transactions execute in resource constrained environ-
ments. They must therefore address issues related to limited bandwidth capacity,
communication costs, and energy consumption. In contrast, we assume that busi-
ness applications are deployed to (the increasingly more powerful) devices that can
locally execute business applications against a transactional database.

Second, we assume that transactions are able to executeentirely on the discon-
nected device, without assistance from a server. This allows considerable simpli-
fication compared to the mobile transactions work designed to support transaction
processing in which a client may initiate transactions on servers or may distribute
transactions among the mobile client device and servers. Such environments require
that transaction processing be supported while the mobile device moves from one
networked cell to another or drops its network connections. Mobile transaction mod-
els such asKangaroo Transactions[9] are explicitly designed to operate in such
complex environments, whereas the synchronization techniques discussed here can
use traditional transaction semantics. Similarly, the synchronization techniques dis-
cussed here do not deal with distributed transactions (between the mobile device and
the network), nor do they deal with heterogeneous multi-database systems. Our fo-
cus, instead, is to jump-start deployment of business applications to disconnected
devices in well-controlled environments.

Finally, we do disagree with the assumption made by some research that opti-
mistic (non-locking) concurrency control mechanisms must perform badly for the
long disconnect durations typical of mobile transactions. Such research assumes that
the classic optimistic algorithms[15] perform well only for short disconnections, and
will experience unacceptable abort ratios for long disconnections. Non-traditional
transaction models such aspre-write operations[27] and dynamic object cluster-
ing replication schemes[32] are designed to increase concurrency by avoiding such
aborts. In our experience, however, business processes greatly reduce the actual
occurrence of such aborts by implicitly partitioning data among application users.
Furthermore, the transform-based approach used by method replay synchronization
(Section3.2) is designed to reduce the size of a transactional footprint, and thus
reduces the probability of aborts during synchronization.

Finally, note that method replay synchronization and the synchronization middle-
ware discussed later (Section4.5) build on earlier work using log-replay in support
of long-running transactions[30]. These ideas are similar to the approach taken by
the IceCube[17] system, although IceCube does not focus on transactional applica-
tions.
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1.5 Chapter Structure

The chapter is structured as follows. Section2 explains one of the main chal-
lenges faced by disconnected programming models, namely the need to support the
life-cycle of a generic disconnected application. Section3 introduces two classes of
synchronization techniques: data replication and method replay. Section4 discusses
two business application programming models. In one (Enterprise JavaBeans), the
programming model was intended for connected environments. In the other (Ser-
vice Data Objects), the programming model is intended to be used in both connected
and disconnected environments. We discuss interesting features of both program-
ming models, and show some of their implication with respect to building business
applications. We close, in Section5 by evaluating various programming models for
disconnected applications.

1.6 Motivating Application

The chapter will use the following “order entry” application to help motivate the
discussion.Order Entryenables agents to record customer orders using a stock cata-
log consisting of line-items and in-stock quantities. If a customer has not previously
placed orders, the agent enters information about the new customer into the system.

Figure 1shows the top-level entities used in the application.

FIG. 1. Order entry sample application.



92 A. LEFF AND J.T. RAYFIELD

FIG. 2. Order entry sample application: agents and items.

Figure 2shows the internal structure of an agent and line-item, andFig. 3 shows
the internal structure of the customer entity.

Figure 4shows how an order has references to both the agent who placed the order,
and to the customer for whom the order was placed.

As we shall show, the relative lack of complexity inorder entrydoes not detract
from its ability to illustrate some of the key issues in building disconnected business
applications.
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FIG. 3. Order entry sample application: customers.

2. Life-Cycle of a Disconnected Business Application

In order to be successful, a programming model for disconnected devices must be
compatible with the life-cycle of a disconnected application.

Deployment of a disconnectable business application requires that an administra-
tor perform a one-time setup (life-cycle stage0) of the mobile device’s database(s).
The key challenge in stage0 is to replicate sufficient data (from the server to the
device) such that the application can execute correctly. This can be a difficult task
when an application can potentially access a data set that is too large to fit on the
device. In such cases, application administrators must determine the subset of data
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FIG. 4. Order entry sample application: orders.

that will actually be used by the application, and replicate that subset to the device.
This is often done through ad hoc, but effective, business rules. For example, a sales-
man may not need to have the entire set of customer data replicated; only the set of
customers in her district is typically needed.

After this initial setup is performed, the mobile device repeatedly executes the
following life-cycle:

Stage 1 (Propagate server updates):Before disconnecting, the server’s updates
are propagated to the device.

Stage 2 (Execution):User executes one or more business applications on the dis-
connected device.

Stage 3 (Propagate client updates):Device reconnects to server, and propagates
its updates to the server-side database.
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Stages0 and1 benefit from middleware that allows devices to define the subset of
relevant data that needs to be copied to the device. The subset is typically expressed
as a query or set of queries applied to the server database.

Stage1 ensures that the device’s database is as up-to-date as possible before be-
ginning disconnected execution. It greatly benefits from middleware that:

• Subscribesto relevant changes on the server (i.e., those changes which fall
within the defined subset of relevant data).

• Propagatesserver changes to the client device database, with the result that the
device’s data is now up-to-date with respect to the server.

Standardized protocols such as SyncML[40] can be used to pass data between the de-
vice and the server—across wireless and wired networks and over multiple transport
protocols—using the standard representation format defined in the SyncMLRep-
resentationprotocol. The SyncML Synchronization protocol efficiently replicates
server-side data to the device, by doing either a “one-way sync from server only” or
a “Refresh sync from server only.” In the former, the device gets all data modifica-
tions that have been committed on the server; in the latter, the server exports all of
its data to the device, which then replaces its current set of data.

Assuming that the correct set of data has been replicated to the device, stage2
simply involves the execution of the disconnected application against the local data-
base.

For example, enabling theorder entryapplication to run on a disconnected de-
vice requires, during stage0, that a system administrator replicate the stock catalog
consisting of items, in-stock quantities, agents, customers, and prior orders, if any.
Before disconnection, the device’s database is brought up-to-date (stage1), so that
the recorded stock levels match the server’s values. The agent is then able to take
new orders (stage2) while disconnected from the server database. We assume that
the agents prefer to work while out in the field, where connectivity may be unavail-
able or sporadic.

In order for work performed on the disconnected device to become visible to other
applications, the device must transactionally propagate its updates (or “change set”)
to the server-side database that maintains the master version of the data seen by other
applications and users (stage3). While propagating the change set from the client to
the server, stage3 must deal with the following issues:

• Conflict detection, in which the application or middleware detects whether the
change set conflicts with the current state of the server-side database.

One important issue is how the notion of a “conflict” is defined. Connected
business applications typically define conflicts as non-serializable transaction
schedules[15]. Can this definition be used for disconnectable business applica-
tions as well? Efficiency is also a consideration: for example, does a detected
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conflict require only that one transaction be aborted, or must the entire set of
work performed on the device be aborted?

• Conflict resolution, in which (if conflicts were detected), the application or
middleware attempts to determine a new server-side state which eliminates the
conflict. If no resolution is possible, the synchronization must be (partially or
completely) aborted (i.e., the device’s state cannot be automatically propagated
to the server), and the failure logged and reported to the user. If some resolu-
tion is possible, it is performed, and the update is propagated to the server-side
database.

A key challenge here is whether general purpose conflict resolution algo-
rithms can be devised or whether application-specific resolution is required.

• Transactional merge, during which the change set, possibly modified by conflict
resolution, is merged with the server-side database. As a result, work performed
on the disconnected device is now visible to other applications and users—
without violating the transactional guarantees made by the application.

Note that update propagation between the client and server is asymmetric: updates
performed on the server may invalidate transactions performed on the client, but
client updates cannot invalidate previously-committed server-side transactions (be-
cause the server-side transactions were previously visible to all users and applica-
tions).

The programming model discussed in this chapter is orthogonal to stage1: mid-
dleware such as DB2 Everyplace[7] shows that efficient subscription and replication
techniques can propagate server updates to the client. The programming model’s
task is to ensure that the application’s execution behavior during stage2 conforms as
closely as possible to its behavior in a connected environment. The difficulty is that
the programming model must deal with, and be supported with middleware for, the
stage3 synchronization process, during which the client’s updates are propagated to
the server. Broadly speaking, two synchronization approaches exist:data replication
andmethod replay.

3. Synchronization Techniques

3.1 Data Replication
The data replication synchronization technique represents a change set as a log

of data modifications that were performed on the disconnected device. (The term
“modifications” denotes data creation and deletion as well as data changes.) Data
replication is used by both DB2e[7] and Lotus Notes[26]. It also underlies the no-
tion of cached RowSets[33] in which the reference implementation uses optimistic
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concurrency-control. The synchronization process begins by transmitting the data
modification log to the server.

• Conflict detection: the server must track the data it has replicated to individual
clients and determine whether activity by a given client—as represented by the
data modification log—conflicts with changes that were previously committed
by other clients or server-side applications. The standard algorithm is to detect
a conflict if the synchronizing client has modified a datum that was concur-
rently modified on the server while the synchronizing client was disconnected.
The server copy may have been modified by a server-based application or the
synchronization of another client.

Note that this algorithm, though commonly used in data replication, does not
guarantee detection of all non-serializable conflicts. For example, if client 1
executes A= A + B, and client 2 executes B= B + A, this algorithm does not
detect a problem, because the write-sets do not intersect. However, such cases
do not seem to arise in practice.

• Conflict resolution: the conflict resolution algorithm used in commercial sys-
tems places the burden on the user or system administrator. This is not due to
laziness, but reflects the fact that (1) synchronization conflicts at the data level
are difficult to resolve automatically, and (2) the cost of a mishandled conflict
resolution being merged into the shared database may be very high. This implies
that the application itself must specify how conflicts should be resolved.

In some applications, the cost of a mishandled conflict is not as serious,
and/or the probability of an incorrect automatic resolution is not that high. For
example, Lotus Notes can be configured to resolve conflicts between document
records automatically, either by merging all the modified columns together or
by taking the last-modified version of the document. This is adequate for some
applications. Also, the resolved documents are typically viewed by users rather
than by programs, and the users will tend to see most merge problems. Finally,
if an automatic resolution fails, a new “conflict document” is created, which
again will typically be seen by users.

For general databases and applications, though, this is not acceptable. Many
applications databases are accessed directly by programs, and those programs
will not know how to deal with conflict documents or “funny looking” data.
For example, many databases are accessed via a JDBC[21] interface. There is
no provision in JDBC for calling “user exit” code to resolve conflicts, or for
providing a view of conflict records to applications.

• Transactional merge: data deleted on the device must be deleted on the server;
data created on the device must be created on the server; and updates performed
on the device’s data must also be performed to the server’s data. For example, in
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FIG. 5. Data replication synchronization.

the case of DB2 Everyplace, the server transactionally performs the appropriate
sequence of SQL DELETE, INSERT and UPDATEoperations. In the case
of Lotus Notes, the client’s version of the NSF (Notes Storage Facility File)
records are copied over the master copy.

If data replication is used to implement theorder entryexample, as orders are placed
on the disconnected device, the stock levels are correspondingly modified. During
synchronization, those stock table rows that were modified (by reducing the stock
level) are transmitted to the server.Figure 5sketches what happens during a suc-
cessful data replication synchronization. The synchronization middleware detects
(through the “dirty” bit value) that the client decremented the stock of staplers, and
that only nine staplers are currently in stock. Because the corresponding column
value was not concurrently modified in the server-side database, the middleware
changes the server-side value to match the client’s value, resulting in a successful
synchronization.

3.2 Method Replay

The method replay synchronization technique represents a change set as a log
of the method invocations performed on the disconnected device. Each log entry
constrains the information needed to replay a single method: e.g., the method name,
the method’s signature, and the method’s parameter values. In can thus be seen as the
“dual” of the data replication approach which logs the data modifications. A version
of log replay is used in the “Field Calls” in IMS Fast Path[19], earlier work on long-
running transactions[30], and IceCube[17] (see also[18]). The synchronization
process begins by transmitting the method log to the server.

• Conflict detection: the method invocations are replayed, in sequence, against
the server’s current state. This simultaneously propagates the device’s updates
to the server (if the method replay is successful) and detects a conflict (if the
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FIG. 6. Method replay synchronization.

method replay is unsuccessful). Whether a method replay is successful depends
solelyon the application’s business logic: i.e., on whether the method throws an
exception when invoked on the server.

• Conflict resolution: the exception that caused the method to fail, when replayed
on the server, is logged and the user is informed of the error. The conflict must
be resolved manually.

• Transactional merge: the disconnected work is transparently applied to the
server through successful method replay.

Figure 6sketches what happens during a successful method replay synchronization
for the disconnectableorder entryapplication. In contrast to the process shown in
Fig. 5, only the method call that decremented the stock of staplers is logged. That
method – which does not include the resulting stock level—is replayed on the server,
and results in similarly decrementing the server-side stock of staplers. This figure
corresponds to the scenario in which sufficient stock is shown in both the client-
side database (during disconnected execution) and the server-side database (during
synchronization) to fulfill the customer’s order. In contrast to the data replication ap-
proach, the fact that three staplers were shown in the client-side database, but only
two in the server-side database, is irrelevant: the order will be successfully com-
mitted to the server so long as the customer ordered fewer than the two staplers
that are available on the server. The “order” business logic simply checks (on both
the client and the server) that sufficient stock exists to fulfill the order, and does
not verify that the stock levels of the client-side database match that of the server-
side database. Consider, however, the scenario in which sufficient stock is shown in
the client-side database (during disconnected execution) but the server-side database



100 A. LEFF AND J.T. RAYFIELD

(during synchronization) showsinsufficientstock to fulfill the customer’s order. The
method-replay approach will detect—as it should—a “conflict,” in the sense that the
method’s business logic should only place an order if sufficient stock exists to fulfill
the order. Thus, although the order was committed on the disconnected device, it will
not commit on the server.

Broadly speaking, two approaches exist to handle such “insufficient stock” scenar-
ios for method replay. In the first, the method’s business logic throws an exception
(e.g.,OutOfStockException) instead of following the typical code path that
fulfils the order. While this approach makes life simpler for application developers,
and is arguably appropriate for connected applications, it will result in a synchroniza-
tion error for disconnected applications that may be hard to recover from. In contrast
to connected applications, here the client concluded their session thinking that work
had successfully committed (because sufficient stock was available). The client may
be very confused when a mysterious exception is logged when she synchronizes sev-
eral days later. (Note that conflicts detected using the data replication approach have
the same problem.) We therefore favor the second approach, in which a business’s
work-flow is integrated with, and becomes part of, a method’s business logic. Thus,
when stock is available, the order is added to the “fulfilled order” queue; when in-
sufficient stock is available, the order is either added to the “back-order” queue or
to the “customer issue” queue. With this approach, the order will be committed on
the disconnected client as before. However, if insufficient stock exists when synchro-
nizing with the server, the order will continue to be processed exactly as if it was a
connected application. The programming model is thus transparent with respect to
the disconnected execution environment.

4. Disconnected Programming Models: Service Data
Objects and Enterprise JavaBeans

A programming model can be viewed as a contract between a computing environ-
ment and developers who write programs that execute in that environment. On the
one hand, the contract specifies “services” that the computing environment must pro-
vide to developers. On the other hand, the contract imposes “constraints” on the type
of programs that developers may write. A programming language is thus associated
with a programming model. For example, the Java programming model specifies
that the Java Virtual Machine will automatically “garbage collect” an object’s mem-
ory when that object is no longer referenced by other objects. Java programs, for
their part, must dolexical scoping because the programming model simply forbids
any other type of scoping, such asdynamicscoping.



PROGRAMMING MODELS AND SYNCHRONIZATION TECHNIQUES 101

Specialized frameworks such as those forbusiness(enterprise) components[4,6,
10] are associated with more specialized programming models. The computing en-
vironment (often called acontainer) provides more services to developers, but also
imposes more constraints on developers. Typically, the more sophisticated the ser-
vices provided (e.g., transactions or persistence), the greater the constraints imposed
on developers, and the less they can simply “do their own thing”[24].

Business components are usually comprised of aninterface(used by the appli-
cation’s clients) and animplementation(provided by developers). In such cases
we must therefore distinguish between aclient anddeveloperprogramming model.
The developer programming model requires developers to deal with an architected
component life-cycle. The life-cycle dictates a state transition diagram that will be
followed as components are created, activated, and destroyed. As the component
makes transitions from one state to another, the container invokes specific methods
on the component: developers must ensure that their implementation of the compo-
nent’s interface provides the appropriate semantics. The client programming model
specifies the way that clients must access the container in order to create, locate,
update, or delete components.

In this section we discuss two programming models for disconnected business
applications, focusing on how the programming models reduce (for both developers
and clients) the effort required to deal with “disconnection” (i.e., the issues discussed
in Section3).

4.1 Service Data Objects: Concepts

We begin our discussion with Service Data Objects (SDOs). A paper[35] describ-
ing the motivation for, and providing context about, SDOs was released in 2003,
along with version 1.0 of the specification. Version 2.0 of the SDO specification was
released in 2005[36]. In general we will refer to SDO 2.0 in this chapter.

Although SDOs were initially presented as a joint proposal from IBM and BEA,
they are also under development as a Java Specification Request (#235)[37]. Ref-
erence[34] provides an overview of the SDO specifications; and IBM’s reference
implementation can be downloaded from the Eclipse site[38].

A Data Access Service(DAS) is the SDO “container” construct. As shown in
Fig. 7, a data access service mediates between persistent datastores and applications
by materializing and managingdata graphinstances. Data graphs are comprised of
DataObjects, the “DO” of the SDO specification. Note, that although the DAS is a
key concept of the SDO architecture, it is not currently covered by the SDO 2.0 spec-
ification. The various sample mediators which have been constructed[2,41] appear
to have DataStore-specific APIs.

A DAS provides the following function to applications:
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FIG. 7. Top-level SDO concepts.

• It populates a data graph using state from a datastore.

• It propagates a modified data graph (i.e., after an application’s interactions) back
to the datastore.

The DAS ideally provides uniform data access to different datastores (e.g., relational
and XML).

Data graphs thus provide applications with atransientcopy of data that has a con-
sistent API regardless of the underlying source of the data. As denoted by its name,
it presents a graph API to applications, where each node of the graph is a DataOb-
ject. The following data graph features are especially relevant to understanding how
SDOs support disconnected applications:

• Changes made by an application are (optionally) automatically captured in a
“change log” history. The change log indicates which DataObjects were cre-
ated and deleted, and contains the old values of any properties that have been
modified.

• Data graphs are serialized as XML, using a well-defined format, and thus ease
communication between clients and servers.



PROGRAMMING MODELS AND SYNCHRONIZATION TECHNIQUES 103

A DataObject has a relatively simple structure. It consists only of a set of proper-
ties (properties are either “primitives” or references to other DataObjects in the data
graph). The properties are exposed through “getters” and “setters.” Applications can
access DataObjects by navigating through the data graph or by using accessors with
an XPath syntax[44].

Data graphs may include an XML schema[43] that describes the structure of its
DataObjects. Depending on whether or not the schema was known to the application
developers, applications can access DataObjects in one of two styles: “static” (known
schema) and “dynamic” (unknown schema). The static style allows tools to generate
typed interfaces to the DataObjects and can potentially improve performance since
the DAS can optimize access for a known type. The dynamic style further decouples
application developers from the data used in the application, but at the expense of a
generic interface to the DataObjects.

We implemented a subset oforder entryusing SDOs in order to illustrate the
current state of SDO programming. This sample was built and tested using Eclipse
3.02, and SDO EMF Tools version 2.0.1[38].

Since the current Eclipse SDO support does not provide any DAS implemen-
tations, we create the OrderEntry data graph manually using EMF-specific APIs
(Sample 1). The remainder of the example uses only the APIs of the SDO 1.0 speci-
fication[36].

OrderEntry is the “root” DataObject fororder entry. If a DataGraphAPI were
used, OrderEntry would be returned byDataGraph.getRootObject(). All
the “entity” DataObjects fromorder entryare created as contained DataObjects un-
der OrderEntry.

Sample 2shows the creation of a Agent DataObject contained within OrderEntry.
Note that currently no Java interface is generated which extends both DataObject and

OrderentryFactoryImpl oeFactory = new OrderentryFactoryImpl();
OrderEntry orderEntry = oeFactory.createOrderEntry();

SAMPLE 1. Create root DataObject OrderEntry.

DataObject orderEntryDO = (DataObject) orderEntry;
DataObject agentAsDO = orderEntryDO.createDataObject("agents");

SAMPLE 2. Create Agent DataObject.
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Agent agentAsAgent = (Agent) agentAsDO;
agentAsAgent.setId("123"); // static API

agentAsDO.setString("name", "Tom"); // dynamic API

System.out.println("agent = " + agentAsDO);

SAMPLE 3. Updating Agent properties.

agent = com.ibm.watson.oats.orderentry.impl.AgentImpl@5a50a67a (id:
123, name: Tom, password: null)

SAMPLE 4. Output from print Agent.

DataObject agentDOViaXPath =
orderEntryDO.getDataObject("/agents.0");

DataObject agentDOViaXPath2 = (DataObject) orderEntryDO
.get("agents[name=‘Tom’]");

SAMPLE 5. Retrieving an Agent.

OrderEntry; we must therefore cast OrderEntry to DataObject to access the DataOb-
ject methods.

DataObject properties may be updated using static, Agent-specific, methods such
assetId, but this requires the application to first cast theDO to anAgent. Alter-
natively, the application can use the dynamic (generic) DataObject methods such as
setString() (seeSample 3). The output from printing the Agent DataObject is
shown inSample 4.

Sample 5shows the usage of XPath queries to retrieve Agents. If the Agent is
known to be the first one contained within OrderEntry, the query “/agents.0” will
retrieve it. If the value of one of the Agent properties is known (e.g., “name”), the
property can be specified in the XPath query, as in the second example.

XPath queries may also be used to navigate within DataObjects, or from one
DataObject to another.Sample 6shows an XPath query which navigates from the
Agent to its “name” property.
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Object agentName = agentDOViaXPath2.get("name");

SAMPLE 6. Navigating from Agent to property.

agentAsDO.delete();

SAMPLE 7. Deleting an Agent.

Finally, a DataObject may be deleted by invoking theDataObject.delete()
method, as shown inSample 7.

4.2 Enterprise JavaBeans: Concepts

EJBs are a component model for enterprise applications written in Java. In contrast
to SDOs, EJBs are a relatively mature technology: version 1.0[11] was released in
1998, version 2.0 in 2001, and a draft version 3.0 is currently (in 2005) under review.
We offer a brief overview of the EJB programming model here; in addition to the
specifications[10] themselves, thorough coverage is presented in[28].

Three types of EJBs exist:

(1) entity beans, components that are shareable and transactionally recoverable,
and whose state is typically persistent in a datastore (e.g., an account in a
banking system);

(2) sessionbeans, transient business process components that can participate in a
transaction without being transactionally recoverable themselves (e.g., a funds
transfer between two accounts). Session beans can maintain client state across
method invocations (statefulsession beans), or they may maintain no client
state between method boundaries (statelesssession beans);

(3) message-drivenbeans, asynchronous components that are invoked by JMS
[16] messages. Message-driven beans play an application role that is similar
to session beans, and differ chiefly in that (1) they are asynchronous and (2) do
not have an API that is driven by clients.

In the client EJB programming model, life-cycle operations (e.g., creation and query)
are performed on an EJBHome. Homes are thus “factories” that produce and aggre-
gate EJBs of a specific interface type. If an EJB exists, and the client has obtained a
reference to it from its Home, the client can then directly invoke the EJB’s interface
methods.
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In contrast with the client EJB programming model which is concerned with Home
and EJBinterfaces, the developer EJB programming model is concerned with inte-
grating EJBimplementationsinto an EJB container. A stateless session bean method
implementation is analogous to a procedure call implementation. An entity bean
method implementation manipulates anabstract persistence schemato implement
the component’s API. The notion of an abstract persistence schema is important
because it allows developers to delegate the management of a bean’s state to the
container. Developers are concerned only with virtual persistence fields and rela-
tionships, so that container-supplied tools are free to implement this state indepen-
dently of the developer. EJBcontainersautomatically provide EJBs with common
requirements of business applications such as persistence, concurrency, transac-
tional integrity, and security. Standardized life-cycle methods such asejbCreate,
ejbActivate, andejbStore, are “hooks” for developers to interact with the
hosting container in well-defined ways. The distinction between “local” and “re-
mote” interfaces is another architected interaction between developers and a con-
tainer. Using a local interface allows beans that are deployed within a single container
to communicate efficiently by eliminating the overhead associated with a RMI call
(because the beans are instantiated in the same address space). The remote inter-
face is required only when remote (i.e., resident in a different address-space) clients
interact with the EJB. Bean developers can thus focus on the business logic of the
application; when deployed to an EJB container, the components are embedded in
an infrastructure that automatically supplies the business component requirements.

We implementedorder entryusing EJBs to facilitate a comparison to the SDO
client-side programming model.

Sample 8shows how an Agent is created from its Home. In contrast to SDOs,
agent instances are not contained within an encapsulating “OrderEntry” graph, but
rather are contained within their own Home. Also, entity EJBs are required to define
a primary key, because it is needed in order to support single-level store (see Sec-
tion 4.3). For Agent, there is a UUID[42] defined by the abstract persistence schema
for use as the primary key. The UUID must be provided at entity creation time, and
is immutable. In contrast, although the Agent SDO defines an Id (seeSample 3), it

final javax.naming.Context context = new javax.naming.InitialContext();
final AgentHome agentHome = (AgentHome) context.lookup("Agent Home");
final String uuid = UUID.generate();
final Agent agent = agentHome.create(uuid);

SAMPLE 8. Creating an Agent EJB.
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agent.setName("Tom");
agent.setPwd("***");
System.out.println ("agent = "+agent);

SAMPLE 9. Updating an Agent.

agent = [EJB class = com.ibm.oats.test.disco.order.OATSBMPAgentJDBC,
key = fad895da00000103000000012a571211779bd88c, contents = AgentBean
=[name=Tom, pwd=***]

SAMPLE 10. Printing the State of an Agent EJB.

final Agent agentByPK = agentHome.findByPrimaryKey(uuid);

SAMPLE 11. Retrieving an Agent via its Primary Key.

final Collection agentCollection = agentHome.findAll();
final Iterator agentIterator = agentCollection.iterator();
while (agentIterator.hasNext()) {

System.err.println ("agent="+agentIterator.next());
}

SAMPLE 12. Retrieving a Collection of Agents

is not immutable, and does not even have to be set to a value, since it is not used for
identity mapping.

EJBs are updated via the component interface.Sample 9shows how clients update
the Agent state. The output from printing the Agent EJB is shown inSample 10.
Unlike SDOs (seeSample 3), there is no dynamic get/set API for EJBs, other than
the standard Java Reflection API.

An EJB can always be retrieved via itsprimary keysince an EJB is required to have
a unique identity with respect to its Home. In addition, EJBs can also be retrieved via
“custom queries” that may be optionally declared on the EJB’s Home. Such queries
can either return a single EJB instance or multiple EJB instances that match the query
predicate.Sample 11shows how a single Agent is retrieved via its primary key.

Sample 12shows how multiple Agent instances are retrieved through a custom
query that specifies “all Agents.”

Finally, Sample 13shows two ways to delete an Agent EJB.
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agent.remove();
// or: agentHome.remove(uuid);

SAMPLE 13. Deleting an Agent.

4.3 Comparison of SDO and EJB Application Programming
Models

The SDO architecture uses atwo-levelstore approach to database-state manage-
ment. That is, an explicit distinction is made between the DataObject(s) that are
resident in memory (the first-level store) and the persistent data resident in the data-
base (the second-level)[24]. Operations must be explicitly invoked on the DAS in
order to copy state between the two levels.

With respect to entity beans, in contrast to the two-level store approach used by
SDOs, EJBs use asingle-levelstore approach[5]. That is, no distinction is made
between the instantiated (in-memory) (entity bean) component and the persistent
copy. Essentially, whenever the in-memory component is modified, the persistent
copy is automatically updated (although the changes are not committed until the
transaction is committed). This has a number of advantages over two-level store: first,
since a maximum of one copy of each component is memory-resident, the application
does not have to worry about aliasing problems, in which the application accidentally
obtains multiple copies of the component, and their states become different. Second,
the application does not have to remember to propagate updates from the in-memory
copy to the persistent copy. This is handled automatically at commit time.

In order to implement single-level store, each component must be assigned a
unique identity. This allows the middleware to maintain an association with its loca-
tion in persistent storage. In addition, it allows the middleware to detect references
to components already in memory, and thus avoid duplicate copies (aliasing). For
EJBs, the EJB container is responsible for maintaining the mapping between a com-
ponent and its persistent state, obviating the need for explicit state-transfer methods.
The mapping consists of two parts: the abstract persistence schema and the com-
ponent identity definition. The abstract persistence schema specifies the mapping
between portions of the database record and the bean’s correspondinggetter and
setter methods. The component identity definition defines the subset of the data-
base record used to uniquely identify the component: this is always “read-only” state,
since changing this state causes the object’s identity to change as well.

For an example of the potential problems of aliasing, suppose that the application
retrieves a data graph DG1 from the DAS, and then retrieves a second data graph
DG2 from the DAS. DataObjects in DG1 and DG2 which represent the same logical
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data (e.g., Agent 86) may have different values in memory. In contrast, EJB Entity
Beans returned by different calls to the EJB server will always have the same value
within the same transaction.

Although it may be possible to change the SDO architecture into a single-level
store architecture, this will require defining identity for the entity DataObjects. In
addition, runtime middleware would be needed to manage the DataObjects. The mid-
dleware would need to track DataObjects by identity, and force returned DataObject
references to point to in-memory copies if they exist.

EJBs and SDOs both use a similar meta-model, sometimes called a Navigational
Database[31]. The database consists of entities (discrete “things”), with pointers
and paths which can be used to navigate between entities. Both EJBs and SDOs have
a notion of a special “containment” relationship, as contrasted with a “reference”
relationship: entities must be contained within exactly one other entity. Entity EJBs
are always contained within an EJB Home specific to that entity, whereas SDOs
have a more general containment structure (DataObjects must be contained by a
DataGraph). Reference relationships are largely unrestricted in both EJBs and SDOs.

Since EJBs are objects, they may have (significant) business logic embedded in
them. For example, an entity EJB which contains a ”birthdate” property as part of
the abstract persistence schema may have agetAge() method. The business logic
which implementsgetAge() is embedded in the EJB, and calculates the age based
on the current date. Stateless session EJBs also have business logic, but do not have
an abstract persistence schema. In contrast, SDOs only have properties (getXXX()
andsetXXX() methods or equivalent), and lifecycle methods (create and remove
DataObjects and/or properties). The developer may not specify the implementation
of these methods, nor may they add non-property methods. An SDO-based applica-
tion must push such application logic into higher-levels of the application, since it
cannot be packaged with the appropriate component.

Both EJB and SDO attempt to hide the details of the persistent datastore from
the client application. For EJBs, the EJB Specification[10] specifies Home and EJB
component (EJBObject) APIs which are independent of the underlying datastore. For
SDOs, the Data Access Service provides the API to the underlying datastore, ideally
in a way which is independent of the datastore.

SDOs are intended to work with meta-data describing the DataObjects that pop-
ulate the data graph. The meta-data itself could be populated from various model
frameworks, including XML schema, Eclipse Modeling Framework (EMF), and aug-
mented relational schema[37]. In examining the code produced by[38] and other
SDO samples, however, we noted that applications were certainly not required to
supply this meta-data, nor took advantage of its potential. EJBs use meta-data de-
rived both from invoking the Java Reflection API on the component interfaces and
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bean implementation, and from the deployment descriptor itself. The EJB version 3
specification is placing an even greater emphasis on the use of meta-data.

As compared to EJBs, SDOs are much better suited for transmission between ad-
dress spaces. SDOs, in fact, are a type of Data Transfer Object (DTO[8]). As such,
SDOs are useful because they allow data graphs to be passed between address spaces
in a well-architected fashion. EJBs, in contrast, are explicitly restricted to serialize
“by reference” rather than “by value,” and are thus much more closely tied to a given
address space. Although EJBs can be transmitted between address spaces through an
approach that applies Java Serialization[20] to an entity bean’sstate[25], SDOs are
an improvement in this regard because serialization can have difficulty when serial-
izing objects between different Java versions.

4.4 Suitability of SDOs & EJBs for Disconnected Applications
The SDO Whitepaper[35] discusses the suitability of the SDO programming

model for disconnected applications:

Support for disconnected programming models. Many applications naturally
have a disconnected usage pattern of data access: an application reads a set of
data, retains it locally for a short period of time, manipulates the data, and then
applies the changes back to the data source. For example, this is a very common
pattern in Web-based applications: a Web client requests to view a form, a Servlet
or JSP requests data in a local read transaction and renders the data in an HTML
form, the Web client submits updates to a form, and the Servlet or JSP uses a
new transaction to update the data. Best practice typically dictates that optimistic
concurrency semantics be used for this scenario, which provides for high levels
of concurrency with the appropriate business-level semantic.

However, it is important to note that this usage of “disconnected” is very differ-
ent from our usage. Our discussion of disconnected applications is with respect to
enabling the successful execution of applications on devices which do not have con-
nectivity to the master database server, including replication of the database subset
to the client, disconnected execution of the application, and propagation of the client
updates to the server upon reconnection (see Section2). In contrast, the usage of
“disconnected” in the SDO documentation is very similar to the meaning of “pseudo-
conversational” transactions in the literature[3]. Pseudo-conversational transactions
are a design pattern for supporting optimistic concurrency-control on top of database
managers that do not directly support optimistic concurrency-control. In pseudo-
conversational transactions, the database transaction is closed (committed) while a
user-interaction takes place. This prevents the application from holding locks dur-
ing user think-times. After the user interaction is completed, the transaction context
is reopened, and any updates specified by the user are then made to the database.
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The updates are made using optimistic concurrency control, so that incompatible
database changes made during the user interaction (e.g., by other users and/or appli-
cations) will be detected, and the transaction will be aborted.

A close reading of the SDO literature shows that the use-cases rely on continu-
ous connectivity between the application, the DAS, and the database. If the DAS is
collocated with the application, it cannot access the database during disconnected op-
eration. Conversely, if the DAS is collocated with the database, it cannot be accessed
by the disconnected application.

One possible way in which disconnected applications could be implemented on the
current SDO architecture would be to have the application avoid making calls to the
DAS while disconnected. In this scenario, the application would make a call to the
DAS before disconnection, and the DAS would return the database subset of interest
to the client. The first difficulty with this approach, is that the application almost
certainly already has most of the database subset (from the previous disconnection).
There is no mechanism within the current SDO architecture to conveniently retrieve
only the incremental changes to a data graph, and automatically merge them with the
outdated (but mostly correct) version of the data graph.

Another difficulty is that, upon reconnection, the application would need to pass
the entire database subset (as a data graph) to the DAS. Thus, the unmodified portions
of the data graph would also need to be communicated to the DAS. Within the current
SDO architecture, there is no way to serialize only the change log and updated values
of the datagraph.

Thus, although the DataGraph and DataObject APIs support a good client pro-
gramming model, these difficulties suggest that a reasonable approach to supporting
disconnected applications with the SDO architecture would require placing addi-
tional middleware between the application and the existing DAS. Since the DAS
interface is currently undefined, we propose that the new client-side middleware be
architected as a DAS which provides disconnected client support (seeFig. 8). The
server-side DAS is used only by the client-side DAS, and provides whatever API is
needed by the client-side DAS.

Since multiple (disconnected) client-side transactions would now need to be prop-
agated to the server, presumably, the SDO architecture would be enhanced with an
API or annotations to specify how changes to the data graph are interleaved with
transactional behavior. A possible approach would to simply incorporate technolo-
gies such as the Java Transaction API (JTA[23]) “by reference.” This would re-
quire developers to explicitly control transaction activity throughbegin, commit,
androllback commands. It would harder for the programming model to supply
declarative transactions in the way that EJBs do (to seamlessly integrate session and
entity transactional activity) since SDOs do not include business logic (Section4.3).
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FIG. 8. Proposed client-side data access service.

More fundamentally, such a client-side DAS would have to address the need to
support conflict resolution when conflictsdo occur, which is one of the main fea-
tures of a disconnected programming model (Section3). This is a difficult problem
because conflict resolution appears to require detailed knowledge of application se-
mantics, and cannot therefore be easily done by middleware. Unfortunately, there is
no “silver bullet” for this challenge. Relative to technologies such as DB2e[7] or
cached RowSets[33], SDOs provide synchronization middleware with an API to a
DataObject’s change history. The SDO ChangeSummary API, however, assumes that
synchronization is done using data replication rather than method replay (Section3).
New ideas for change management, such as method replay, do not easily fit into the
architected change summaries.

Can EJBs be used as a disconnected programming model? The claim by the SDO
whitepaper that EJBs are not suitable for “disconnected” environments is really a
claim that EJBs use pessimistic concurrency control and lock data. As shown by
work in EJB caching[25], EJBs (like SDOs), certainlycan use optimistic concur-
rency control mechanisms. Granted that the EJB specificationassumesa connected
environment, we do not see why the EJB programming model cannot be projected
to disconnected environments as well. As discussed in Section2, the chief chal-
lenge introduced by disconnection is client synchronization with the server. Although
EJBs do not provide a change history API, EJB containers can transparently provide
this information in a straightforward fashion, and can thus transparently provide de-
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velopers with synchronization between the client and server. In fact, unlike SDOs,
EJB containers can provide the information needed to implementeither the data-
replication or method-replay approaches.

Thus, an evaluation of the suitability of SDOs or EJBs for disconnected appli-
cations should realize that the differences between the EJB and SDO programming
models (Section4.3) are orthogonal to the problems of replication, synchronization,
and conflict resolution. What matters is whether the programming model precludes
deployed components from interacting with synchronization middleware in a way
that provides transparent synchronization function. From this perspective, EJBs are
at least as suitable as SDOs for developing disconnected applications.

Recall that the EJB programming model is explicitly concerned with identifying
and facilitating the distinct roles that are required to develop and deploy an appli-
cation. The programming model specifies contracts that separate, for example, the
bean-provider role (provider of the application’s business logic) from the container-
provider role (provider of the deployment tooling and runtime that supply deployed
EJBs with functions such as transaction and security management). Stage3 synchro-
nization function can be similarly abstracted as a container-provided function that
bean providers can take for granted, and that is transparently provided by the middle-
ware. The EJB programming model is thus well suited for projection to disconnected
devices: the existing role separation enables us to enhance existing containers with-
out changing the API and semantics used in connected EJB applications.

We validated this hypothesis by buildingEJBSync—prototype middleware that
projects the EJB programming model to disconnected devices using the method-
replay approach. Because an EJB’s state is backed by a datastore (typically a rela-
tional database), data replication can also be used to synchronize an EJB application
that executed on a disconnected device to the server. As the EJBs are modified, they
modify the backing datastore, and that datastore can be synchronized with existing
middleware such as DB2e. However, for the reasons presented in Section5, syn-
chronization based on method-replay enables a more successful programming model
projection than one based on data-replication.

4.5 EJBSync: Middleware for Disconnected EJBs

EJBSync(seeFig. 9) is middleware that is both application-independent and
application-transparent. That is, an EJB business application developed for a con-
nected environment can be deployed to a disconnected environment with no (or few)
changes.

As discussed in Section4.2, EJB methods are specified in an interface definition
that is invoked by clients.EJBSyncextends the tooling that deploys EJBs to a con-
nected container in the following way. Whenever the deployed component (i.e., the
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FIG. 9. EJBSync: method replay infrastructure.

class that implementsEJBObject) delegates a client invocation to the bean imple-
mentation (i.e., the class that implementsSessionBeanor EntityBean), a top-level
method invocation is logged by creating a LogRecord EJB. For example, if an ap-
plication invokes the SSBnewOrder method, and that method, in turn, invokes the
OrderHome.createOrder and a series ofOrder.addLineItem methods,
only newOrder (and its arguments) are logged.EJBSyncis responsible for tracking
the dynamic method depth at which a given method executes. Note that only remote-
able EJBs support method logging using theEJBSyncmiddleware. Local-only EJBs
do not have Handles that allow references to them to be saved persistently, and their
parameters are not restricted to serializable datatypes.

Sample 14shows the signature of thenewOrder method as specified in theMan-
ageOrderSSB. The bean developer implements this method to validate the input
parameters, and iterate over the set of line items in the order so as to interact with the
OrderHome, OrderLineHome, StockHome, andCustomerHome and place
the order.ManageOrder and its implementation are specified independently of any
container implementation or environment, and can be deployed to any EJB container.
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public String newOrder
(final String agentID, final String customerID, final Set orderSet)
throws RemoteException, PlaceOrderException;

SAMPLE 14. Signature ofnewOrder.

public String newOrder (String p0, String p1, Set p2)
throws RemoteException, PlaceOrderException
{

PVCSSBContext context = null;
final TxMethodToken token = preInvoke(TransactionAttribute.REQUIRED);
retVal = null;
try {

context = getHome().getPooledSessionContext();
retVal = getBean(context).newOrder(p0, p1, p2); // business logic

}
catch (PlaceOrderException e) {

postInvoke(TransactionAttribute.REQUIRED, token);
throw e;

}
catch (Throwable e) {

postInvoke(TransactionAttribute.REQUIRED, token, e);
}
finally {

getHome().replaceContext(context);
}

// no exception -- commit if necessary
postInvoke(TransactionAttribute.REQUIRED, token);
return (retVal);

}

SAMPLE 15. newOrder for connected container.

When deployed in a connected environment, the container’s tooling generates an
implementation that interacts with the container to provide container services to the
component. Such tooling is obviously container-specific, and the code shown inSam-
ple 15is only meant to show how the deployed bean delegates business logic to the
original bean implementation.

Sample 16shows how theManageOrder SSB is deployed to a disconnected con-
tainer. As the deployed component executes, it has exactly the same semantics as the
connected version of the application. This is because the container does not modify
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public String newOrder (String p0, String p1, Set p2)
throws RemoteException, PlaceOrderException
{

PVCSSBContext context = null;
final DiscoMethodToken token =
discoPreInvoke (TransactionAttribute.REQUIRED);
String retVal = null;
try {

context = getHome().getPooledSessionContext();
retVal = getBean(context).newOrder(p0, p1, p2);
if (token.shouldLog()) {

final Class[] formalParameterTypes = new Class [3];
formalParameterTypes[0] = String.class;
formalParameterTypes[1] = String.class;
formalParameterTypes[2] = Set.class;
final Object[] args = new Object[3];
args[0] = p0;
args[1] = p1;
args[2] = p2;
discoLogMethod("newOrder", retVal, formalParameterTypes, args);

}
}
catch (PlaceOrderException e) {

discoPostInvoke(TransactionAttribute.REQUIRED, token);
throw e;

}
catch (Throwable e) {

discoPostInvoke(TransactionAttribute.REQUIRED, token, e);
}
finally {

getHome().replaceContext(context);
}

discoPostInvoke(TransactionAttribute.REQUIRED, token);
return (retVal);

}

SAMPLE 16. newOrder for disconnected container.

the business logic provided by the bean developer in any way. (This is the approach
used by connected EJB containers in which the deployed component delegates all
business logic to the original bean, and only adds additional, container-specific, func-
tion.) Rather, the deployed component “calls out” to the logging function after a
top-level transaction completes successfully, in a manner that resembles—from the
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bean-provider’s viewpoint—“aspect-oriented” programming[1]. The only difference
between the connected and disconnected versions of the application are that discon-
nected execution dynamically constructs a log that can be used to do synchronization
based on the method-replay approach.

Because it has access to the container’s transaction mechanisms,EJBSyncrespects
the transaction structure that is dynamically created as the application executes.
Thus, LogRecords are scoped with respect to a given transaction; within a trans-
action, they are ordered in the sequence that the methods were invoked. This allows
all methods invoked in a given transaction to be atomically replayed on the server.

As outlined in the EJB specification, remoteable EJBs are passed by reference
between address spaces. This implies that, when they are serialized, the serialized
form contains only the EJB reference, not the state. This presents some difficulty
for LogRecords, because LogRecords are implemented as Entity EJBs in our mid-
dleware. The middleware must transfer the saved state of the LogRecords from
the client to the server during synchronization. In order that Entity EJB states
may be serialized, we introduce theEJB Memento[13] construct. EJB Memen-
tos contain all the values of the abstract persistence schema[10], and implement
thejava.io.Serializable interface. Entity EJBs are passed by value by ex-
tracting their EJB Mementos and serializing them instead.EJBSynctooling provides
automatic generation of EJB Mementos, as well as Home methods for creating EJBs
from their deserialized EJB Mementos.

When logging EJB method calls, the EJB references are saved, rather than the
values. This is because the replay should be invoked against the current state of the
EJBs, not the state at the time the method calls were logged. Normally EJB refer-
ences contain information about the address-space in which the EJB exists. Since we
need to replay against a different address space (the server rather than the client),
our middleware changes the serialization to remove the address-space information,
so that EJB references are deserialized as references to server EJBs with the same
primary key, residing in a server-located Home with the same JNDI name. (Normally
these references would deserialize into remote proxy objects.) This information, to-
gether with Java’s reflection mechanisms, enables server-side reconstruction of the
EJB on which the method was invoked as well as the method’s parameters. A method
is replayed by executinginvoke on the correspondingMethod.

This approach enables an application-independent synchronization protocol.

(1) The synchronizing client invokes the client-sideEJBSyncmiddleware when it
wishes to synchronize with the server. All LogRecords created since the last
synchronization are transmitted to the server, in addition to the client’s id and
current synchronization-session id.

(2) The server-side Replicator SSB iterates over the set of LogRecords, batching
the LogRecords of a given transaction together, and ordering the transactions
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as they were originally invoked on the client. Each batch is invoked in a sepa-
rate server-side transaction and replayed atomically. The failure (as indicated
through an exception thrown by a replayed method) of one transaction, auto-
matically causes the failure of all subsequent transactions. Finally, the server
returns aSyncTokento the client which can be used to query the status of the
synchronization.

5. Evaluating Disconnected Programming Models

This chapter contends that a connected programming model for business applica-
tionscanbe projected to disconnected devices such that:

• the semantics of the programming model are (almost) unchanged regardless of
whether the application executes in a connected or disconnected environment;

• the need to synchronize the device’s work to the server is hidden from develop-
ers by a combination of the programming model and middleware;

• applications developed with this approach can be usefully deployed to dis-
connected devices because work performed on the device will be committed
successfully to the server.

This programming model consists of:

• A transaction model using detection-based algorithms to perform concurrency
control[12].

• Synchronization based on method-replay algorithms.

• A component model that delegates transactions, persistence, and security to
container middleware rather than requiring developers to supply this function.

As short-hand, we shall refer to this programming model asEJBSync(Section4.5)
becauseEJBSyncis a prototype realization of the programming model. A quanti-
tative evaluation of this contention requires considerable experience with deployed
applications over a long period of time. In the absence of such experience, we will
validate our claim by comparing our approach to some popular alternatives.

5.1 Exotic Transaction Models

Several more complicated programming models have been introduced to address
the problems of mobile disconnected business applications[9,27,32]). These attempt
to reduce conflicts and/or operate in resource-constrained environments. As dis-
cussed in Section1.4, business applications (at least in the medium term) will be
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deployed to sufficiently robust environments that the use of non-standard transaction
models is not needed to reduce synchronization conflicts. Also, it seems likely that
many of the resource constraints of disconnected clients will be reduced or elimi-
nated in the future. Thus is seems preferable to use a programming model which is
familiar to developers of connected applications.

5.2 Message-Based Programming Model

The message-basedprogramming model is a common approach to building dis-
connectable applications. Business applications are explicitly partitioned into two
portions: one is explicitly coded to execute on the disconnected device, and the
other is explicitly coded to execute on the server when the device reconnects to the
server. The programming model is “message-based” because, on a per-application
basis, developers devise a suite of messages that are transmitted by the device to the
server during the stage3 synchronization process. Upon receiving these messages,
the server invokes programs that propagate the change-set to the server’s database.

In our order entryexample, the portion of the application that runs on a discon-
nected device is responsible for saving enough of the new order information to allow
the server to update its database as if the order had been placed by a server-side ap-
plication program. This might include the name of the agent executing the order, the
customer for whom the order is executed, and the set of items in the order. During
synchronization, this state is transmitted to the server; a server-side program then
executes the order on the server using the state that was previously saved on the
disconnected device.

Figure 10sketches message-based synchronization to implementorder entry. It
shows the client portion of the application as having decremented the stock level
of staplers because one was sold to Mike; it also shows the subsequent message to
the server, instructing the server to decrement its stock level so as to process the
customer’s order on the server.

In terms of our evaluation criteria, the message-based programming model is less
useful thanEJBSyncbecause it requires two distinct application implementations
(for connected and disconnected applications), and it forces developers to be explic-
itly aware of the synchronization process. On the other hand, because developers can
completely customize the message suite and message contents, developers can po-
tentially “tune” the application so as to commit the maximum amount of the device’s
work to the server. Similarly, message-based synchronization can potentially mini-
mize bandwidth because only the minimum number of methods and the minimum
amount of state needed to invoke the server-side program has to be recorded on the
client and transmitted to the server.
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FIG. 10. Message-based programming model.

We consider the disadvantages of the message-based programming (compared
to EJBSync) to be considerable. Developers must “hand-craft” a two-part solution
(client and server) on a per-application basis. The application itself is responsible
for transactionally constructing and transmitting the message from the device to
the server, processing the message on the server, invoking the program that exe-
cutes the order on the server, and returning the results to the reconnected device.
EJBSyncis a step forward in the way it pushes more function into generic mid-
dleware.EJBSyncalso provides a productivity improvement, in that developers can
focus their efforts on the application-specific logic, rather than the infrastructure.
From the standpoint of productivity, as well, businesses would prefer to develop
only one version of an application, and deploy that application to both connected
and disconnected environments. The message-based approach usually requires that
two versions of an application must be developed: thepartitionedversion of the ap-
plication, described above, and aconnectedversion, for machines which are always
connected to the server. Thus the partitioned version requires additional develop-
ment, test, and maintenance effort beyond that required for the standard connected
version. The message-based approach also requires extra programming to enable the
disconnected device to see locally-applied state changes—that is, state changes made
by the application to the cached database. This is because the straightforward imple-
mentation of the messaging approach does not actually make changes to the local
database; instead, the actions are saved for eventual transmission to the server. Ap-
plying the changes locally complicates the implementation because the changes must
be transactionally merged with the updated server state after the server has executed
the application messages.



PROGRAMMING MODELS AND SYNCHRONIZATION TECHNIQUES 121

Interestingly,EJBSynccan be seen as a middleware-based version of the message-
based programming model. As with the message-based approach,EJBSynctracks the
key business activities that have occurred during the disconnected application’s exe-
cution. Unlike the message-based approach, middleware is responsible for tracking
these business activities; the application itself is unmodified, and remains unaware
that log activity is occurring. As with other comparisons between hand-crafted and
automated solutions, the message-based programming model may well (at least ini-
tially) provide a more optimal solution thanEJBSync. The usual tradeoff applies,
however: development and maintenance costs are considerably cheaper with an au-
tomated approach, and automated solutions are typically improved over time.

5.3 Data Replication versus Method Replay
As mentioned in Section3, the techniques used byEJBSynccan be used to

“hide” data-replication synchronization in the same way that method-replay is hid-
den. Based only on our first two evaluation criteria, these approaches are equally
good since middleware is used to capture the device’s change set and propagate it to
the server. Both approaches facilitate the deployment of disconnected applications
since the development, test, and maintenance costs have already been incurred when
building the connected version of the application. In fact, DB2 Everyplace provides
precisely this synchronization technique together with integrated middleware in a
commercial product. The key differentiator between these approaches relates to our
third criterion: the way in which the programming model supportssuccessfulprop-
agation of work from the client to the server. Specifically, method replay has the
following advantages compared to data replication:

• Method replay creates a smaller “footprint,” in that it is less likely to cause
conflicts during the synchronization process.

• Method replay projects a more consistent connected programming model to the
disconnected device because of the way conflict resolution logic is specified.

• With method replay, the device’s work executes against current data (during
synchronization) rather than an out-of-date version of the data.

We discuss these advantages in more detail below, and then discuss their implications
for building disconnectable applications.

5.3.1 Smaller Conflict Footprint

The more that the device’s database state differs from the server’s database, the
more likely that synchronization will fail. While we definitely do not want to ignore
a “true” conflict, we also want to minimize detection of “false” conflicts since those
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will cause useful work performed on the device to be discarded, or will require man-
ual intervention to fix. Because data replication performs synchronization in terms of
low-level data (where it is difficult to introduce higher-level semantics or application
logic), it is more likely to create such false conflicts than method replay.

To see why this is so, consider theorder entryexample, and note that two clients
may concurrently decrement the stock level for the same item. Data replication syn-
chronization sees these actions as conflicting: different clients have modified the
same row of the database. The middlewaremust flag this as a conflict, because
this will lead to a transaction serializability violation (one of the clients’ updates
will be a lost write [15]). From the perspective of the application, however, the
desired semantics are merely that sufficient stock exists during synchronization
to satisfy the order. The precise stock level value for a given item is irrelevant.
These semantics are easily expressed by a connected version of the application.
They are also easily expressed for a disconnected version that uses method re-
play. In fact, only one version of the application need exist, since the identical
purchaseOrder method executes for both connected and disconnected envi-
ronments, decrementing the stock levels appropriately, and validating only that
(0 != stockLevel). The same method—with the same validating business
logic—that executed and was logged on the device, is replayed on the server dur-
ing synchronization. Disconnected versions of the application that use data repli-
cation synchronization must use different semantics: stock levels during synchro-
nization must be identical to their levels during disconnected execution. Because
application-independent data replication middleware does not have enough semantic
information about the application to resolve this automatically, synchronization will
fail.

5.3.2 Consistent PM Projection

Advocates of data replication may counter that the previous argument is naive.
The sort of false conflicts described above can be easily avoided by adding business
logic as necessary to the synchronization engine. The middleware makes application-
specific synchronization “hooks” available to developers in order to explicitly com-
pensate for (and resolve) such false conflicts. The synchronization hooks could
(reasonably) assume that applications only increment and decrement stock levels,
and thus could determine the stock level that would result from the synchronization
of multiple transactions.

However, this starts the synchronization middleware down the path of understand-
ing the application semantics. Maintaining business logic in both the application and
synchronization middleware is problematic, to say the least. The synchronization
business logic is placed in the position of trying to reverse-engineer the changes made
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by the application logic, so that it can reconcile the data. More importantly, how-
ever, the more that such special-purpose logic must be added bydevelopers—rather
than being performed automatically by middleware—the more the programming
model’s consistent projection is compromised. While making the application discon-
nectable, it forces developers to explicitly “code around” the issue of disconnected
operation. More pragmatically, rather than maintaining a single version of the ap-
plication that can be deployed to both connected and disconnected environments,
the business must now maintain two (or one and a half) versions of the applica-
tion.

5.3.3 Execution Against Current Data

Because business applications must behave transactionally, a transaction model
is part of any programming model for business applications. At a high-level, both
data replication and method replay offer the same transaction semantics. In terms
of the taxonomy presented in[12], both use a detection-based algorithm, with
deferred validity checking, and invalidation when notified by the server about
an update. (This approach is sometimes termed “optimistic,” in contrast to pes-
simistic, lock-based, concurrency control mechanisms.) This enables high server-
side availability—despite long periods of disconnection or even device failures—
because the server is not forced to avoid potential conflicts.

Similarly, both approaches enable the connected transaction model to be projected
to disconnected devices.EJBSync, for example, presents a disconnected device with
the J2EE/EJB transaction model: sections of code can be explicitly demarcated with
a UserTransaction, or the developer can use declarative transactions on a per-
method basis. Transactions that are rolled back on the disconnected device are not re-
played on the server (since the LogRecords are not committed). During synchroniza-
tion, the transaction boundaries created during the client’s execution are preserved
on the server, as is the original transaction ordering. Data replication, as well, can
project the connected transaction model to a disconnected environment. Although
DB2 Everyplace sync does not maintain an application’s transaction boundaries or
ordering, this is a limitation of the implementation—not that of the idealized algo-
rithm. Gold Rush, for example[14], shows that mobile transaction middleware can
do data replication synchronization and preserve transaction boundaries and order-
ing. A similar situation holds with respect to validating “read sets”—the set of data
read, but not written, by the application. Data replication implementations validate
that conflicts have not occurred with respect to the application’s “write set,” but do
not appear to check whether other users have concurrently modified the synchroniz-
ing device’s read set. Although this can theoretically lead to a violation of transaction
isolation[15], in practice, we find it difficult to identify a realistic scenario in which
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this leads to a serializability violation that was not caused by the application logic.
Regardless, enhancing data replication implementations to also validate an applica-
tion’s read sets is relatively straightforward, and is not a fundamental limitation of
the algorithm.

The key difference between the transactional models of data replication and
method replay is more subtle, and involves the definition of transactional isola-
tion. Data replication synchronization ideally attempts to ensure that the device’s
transactions areconflict serializable[15] with the transactions that were previously
committed on the server. This criterion is defined in terms of read and write opera-
tions on data. Method replay attempts to ensure thattransformationsperformed on
the device are compatabile with transformations previously committed on the server.
In effect, transactions executed on the disconnected device aredelayedto a later point
in time: namely, the time at which synchronization occurs. They are guaranteed to
be serializable with the server-side transactions because, from the shared database
viewpoint, they are executedafter all the connected transactions have executed, and
using any data modified by the server-side transactions as their inputs. Thus, strictly
speaking, there cannot be a serializability violation. Under method replay seman-
tics, the fact that work executed on a disconnected client is (almost) irrelevant to the
transaction model. From a developer’s viewpoint, therefore, the programming model
is projected more consistently; from the client’s viewpoint, the work executed against
the most current version of the data.

The only caveat to the method replay transaction model is that any “human input”
into the disconnected client transactions may not be replayed accurately, because
the human thought processes are not captured in the method implementations. For
example, the user may have looked at her checking balance on the disconnected
client, seen a balance of $1000, and decided to withdraw $100. When the discon-
nected transactions are replayed on the server, the balance may have been $101.
The replayed method will withdraw $100, leaving $1, but had the user known she
only had $101 she may have decided to withdraw $50, or nothing. Also, she thinks
her new balance is $900, which does not represent the balance at any time in the
shared database. Typically, however, business logic will prevent a withdrawal of
an amount greater than the available funds at synchronization time, unless over-
drafts are permitted. Thus the synchronization process will not result in database
consistency violations, unless the application is flawed. Note also that these “hu-
man serializability violation” scenarios occur with data replication as well. Data
replication algorithms typically do not verify that data which was read but not mod-
ified by the disconnected client is unchanged on the server at synchronization time
(in fact we are not aware ofany data replication system which does this verifica-
tion).
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5.4 Useful Disconnectable Business Applications

We conclude by arguing that only approaches similar toEJBSyncenable devel-
opment of useful disconnectable applications, because of the inevitable issues that
arise as server-side function is moved to the client. A continuum exists with respect
to the degree to which server-side function is moved to the client. Browser-based ap-
plications exist at one extreme, in which almost all of the application resides on the
server. This “thin-client” approach has certain advantages, but the application can-
not execute on a disconnected device. To enable disconnectable applications, more
of the data and more of the application logic must reside on the client. At the other
extreme of the continuum,all of the application executes on the device. This may
not always be practical, but can be done for certain types of applications (e.g., for the
order entryexample used in this chapter). However, as we have shown, this approach
causes the maximum amount of data changes to take place on the device (e.g., stock
level changes). As more changes are made to the device’s database, it becomes more
likely that false conflicts will be detected by data replication middleware (false in
the sense that human intervention could easily resolve them). Relatively speaking,
method replay will cause fewer false conflicts to occur, because the replays happen
against up-to-date server data.

Consider the middle of this continuum, in which some application logic is moved
to the disconnected device, but some remains on the server. For example, take the
usage of a customer’s “available credit” balance in validating an order. The credit
balance could be replicated to the client, and orders placed only if the customer has
sufficient credit. If the balance is sufficient, the credit balance would be decremented
by the value of the order. Obviously this requires thatmore data be replicated to
the client. For data replication, this also raises a problem similar to the stock-level
problem discussed above. Because a customer’s credit balance is modified by each
placed order, orders placed for the same customer by different clients will always
result in a (usually false) conflict during the synchronization of the second client.
This conflict is usually false because only the exhaustion of the customer’s credit
balance is actually a problem. Two debits to the credit balance that do not exhaust
the customer’s credit could be combined arithmetically during synchronization.

In order to eliminate this false conflict for data replication, the credit-balance
check could be eliminated from the disconnected client version of the application.
Since thebusinessstill requires that the balance be checked and updated before ful-
fillment of the order, a separate server-side process, triggered by synchronization,
must be put in place to do the credit-balance check and update. The code itself is
not the problem. The problem is that this code is separate from the disconnected and
connected versions of the application. It is not embedded in the original order-entry
application flow, and it is not necessarily easy to fit it into the post-synchronization
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work-flow. In this scenario, in fact, data replication synchronization begins to re-
semble the message-based synchronization (with all of its disadvantages) discussed
above.

In contrast, with method replay, thepurchaseOrder method is modified to
conditionally perform the credit check and modify the existing balance only when
connected (and thus during synchronization as well). This additional application
logic is ignored when executing on the disconnected device. All that this approach
requires is the ability to determine whether a method is executing in a connected
or disconnected environment. The connected version performs the required credit-
check; the disconnected version branches around that code (placing the order without
the credit-check); and, during method replay, the credit-check will be transparently
performed before placing the order.

It seems therefore that the following tension exists with respect to deploying busi-
ness applications to disconnected devices. If you wish to use a single programming
model so as to develop and maintain a single version of the application, the applica-
tion will modify much transactional state. During synchronization, data replication
then is more likely than method replay to abort the work performed on the device be-
cause of false conflicts. This problem can be reduced, but only by creating connected
and disconnected versions of the application. Here too, method replay is more useful
than data replication because the branch logic is more easily packaged within a single
method or business process than as extraneous processes that must be hooked into
the business work-flow during synchronization. Executing the bulk of the application
on the server, with only a minimal application executing on the client, mitigates this
problem but only by drastically limiting the usefulness of disconnecting the applica-
tion in the first place.

The use of method-replay synchronization does constrain the application to take
extra care when accessing data that is outside the shared datastore. If such data be-
comes part of the client-side datastore, it may not be used correctly during replay
because the external value may have changed since the original disconnected ex-
ecution. For example, if an application sets fields based on the current time (e.g.,
timestamps) or using unique identifiers[42], the replayed application will use the
current values of the external data (e.g., the current time), not the values that were
originally used on the device. This may or may not be a problem. If the UUID is
used to set an EJB’s primary key, and that EJB is referenced (and logged) by the
application, method replay synchronization will fail because that EJB’s identity on
the server will be based on a new UUID value.

Data replication experiences a similar issue when dealing with unique identifiers.
Because the locally unique identifier (LUID) client ID may be different from the
globally unique identifier (GUID) server ID, the server must maintain an ID mapping
table for all items exchanged between itself and the client. Otherwise, the client’s
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datastore that references a set of LUIDs cannot be translated (or identified as refer-
ring to the data on the server by a different name) by the server. SyncML[40], for
example, uses aMapoperation to send the LUID of newly created data to the server.
This allows the server to update its mapping table with the new LUID, GUID asso-
ciation. However, this is not sufficient to address all possible problems. If the LUID
gets incorporated directly into application data, the synchronization process may not
know how to modify the application data, or even detect that it should be modified
during synchronization.

6. Summary and Conclusion

In the past, device resource constraints such as CPU and memory precluded even
considering whether to execute business applications on disconnected devices. Now
that such resource constraints are disappearing, we are forced to determine whether
the algorithmic issues related to client synchronization of disconnected work pre-
clude disconnected business applications. Similarly, the feasibility of programming
models that facilitate the development of such applications becomes increasingly
important.

We discussed these two areas of concern in this chapter. We explained why busi-
ness applications are particularly hard to “project” to disconnected devices. We then
introduced two general approaches used to perform synchronization:data replication
andmethod replay.

We also discussed two programming models as applied to disconnected business
applications. The first, Enterprise JavaBeans, was originally designed for connected
environments. Due to its component-based design, we showed that it can be pro-
jected to disconnected environments as well. The second, Service DataObjects, is a
new programming model which provides unified data access to heterogeneous data
sources, unified support for both static and dynamic data APIs, and support for tools
and frameworks. Although SDOs are targeted at “support for disconnected program-
ming models,” we show that the SDO definition of “disconnected” is significantly
different from the definition that we consider in this chapter. The SDO programming
model is designed to eliminate lock-holding during user think time, and is shown not
to be suitable for environments where communications between client and server are
interrupted, in its current incarnation.

Finally, we analyzed two different projections of the EJB programming model
to disconnected environments. We compared data replication to method replay, dis-
cussed alternative disconnected programming models, and showed that a connected
programming model can be usefully projected to a disconnected environment.
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Abstract
Although the use of the Internet and the World Wide Web (WWW) in acad-

emic publishing advanced since the early 1990s, the growth of electronic journals
proved neither as rapid nor as significant as was initially expected. Exploratory
work by information and library scientists predicted the demise of the traditional
academic publishing system. The Internet and electronic journals (e-journals)
were expected to change the way academia approaches scholarship and pub-
lishing. As in many other industries, immediately after the introduction of the
WWW, a large number of e-journals were established, followed by a high mortal-
ity rate. The resulting dominant design for academic publishing is a continuation
of existing paper journals, many with an electronic presence. A competing de-
sign is the electronic replica of a paper journal. These e-journals rarely use the
full “electronicity” afforded by the Internet and usually look and feel like a paper
journal.

In this chapter, we investigate the rationale behind the slow adoption of
e-journals by academia. The chapter examines the benefits and challenges in-
troduced by e-journals vis-à-vis the objectives of academic scholarship. We con-
clude that all three forms of e-journals solve many of the economic and technical
issues facing academic publishing such as reduced production and distribution
costs, reduced time lag, increased available space and new formats. However,
e-journals raise some fundamental social, political and institutional dilemmas
such as the ability to control the quality of the published material, long term
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sustainability, institutional resistance, increased work for editors, reviewers and
authors and backwards compatibility. Institutional resistance to e-journals in-
creases in direct proportion to the level of electronicity used by these journals.
These conflicts are difficult to resolve and will require a cultural change and
power shift.1
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1. Introduction

Published academic work is used both for knowledge building and dissemination,
and for the distribution of rewards, prestige and funds. The traditional form of acad-
emic publishing, based on printed journals, faces major, often reinforcing, obstacles
including:

1For example, electronic journals enable the use of Internet search engines (i.e., Google Scholar) instead
of traditional indexing services, thereby shifting power from the few indexing services to academicians.
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• time lags,

• increasing production and distribution costs,

• shrinking markets,

• decreasing ability to publish innovative and unorthodox work,

• space limitations,

• limited accessibility,

• limited format, and

• lack of interactivity.

An alternative is the publication of academic articles in electronic form using a
medium such as the Internet. As we will show in this chapter, introducing electronic
publishing offers benefits such as:

• reduced costs,

• reduced cycle time,

• increased space availability,

• increased accessibility, and

• increased interactivity.

At the same time, electronic publishing introduces new challenges such as:

• protecting copyrights,

• controlling publication quality,

• maintaining long-term sustainable copies,

• maintaining backwards compatibility, and

• developing an appropriate fee structure in a seemingly “free” medium.

Although the use of the Internet and the World Wide Web (WWW) in academic
publishing advanced since the early 1990s, the penetration of e-journals is not as
rapid and significant as was initially predicted. Exploratory work by information
and library scientists predicted the demise of the traditional academic publishing
system (e.g.,[38]). The Internet and electronic journals (which we will refer to as
e-journals) were expected to change the way academia approaches scholarship and
publishing[14]. Yet, the current trend in academic publishing differs from this pre-
diction.

Much like startups in many other industries, immediately after the introduction
of the WWW, a large number of e-journals were established, followed by a high
mortality rate. The resulting dominant design for academic publishing is a continua-
tion of existing paper journals, many with an electronic presence. This arrangement
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may not be the optimum design.2 In addition, even with advanced electronicity3

e-journals rarely use the full features afforded by the Internet; they often look and
feel like paper journals.

In this chapter, we describe the development of academic publishing as a means
of communication among scholars and as an instrument to measure scholarly pro-
ductivity and grant rewards (Section2). We next detail the forces that affect that
development and the challenges currently facing the publishing industry (Section3).
In Section4, we describe some of the solutions e-journals offer and the new chal-
lenges e-journals introduce. In Section5, we discuss the economics of electronic
journals. In Section6, we describe the effect e-journals have on various stakeholders
(authors, editors, academics as a community, libraries, and gatekeepers). We con-
clude (Section7) with insights regarding the directions in which academic electronic
publishing is heading.

2. History of Academic Publishing

Publishing is as ancient as herding and hunting. Even before people invented writ-
ing, they published their hunting expeditions on cave walls in the form of pictures
and symbols. For thousands of years, manuscripts and letters were copied manually.
This labor-intensive and time-consuming task made manuscripts a rare commodity.
Manuscripts were only available to a selected group of people. The dissemination
of knowledge through published work was slow. The quantity of the published work
was limited and its distribution local. The few who owned manuscripts and were able
to read them were so familiar with the work they did not need indexing or search
mechanisms. Manuscripts were copied manually and modified intentionally or acci-
dentally. Therefore, each copy of the manuscript was unique in some ways[49].

Cave writing was time consuming and not transportable, limiting the reach of the
information to a local tribe. Clay tablets and other similar material were portable
but impractical.4 Paper first appeared in China around 2000 years ago. It signaled
a major change in publishing and the dissemination of knowledge. The Arabs used
paper by the 10th century. It was only around the 12th century that paper reached
Europe. The invention of the printing press in 1450 was a subsequent technological
innovation that was facilitated by the existence of paper as a delivery medium.

The printing press signaled a first major change in the dissemination of infor-
mation among people. Manuscripts and books could be copied quickly and accu-

2 Some argue that it may be the worst possible design.
3 The term “electronicity” is used to define the extent to which an e-journal exploits the new content,

format, and structure afforded by the Internet.
4 Stone and clay were heavy, wood and scroll were not sustainable.
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rately for a fraction of the cost. Initially, very little changed in the way manuscripts
were organized. Over time, new features appeared such as alphabetic indexing, ti-
tle pages, page numbering, indexing and citation[49]. Following the printing press,
incremental technological innovations improved publishing. The introduction of the
typewriter, for example, improved the speed and the readability of manuscripts. The
introduction of word processors increased the speed and quality of writing by al-
lowing in-place corrections and inserts, thus limiting the number of drafts required.
Neither the typewriter nor the word processor changed the essence of publishing
substantially.

Prior to the existence of academic journals, scientific findings were disseminated
through personal letter, books, and professional meetings[49]. The first issue of an
academic journal, thePhilosophical Transactions of the Royal Society(London), was
introduced in 1665. At about the same time a new academic journal appeared in Paris,
theJournal Des Scavans[50]. Thus, although, technology and distribution channels
existed much earlier, the scientific community did not see a need to change its way of
disseminating its findings until the middle of the 17th century. The number of jour-
nals increased to 700 by 1800 and close to 10,000 journals by 1900[23]. In the 18th
century, academic publications assumed a new function; the registration of priority
claims. Copyrights were first recorded in 1709. In the 19th century, journal publi-
cations assumed an additional role as indicators of productivity and standing[50].
Publishing is still an integral part of the academic community. Journal publishing is
used to disseminate knowledge, enable communication among scholars and for the
gain of rewards and recognition.

3. Academic Scholarship

Because the core essence of academic publishing did not change in over 400 years
(Section2), academic journals today face multiple challenges in realizing their ob-
jectives.

3.1 Objectives

Schaffner[49] lists five objectives of the academic journal:

1. To build collective knowledge by adding to existing knowledge through new
research results.

2. To communicate knowledge. Journals are used to communicate findings to
other researchers, to students, and from time to time to practitioners, govern-
ment agencies, and industry leaders.
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3. To validate the quality of the knowledge published. Unlike other forms of publi-
cations (e.g., newspaper articles, personal letters), articles in academic journals
are peer reviewed (although the exact review process varies by journal). This
review process is designed to ensure the quality and validity of what is pub-
lished.

4. To distribute rewards. Journal publication determines the advancement of
scholars. Tenure, promotion to full professor, and merit pay all depend on the
number and quality of the articles published by the scholar. Quality is usually
measured by the rank of the journal and by the number of times an article is
cited and where it is cited.

5. To build a community. Academic journals rely on the existence of a community
of scholars to perform voluntary functions such as reviewing papers and edito-
rial work. Without the support of the community, academic journals could not
exist in their present form. Scholars that want to publish also need to contribute
to their community by participating in these activities.

3.2 Criteria
To fulfill these roles, academic journals should be[24]

• sustainable, • accessible, • timely.
• reputable, • of high quality,

For example, to build collective knowledge, academic publications should be acces-
sible so that scholars can find out what knowledge exists. They should be sustainable
to ensure that knowledge does not disappear and to allow scholars to add to the
research record. To support useful communications journals need to be timely. The
usefulness of the information depends on the cycle time from completing the work to
its appearing in print. In rapidly changing fields such as computers and information
systems, time lags can result in obsolescence as new ideas become available or new
developments take place. Because space in print journals and the time for reading
them are limited, readers want assurance that the journal offers high quality research
results.

3.3 Unique Characteristics
Peek[44] notes that “Academic journals are, by their nature, a unique genre in the

world of publishing.” Some of these unique features are:

• The circulation of most journals is relatively small[40,44]. For example, three
of the leading journals in information systems are Information Systems Re-
search (ISR), Journal of Management Information Systems (JMIS) and the
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MIS Quarterly (MISQ). Their data given in the government mandated annual
Statement of Ownership showed that their respective circulation in 2005 was
approximately 1500 (ISR), 1000 (JMIS), and 3000 (MISQ) per issue.

• Academic publishers must concern themselves with priority claims for being
first to make a discovery,5 with journal ratings, and with perceived reputation
and quality[11].

• Academic publishing, while not paying authors directly, offers scholars rewards
in prestige, advancement, and funding[11].

In addition, Odlyzko[40] lists four economic factors unique to academic publish-
ing that may influence the cost, pricing, and fee structure of the scholarly publishing
industry:

1. Decreasing markets. Not only is the circulation of most academic journals rel-
atively small, the number of subscribers is decreasing at an estimated rate of
about 4.5% a year[20], or a 50% reduction over 16 years[39] (seeFig. 1).6

This is partially due to the decrease in individual subscribers[52]. Accord-
ing to Tenopir and King[53], the number of individual subscribers has halved
between 1980 and 2000. To maintain marginal profitability publishers raise
subscription prices at a rate higher than inflation. The estimated price increase
for North American publishers is about 10.3% a year. Of the 10.3% increase,
about 2.8% account for inflation and 3% emanate from page increase. The

FIG. 1. Estimated reduction in journal subscriptions (based on Odlyzko[39]).

5 Because journals claim to publish new work, they need to make certain that contributions are new. In
effect they warrant that, to the best of their knowledge, the content is previously unpublished. Plagiarism
is a major transgression.

6 A 4.5% yearly decrease equals to a 50% decrease over 16 years[39]. This is similar to the 50%
decrease over 20 years estimated by[53].
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rest of the price increases cover losses of income due to reduction in subscrip-
tions[52,4]. This phenomenon is also known as the “serial crisis.”

2. Conflicting stakeholder incentives. The incentives for authors differ from the
incentives for libraries. Scholars determine the journals in which they want to
publish based on a journals ratings and prestige. Their choice of journal does
not depend on its cost. Furthermore, scholars mandate the journals the library
carry thereby creating demand. Libraries, however, are constrained by budgets
that are unrelated to scholarly grants or departmental budget.

3. Lack of price competition. Publishers take advantage of the conflicting incen-
tives of the stakeholders. Odlyzko[40] estimates the revenue, to the publisher,
from a 20-page article in Mathematics or Computer Science to average $4,000.
The cost to the library can range from $1,000 to $8,000.7 These variances in
charges are unrelated to the quality or prestige of the journal.

4. Publisher’s costs are minimal. The input material is almost invariably free to
the publisher. A large fraction of the work in academic publishing is done with
contributed labor. Authors and reviewers are rarely paid for their work[44]. At
best, editors-in-chief receive small honoraria.8 Associate editors are not paid.
Only production workers ranging from copy editors to printers to distributors
are paid at going rates. Authors usually9 do not receive royalties or payments
for articles published in journals and in some cases (e.g., in the sciences) they
or their institution are required to pay “page charges.10”

These unique characteristics introduce the challenges that academic publishing
currently faces. Some of the challenges are economic and relate to the increase in
cost and the reduced market share. Others are social in nature.

3.4 Current Challenges

Paper-based academic publishing suffers major deficiencies with respect to the
criteria discussed in Section3.1. Changes in the academic publishing industry are
needed to alleviate some of these issues.

7 Odlyzko [40] compares the cost variation to the airline industry and states that an airline charging
$8000 for a ticket could not survive if its competitors charge $1000 for the same type of ticket.

8 Based on the time they put into the journal, they are often paid less than minimum wage/hour.
9 A few journals, such as Information Systems Management which is oriented to practitioners but

publishes academic work (http://www.ism-journal.com/AuthorGuide.html#scope) give small payments
to authors.
10 Page charges refer to fees paid by the authors’ institutions on a per page basis. These fees are allowable
costs under government contracts and hence are usually paid for by funds from outside the University.

http://www.ism-journal.com/AuthorGuide.html#scope
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3.4.1 Space Limitations

The core challenge of paper-based journals is the limited space available. Space is
a scarce resource that needs to be managed carefully[12]. Print journals are limited
in space, due to the escalating cost of printing, copying, and distributing. Therefore,
they include only the minimum information essential to understanding the work.
Most articles do not include original data, long questionnaires, computer programs,
or complex algorithms.11 Graphics and photos are kept to a minimum, and color is
almost never used. Authors protest when word limits are imposed that prevent rich
contextual descriptions of, for example, case studies in information systems[58].

Ability of scholars to publish. Because space limits fix the number of articles qual-
ity journals can publish, authors compete for a fixed number of slots. A resulting
challenge is the ability of scholars to publish. Lotka’s law[33] states that “the number
of authors makingN contributions is about 1/Na of those making one contribution,
where “a” is often nearly 2. Thus, for example, if in a given field 2000 authors pub-
lish one article, then the number of authors who makeN = 10 contributions is
2000/102 = 20 authors. Thus, very few scholars publish most of the work and most
scholars publish very few articles[29].

Innovation versus control. Academic publishing generally does not promote inno-
vation and creativity[12,16,37]. The current system trades off control over quality
against dissemination of knowledge and communication. To maintain high quality
and stay within space limitations, gatekeepers tend to accept studies on topics that
are within established paradigms[25]. New and unorthodox work is often rejected
by gatekeepers[50,5]. Campanario[5] found that over 10% of the most highly cited
papers of all times encountered difficulties in being published.12 Given the limited
available space, editors prefer to commit a type I error (reject a promising article)
rather than commit a type II error (accept a poor article). Nord[37] suggested an
increase in journal space as a solution, but increased journal space increases cost.

3.4.2 Journal Focus and Learning Curves

In addition to space limitations, authors are deterred by:

1. Most established journals have a focus, a theme and rules of acceptance. The
ideology of the editorial board affects the review process. Editors choose re-
viewers whose ideology is similar to their own[16,25]. Therefore, new and
innovative work that does not fit within the established paradigms of existing
journals is hard to publish[47].

11 Which of these items are published depend, to some extent, on the field and the journal.
12 The list contains articles from various disciplines and can be found inCitation Classicsat:
http://www.garfield.library.upenn.edu/classics.html[last accessed 06/21/2005].

http://www.garfield.library.upenn.edu/classics.html
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2. Academic publishing requires a long and tedious learning curve. Because
novice writers are less familiar with the rules and norms, they are less likely to
pass the initial hurdles of academic publishing. Established scholars are famil-
iar with the system, and are often simultaneously the referees, the gatekeepers,
and the enactors of direction.

3.4.3 Publication Cycle Time

Cycle time includes the time from submission to decision and the time from deci-
sion to publication and distribution (Fig. 2).

Since the early 1990s, electronic submissions of manuscripts and electronic com-
munications among editors, reviewers and authors reduced some of the publications
cycle time. For example, MIS Quarterly reduced its review time considerably by us-
ing electronic submissions and e-mail for communication[60]. Yet, some journals
still take several years from submission-to-distribute. These time lags result from
the cumulative effects of such legitimate functions as refereeing (often the major
culprit), editing, revision (authors often let manuscripts sit for long periods of time),
backlogs, space limitations, and the need to combine articles into issues. Some of the
delays are due to time constraints and workload of the referees, editors and the edito-
rial staff [60]. These are human related factors and are extraneous to the publication
medium.

Paper journals tend to create a backlog because the number of accepted articles is
larger than the space available in the next issue and/or due to the need to maintain a
steady and consistent stream of publications. For example in their July 2004 editors’
report,13 the editors of theComparative Technology Transfer and Societyjournal
stated that “The metric here is to place the journal on a solid footing by building a
one-year backlogof accepted articles—somewhere between 12 and 15 articles.” With
a fixed number of pages in an annual budget, paper journals do not vary significantly
in size from one issue to the next, since a long issue results in later short issues and

FIG. 2. The publication cycle.

13 http://web.uccs.edu/klingner/2004%20CTTS%20Annual%20Report.doc[last accessed June 16,
2005].

http://web.uccs.edu/klingner/2004%20CTTS%20Annual%20Report.doc
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vice versa. For example, Communications of ACM’s backlog for accepted individual
contributions in 2004 was reputed to be over two years.

3.4.4 Technical Limitations of Paper

For print journals, the medium is paper, which introduces the following technical
limitations:

Format—Printed work is limited by the properties of paper. For example, a mole-
cular biologist described the nightmare it was to publish an article with color figures.
Although finally published in color, the illustrations cannot readily be reproduced for
students, since the figures lose their meaning in a black and white photocopy[9].

Distribution—Distribution is costly, time consuming, and increasing in cost over
time. The publication process requires maintaining a distribution list, packaging,
mailing, and re-sending when necessary. Distribution cost is one factor, which leads
publishers to accumulate material into issues and only publish periodically.14

Access—In many cases, the access to published work is geographically and tem-
porally limited. Academicians subscribe to one or a few leading journals in their
field. To access other work, they normally go to the library in their school. Scholars
tend to read only the articles relevant to their area of interest and rarely read com-
plete volumes of a given journal[3]. To broaden the range of knowledge to which
they have access, academicians need access to specific parts of a variety of journals
and not just subscriptions to one or two journals. These issues are discussed further
in Section5.1.2.

Interactivity—The lengthening time between when work is done and when it is
published shifted the role of journal articles from providing interactive communi-
cation among researchers to providing archiving and prestige mechanisms[43]. In
some disciplines, authors distribute preprints[49,19]as their primary means of com-
munication.15 Other disciplines use the conference paper as a tool to disseminate and
communicate knowledge[13]. This issue is discussed further in Section6.5.3.

3.4.5 The Economic Challenge

The market for academic journals is shrinking, the price of academic journals is
increasing more rapidly than inflation and page counts are increasing[40,52], yet
the budgets of libraries and universities are decreasing[28]. Libraries either drop
subscriptions or impose a freeze on new subscriptions[28,30]. As a result, the tradi-
tional publication outlets for new fields of research are usually limited. Survey results

14 Another reason is the reader’s cognitive overload if articles are sent one at a time.
15 This method is not far different from the samizdat used in the Soviet Union for distributing political
knowledge among dissidents.



142 A. HOVAV AND P. GRAY

show that scholars view the individual subscription price of printed journals to be too
high [50]. The economics of e-journals is discussed in more details in Section5.

Some of the challenges discussed in this section were resolved with the introduc-
tion of electronic journals, particularly hybrid journals (e.g., access, format, cycle
time). Other issues (e.g., ability to publish, innovation versus control) are more com-
plex and require fundamental changes in academic views and culture.

4. Electronic Academic Journals

In this section, we describe the first decade of electronic publishing and define the
various types of academic electronic journals in existence.

The use of computer networks to disseminate information was studied at least
since the 1970s. King and Roderer[26] published several articles in 1978 on elec-
tronic publishing. At the New Jersey Institute of Technology Turoff[55] and later
Turoff and Hiltz [56] described electronic publishing using the Electronic Infor-
mation and Education Services (EIES), an early electronic mail and conferencing
system, modified to accommodate electronic publishing. Most early attempts to pub-
lish electronically through communication networks, magnetic media (tape or CDs)
or shared databases failed. Although research universities were connected to some
form of a communications network since the 1970s, early forms of the Internet (such
as ARPANET) were limited in their media capabilities, search facilities, and band-
width.

By the end of the 1980s a few electronic journals started appearing. In July 1991,
for example, theDirectory of Electronic Journals, Newsletters and Academic Dis-
cussion Lists[31] published by the Association of Research Libraries (ARL) listed
27 electronic journals. The growth in the first half of the 1990s was explosive.
The same directory listed 1093 electronic journals in May 1996[32]. The ARL
stopped tracking electronic journals in 1997. E-journals were no longer a novelty.
As we discuss later in this section, not only did the number of e-journals increase,
so did the forms that electronic journals took. Several sites list e-journals such as
http://gort.ucsd.edu/newjour/toc.html, which is maintained by the University of Cal-
ifornia San Diego (UCSD). In 1999, this site listed approximately 6,000 serials. In
May 2005, the number grew to 15,920.

4.1 Classification of Electronic Journals

Despite the growth in the numbers of listed e-journals, a standard for defining an
e-journal does not exist.

http://gort.ucsd.edu/newjour/toc.html
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4.1.1 Implementation and Distribution

E-journals vary in their implementation and distribution. For example, McEl-
downey[35] refers to e-journals as journals accessed through communication tech-
nology. Schauder[50] considers projects like ADONIS,16 which is implemented on
CD-ROM to be an example of e-journals. Other online journals are distributed us-
ing shared databases, e-mail attachments, listserves, and FTP. Since the late 1990s,
e-journals are principally distributed on the World Wide Web (WWW).

4.1.2 Forms

Articles are published in various forms such as ASCII and text, Word documents,
HTML, and PDF. Some e-journals are purely electronic while many are hybrid;
that is, published in both print and electronic form (Section4.2.2). Long Standing
commercial examples include Kluwer On-line (now part of SpringerLink), JSTOR,
and Muse[44]. Professional Society examples are the Association for Computing
Machinery (ACM), which offers its Digital Library and the Institute for Operations
Research and Management Science (INFORMS). These versions are also referred to
as electronic editions[22]. Among pure e-journals, a few are managed by commer-
cial publishers (e.g.,Online of Current Clinical Trials[44]). Other pure e-journals
are managed by professional societies (e.g.,Communications of the Association for
Information Systems) or by entrepreneurial ventures (e.g.,Philosophical Foundations
of Information Systems).

Within the category of pure e-journals, some use full electronicity (capabilities of
the media), offering new forms of publications while others only use the e-media
as a distribution mechanism. In the latter, articles look and feel like paper but are
digitized and delivered electronically.

4.1.3 Business Models

Most commercial publishers use their paper journals infrastructure to support their
electronic counterparts. Some commercial publishers charge an additional 10 to 20%
of the subscription for access to both paper and digital versions of the same jour-
nal. Professional societies that produce one or more electronic journals for their
members, usually bundle subscription to one journal with their membership fees.
Members have the option of purchasing additional subscriptions at a going rate. Fi-
nally, some e-journals are supported by entrepreneurial ventures. These ventures are
often run by university research centers or by individual scholars, and are free of

16 ADONIS is part of an electronic publishing initiative developed by a consortium of well-
established scientific, technical, and medical publishers[50] (see http://www.rose-net.co.ir/products/
PRODUCTS1/ADONIS/ejs.htm[accessed June 15th, 2005].

http://www.rose-net.co.ir/products/PRODUCTS1/ADONIS/ejs.htm
http://www.rose-net.co.ir/products/PRODUCTS1/ADONIS/ejs.htm
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charge. We describe these business models further in Section5.1.1, where we dis-
cuss the cost/benefits of electronic journals.

4.2 The Three Types of Electronic Journals

Most studies of e-journals do not differentiate among the various types of
e-journals. Our discussion addresses only e-journals that are distributed via the Inter-
net using the WWW. In this section, we describe three different forms of e-journals
and how each addresses the challenges facing academic publishing.

These forms and the drivers for their adoption were initially described in Hovav
and Gray[24]. Each form solves a different set of challenges but also introduces new
concerns.Table Icompares the three types.

4.2.1 Paper Replacement E-Journals

We term the first form of electronic publishing a “paper replacement.” These
e-journals have the look and feel of paper journals (p-journals). Paper replacement
e-journals usually arise when financial resources or audience are limited. The need
to reduce production and distribution costs leads publishers to undertake e-journals
rather than p-journals. To gain the acceptance of e-journals by academicians, tenure
committees and gatekeepers, paper replacement e-journals make low use of elec-
tronicity. These e-journals use the Internet only as a delivery mechanism. In paper
replacement e-journals, the material remains the traditional research paper. Articles
are page numbered sequentially so they can easily be printed and presented in paper
form. In addition, articles are bundled into issues or volumes and delivered peri-
odically to reduce information overload and to allow traditional referencing. Some
paper replacement e-journals are broader in scope because they use the added space
available to publish unorthodox material alongside traditional work.

4.2.2 Hybrid E-Journals

We term the second form a hybrid e-journal. A hybrid e-journal publishes both
an e-version and a p-version. The e-version is usually identical to the p-version.
However, in some cases the e-version contains more details than the p-version. For
example, Information Science Research allows authors to present detailed proofs and
long data sets in the e-version.

Publishers may offer hybrid journals if one or more of the following conditions
occur:

• By offering an e-version, publishers increase the ease of access to the material;
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TABLE I
THE CHALLENGES RESOLVED BY EACH TYPE OFE-JOURNALS

Challenge Paper
replacement

Hybrid
(co-existence)

Advanced
electronicity

Space Unlimited space is
available but few
articles are unusually
long. Allows more
articles to be published
than p-journals

Space is limited by pa-
per counterpart; some
journals now offer
additional information
(e.g., data sets, proto-
cols, questionnaires) in
the electronic version

Unlimited space is
available. More arti-
cles are lengthy. Also
allows more articles to
be published than in
p-journals

Ability to publish
innovative content

Unlimited space en-
ables inclusion of inno-
vative content

Space limitations in the
p-version limits inclu-
sion of innovative con-
tent to what the p-
journal publishes

Unlimited space en-
ables inclusion of inno-
vative content

Cycle time Reduced cycle time
since backlog is not
needed and articles can
be posted as they are
ready

Limited by the num-
ber of articles per is-
sue, leading to back-
logs

Reduced cycle time.
Articles can be posted
as they are ready

New formats New formats are not
included to maintain a
paper-like look. How-
ever, color is often
used

New formats are not
included with the ex-
ception of some exten-
sions in the electronic
version of articles

New formats, such as
video and audio are of-
ten introduced

Interactivity Possible but is not im-
plemented to retain the
“look and feel” of a p-
article

Limited by the paper
counterpart

Living scholarship is
possible

Cost Lower cost to produce
and distribute the jour-
nal

Increase in cost due to
the production of both
a p-journal and an e-
journal

Lower cost to produce
and distribute the jour-
nal

Accessibility Available anywhere at
any time

Electronic version is
available anywhere at
any time

Available anywhere at
anytime

• By posting articles on the web as they are completed, publishers reduce cycle
time;

• By offering both versions, additional net revenues can be gained from the sec-
ond version;

• The p-journal is the journal of record but the e-journal provides additional de-
tails that cannot be included in the p-journal because of space limitations.
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The marginal cost of creating an e-version of p-journals is relatively small.17 For
example, the infrastructure needed to prepare, index and abstract articles, and mar-
ket the journal are common to the p- and e-versions. Academic publishers charge an
additional fee for a combined paper and online access (for example, in 2004, Kluwer
charged 20% extra for combined access to Information Systems Frontiers) and re-
quire subscription to the paper version. Current examples of such co-existence are
the ACM Digital Libraries, Kluwer online, and INFORMS online. In hybrid jour-
nals, the material remains the traditional research paper. Articles are sequential in
nature since they have to conform to both paper and electronic media. The means
of distribution are mixed. Publishers use physical distribution for paper copies and
Internet access for the electronic version. Paper and electronic articles are bundled
into issues and delivered periodically. E-versions of the articles can include exten-
sions with additional modes such as hyperlinks, images, video and audio (e.g., the
International Journal of Robotics Research).18 This approach not only justifies the
additional fees charged but also adds value to the combined access.

4.2.3 Advanced Electronicity E-Journal

In advanced electronicity e-journals, the material is innovative19 compared to
p-journals. Using the additional space available, e-journals introduce additional ma-
terial such as programs, algorithms, test data, experimental data, and videos of ex-
periments or talking heads. Articles are intuitive in nature using hyperlinks. Portions
of the articles can be stored in various locations and linked (e.g.,[36]). Articles are
posted when they are ready, reducing cycle time. The modes are multiple and include
three-dimensional images, video, audio, color, or pictures (for example see[57]).
Articles can also be published in several versions, at several levels of complexity
(e.g.,[21]) each targeting a different audience. For example, an article might contain
two levels of theory and two levels of practical information. A researcher chooses to
read the expanded theoretical section and the summary of the implications to prac-
tice, while a practitioner reads a summary of the theory and a detailed section on
practical implications.

Advanced electronicity e-journals arise when scholars need to publish innovative
material. In addition, publishing these types of articles in paper forms does not make

17 Kluwer estimates the start-up cost to create the first issue of a p-journal to be of the order of $200,000.
We estimate that adding a web version should involve an investment of less than $30,000 for 3 months of
web developer time, a server, and miscellaneous startup and advertising costs.
18 http://www.ijrr.org/electronic.html[last accessed June 16th, 2005].
19 Here the term innovative refers to the inclusion of new formats, networked structure or living schol-
arship. Advanced electronicity e-journals like replacement e-journals can also include innovative (uncon-
ventional) content.

http://www.ijrr.org/electronic.html
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economic sense. The advanced electronicity e-journals develop despite some resis-
tance to change by stakeholders (e.g., tenure committees, gatekeepers).

4.3 Challenges Solved by E-Journals
As of 2005, all three forms are in existence. The paper replacement and the hybrid

forms are more common whereas advanced electronicity e-journals are rare. As indi-
cated inTable I, each e-journal type solves some of the challenges facing academic
publishing.

Space. Effectively infinite space is only available to advanced and paper replace-
ment e-journals since the hybrid journal is limited by the space constraints of the
paper version. Some paper replacement journals, in attempt to look like traditional
paper journals do not use their additional space (e.g., the length of all articles in
Foundations of Information Systemsis 15–20 pages which is the acceptable page
limit in traditional p-journals).

New formats. For the same reasons, the hybrid journals and the paper replacement
e-journals do not use new formats or interactivity. An exception is a hybrid jour-
nal that offers multi media extensions (e.g., theInternational Journal of Robotics
Research).

Cycle-time. Both paper replacement and advanced electronicity e-journals reduce
cycle time. Advanced e-journals publish accepted manuscripts, as they are ready.
Paper replacement e-journals collect articles into issues and volumes.20 This prac-
tice can increase the cycle-time somewhat. However, because paper replacement
e-journals have unlimited available space, they do not need to create a backlog of
accepted articles. Hybrid journals have the option to publish the electronic version
of manuscripts, as they are ready and the paper version when an issue is due. This
practice can create some confusion in citation (Section4.4).

Accessibility. Ease of access seems to be the main driver for the existence of hybrid
journals. Articles can be read at any time and from anywhere. Scholars do not have to
carry hard copies of an entire issue or borrow an entire volume from the library; they
can print articles of interest. Therefore, e-journals (regardless of the form they take)
provide easier access to scholarly work. Traditionally, scholars used to subscribe to
a few journals in their discipline and that is mostly what they read and referenced.
Today scholars search for articles based on a topic of interest. Because more and
more articles are available electronically (not just the abstracts), the following occurs:

• scholars drop individual paper subscriptions because the paper accumulates and
clutters their offices and their homes,

20 In many cases, paper replacement e-journals post articles as they are ready. However, they send e-mail
announcements periodically to reduce information overload. In addition, paper replacement e-journals
arrange articles in volumes and issues to conform to traditional citation standards.
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• scholars cite work from many different journals not only the few key ones,

• scholars read material from other disciplines.

In the late 1990s, scholars had to request numerous inter-library loans (ILL) to re-
ceive all the material they needed. Now almost everything is available online.

The cost benefits of each form are discussed in Section5.

4.4 New Challenges

Each electronic form also introduces new challenges. For example, the prestige
of academic journals is often associated with their acceptance rate. The lower the
acceptance rate, the higher is the journal’s prestige. The added space afforded by
advanced electronicity and replacement e-journals allows an increase in their accep-
tance rate. Increasing acceptance rate increases publication opportunities for authors
but at the cost of reduced reputation for the journal.

Hybrid journals can post the electronic versions of articles as soon as they are
ready, thus reducing cycle time. However, such practice needs to consider timing.
For example, a scholar with on-line access can cite an e-article not yet published
in a p-version. If access to the e-version is restricted21 (as it almost invariably is)
non-subscribers to the e-version do not have access to the article for a period of
time. Similarly, if electronic versions of articles contain value added information
that is only available to e-version readers, subscribers to p-versions cannot access
that information unless their library subscribes to the e-version.

For paper replacement and advanced electronicity e-journals, references can be-
come invalid if a web site is moved and the URL is changed[45]. The current practice
of stating the last access date helps readers determine when the site was last avail-
able. This practice will not help readers in the distant future to determine where the
material then resides.

Each form of e-journal affects academic publishing stakeholders differently. This
idea is discussed in Section6.

5. The Economics of E-Journals

The increasing cost of scholarly journals is a major concern for researchers and
faculty members[50]. Thus, the economic benefits of e-journals were the first area
of research to be addressed. Early studies analyzed the cost to produce journals in
the hard sciences. Only recent studies expanded the cost analysis to all disciplines.

21 The usual custom is to embargo access for non-subscribers for a period of time, such as a year.
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The unique characteristics of academic journals (as discussed in Section3.3) intro-
duce added complexities to the cost and fee structures of the scholarly publishing
industry. Early research on the topic concentrated on the cost/benefit to publishers.
More recent research also considers the cost to the reader. From the perspective of
the publisher, the economics of e-journals can be divided into the cost to publish and
the revenue from fees and charges.

5.1 Cost Structure

The production cycle of an academic journal involves six steps (seeFig. 2):

Step 1. Manuscript creation.
Step 2. Submission.
Step 3. Refereeing.
Step 4. Editing.
Step 5. Production.
Step 6. Distribution.

Universities and other research institutions absorb the costs of step 1 and most of
steps 2 and 3 regardless of the medium used to distribute the material. The costs of the
first step are the same for both e-journals and p-journals. The costs of submission and
refereeing are reduced for both p-journals and e-journals when (as is now common)
electronic communication technology is used.

Once published in a p-journal, a paper cannot be altered. The best that can be done
is to print an erratum or two in a subsequent issue. An electronic paper is not as final.
If a typographical error is found, the text can be corrected and reposted. The finality
of paper articles increase the need for very thorough proofreading function that is
often done by professionals just as is done for books. Authors usually are asked for a
final proof because the text may contain technical and specialized terms with which
the proofreader is not acquainted. In e-journals, professional proofreaders are often
not used, reducing the cost of step 4.

The publisher’s main cost reduction for a replacement or advanced e-journal is in
steps 5 and 6: the production and distribution functions. In production, typesetting is
replaced by word processing. The cost reduction depends on the format used by the
journal. For example, some e-journals post manuscript in HTML or in .pdf formats.
These formats require some conversion efforts. The creation of a .pdf file from a word
document can be automated. However, some features need to be edited manually.
The conversion of a word processing file to HTML requires more manual work.
This portion of the production function requires new skills and processes and is not
completely eliminated. For example, Regier[46] estimated that the cost of the skills



150 A. HOVAV AND P. GRAY

required to support electronic publishing is 20% per capita higher than the skills
required to support print journals.

Producing copies is cheaper for e-journals. In p-journals, a press run incurs a fixed
cost plus a variable cost per copy printed. In e-journals, copies are created on demand
and at no incremental cost for the publisher.22 For e-journals, the majority of the cost
of distribution is shifted from the publisher to the consumer[15,4]. Internet-based e-
journals do not require packaging, labeling, mailing, and storage of back issues. They
do incur computer storage costs, server costs, and verification of passwords. The
consumer requires broadband Internet access, disk storage and printing capabilities.
The cost to the consumer is discussed in Section5.1.2.

5.1.1 The Cost/Benefit of E-Journals

A hybrid journal is more costly than pure e-journals because it requires main-
taining both paper and electronic infrastructures. Advanced electronicity e-journals
are more costly than paper replacement e-journals if they use extensive multimedia
capabilities. The extra cost is in human time, the skill required to implement the mul-
timedia capabilities, the space allocated to this material, and the “horsepower” of the
server used. For example, a one-minute video clip requires 60-100 Mb depending on
the compression used while a page of text can be stored in 2 Kb.

Odlyzko[38] calculated the cost (in 1994) to the publisher to produce an article in
a p-journal in Mathematics to range from $900 to $8,700 with a median of $4,000.23

This figure is supported by Tenopir and King’s[52] study which estimated the cost
(to the publisher) of preparing the first copy to be $4,000. The cost to produce the
same article in an e-journal is estimated to be much cheaper: $300 to $1,000.24

Clarke [7] describes four different business models for electronic journals and
analyzes the cost to produce an e-journal in each case.25

1. The “Unincorporated Mutual Gratis e-journal.” This journal is a pure e-journal
that is published by an association or other not-for-profit organization as a
service to its community and is funded by donations or sponsorship. The as-
sumption is that senior academics, the editor, and the editorial committee do
most of the work (including marketing, solicitation of manuscript, posting ar-

22 In systemic terms, costs include such factors of production as communication, keeping records of
subscribers, and more. However, many of these systemic costs occur for both p-journals and e-journals.
23 This median is equal to median revenue calculated by Odlyzko[40].
24 Odlyzko’s work mostly refers to journals in mathematics where the cost to typeset complex formulas
is high. A page containing such formulas can cost substantially more than a page containing text only.
25 Clarke’s analysis is based on the assumption that a traditional journal publishes four issues a year.
Each issue contains 4–5 articles. Each article is 15–20 pages in length.
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ticles, and similar functions). The cost of this type of a journal to the publisher
is calculated to be zero[7].26

2. The “Association with a single e-journal.” The assumption here is that the jour-
nal is a paper replacement journal that is published periodically with 7 to 8
articles per issue. The journal is published by an association as part of member
services and is funded from member fees paid to the association. The estimated
costs to publish such a journal are $5,500 per issue[7].

3. “Association with Multiple Journals.” This model is similar to the previous
model with the exception that the association offers a combination of paper and
electronic journals. The total cost estimated for the paper journals is $28,000
per issue while the total estimated cost for the electronic journal is (same as
above) $5,500 per issue[7]. The differences in cost are in the operation func-
tions (e.g., editing,27 producing, and distribution).

4. The “For-profit Publisher with a Subscription Based Access.” The for-profit
organization can be a commercial publisher or a subsidiary of a professional
society that expects to profit from its journals.28 The journal is assumed to be
a “hybrid” journal that is published periodically with 7 to 8 articles per issue.
Hard copies are available to subscribers while electronic versions are avail-
able on the WWW. The total estimated cost to publish this type of a journal
is $34,250 per issue[7]. The main difference in cost is in the publisher’s in-
vestments in marketing, brand name and content protection. Considering the
importance of prestige for the scholarly community—these tasks should not be
taken lightly and will be discussed later (Section6).

Clarke’s[7] results are consistent with prior studies (for example,[40,48,59,27]).
Although the production and distribution costs of e-journals is lower than the pro-
duction and distribution costs of paper journals, the skills required to maintain the
infrastructure and post the articles online are greater than those of traditional pro-
duction. E-journals may also reduce costs by transferring work to their editors and
authors or, for non-commercial journals, eliminating some of the administrative and
marketing functions that traditional, commercial publishers perform. The impact of
this transfer of duties, on scholars, editors, and other stakeholders is discussed in
Section6.

26 The actual costs are paid for by the hosting organization or via monetary or equipment donations.
27 Clarkes[7] analysis assumes that the editing function is transferred to the senior scholars and therefore
is free of cost.
28 Studies show that most professional societies journal ventures are not profitable[59].
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5.1.2 Cost of E-Journals to the Readers

Most early studies in this area concentrated on the economic benefits to the pub-
lisher and ignored the increased cost of e-publishing to the consumer. Regier[46],
a director of John Hopkins University Press, studied the economics of electronic pub-
lishing at John Hopkins University and concluded that the cost to provide e-journals
to students and faculty is not necessarily cheaper than p-journals. The cost of
e-journals depends on the quality of the infrastructure, speed of access, depend-
ability, ease of use and the administrative and technological support required to
implement them. For example, Princeton invested an estimated $12 Million in 10
years in its effort to create and maintain the infrastructure required to provide Inter-
net access[17] throughout the campus. Significant portions of that infrastructure are
used to provide scholars and students with access to electronic information.

Three types of hidden costs are related to the implementation of any-time-any
place access afforded by e-journals.

1. The initial cost to create the necessary infrastructure and enable access to
e-journals by readers and by libraries. In addition, on-going expenses are in-
curred to support and maintain the library infrastructure and the long-term
sustainability of the material by the publisher. Libraries may save on real estate
costs by keeping journals electronically, but will incur technology, administra-
tion, and personnel costs.

2. The costs to scholars (and their departments) involved in producing e-journals.
If the scholar and/or their institution edit and perform all the production func-
tions to create a final copy prior to uploading to the server, they, rather than the
publisher, bear these costs.29

3. The costs accrued by the reader. Readers downloading or reprinting articles
will use their own (or departmental) material, hardware and software.

4. Internet Costs: In addition, a potential cost (mostly outside of the United States)
is the fee charges for use of the Internet. All the economic analyses we have
seen thus far assume that the use of the Internet will remain essentially free,
once setup and connect fees are paid. The future fee structure of the Internet
can change. Although previous proposals in the United States by telephone
companies to charge users on a per unit time or on a bandwidth basis failed,
there is no guarantee that subsequent attempts will also fail. In many countries
around the world (e.g., Israel, France30) and in cybercafés users pay a per-

29 It is unclear if the reduced cost on the library side is equal or greater than the increase cost on the
department/school side. However, these costs are difficult to compare because library costs are separate
from departmental budgets.
30 In 2005, France Télécom, offers dial-up Internet access for€0.02 per minute without a monthly
service fee or 120 connection hours for€25 a month.
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minute charge to access the Internet. Therefore, what is assumed free in the
United States may cost a considerable amount elsewhere.

5.2 Fee Structure
The initial conjecture was that the cost to produce an e-journal is minimal. Thus,

some argued that these journals should be free of charge to readers.31 By using
existing infrastructure and other resources available in most universities, scholars
were able to establish e-journals for no real cost to them.32 Many of the early elec-
tronic journals were free of charge. This was especially true for entrepreneurial
e-journals subsidized by research centers, universities and other sponsors. A survey
by Hitchcock, Carr et al.[22] studied 83 science, technology and medicine (STM)
e-journals. Most commercially published e-journals in the sample were subscription-
based while the majority of the other e-journals did not charge. The study also found
that approximately half of the journals had no stable source of funding.

In 2005, the two opposing philosophies about the fee structure of e-journals were:
subscription based access (Section5.2.1) and free access (also known as open access)
to all e-journals regardless of their type or sponsor (Section5.2.2).

5.2.1 Subscription Based E-Journals

E-journals (although cheaper) cannot be published without expense (Section5.1.1)
Therefore, publishers must obtain revenues by some means. Most commercial pub-
lishers and professional associations use some form of subscription.

Hybrid journals usually charge a (relatively) small additional fee to provide both
a paper and an electronic version of the same journal. For example, IEEE/INSPEC
charges $810 for a paper subscription toElectronic Letters Onlineand $1,215 for a
combination subscription[1]. The American Mathematical Society charges 90% of
the p-journal price for an e-journal version and 115% for both[39]. In 2004, Kluwer
Academic Publishing charged $69 for a print only version ofInformation Systems
Frontiers and $87 for both print and online. INFORMS charges its members $66
for a personal p-subscription and $47 for an e-subscription toInformation Systems
Research.33 The price of both a p-subscription and an e-subscription is $86. Indi-
viduals can obtain all of INFORMS’ 11 e-journals for $189 a year. By 2005, some

31 This belief is exacerbated by the general assertion that all Internet resources should be provided free
of charge.
32 As discussed in Section5.1.2, hidden costs are involved in the production of e-journals (e.g., the use
of the infrastructure, the time of the scholar, the time of a graduate assistants, and secretarial staff). Some
of these resources are already in place rather than being incremental. These costs are often absorbed by
the hosting university.
33 http://www.informs.org/Pubs/PubsInstitutional.pdf[last accessed on June 20, 2005].

http://www.informs.org/Pubs/PubsInstitutional.pdf
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publishers started offering one rate (eliminating the print only option). For example,
INFORMS charges libraries, which usually pay more because of the multiple uses
of their copies, $286 for both an e- and p-version; the society does not offer a p-only
subscription to libraries.

In another market model, individual subscribers may choose to subscribe for a
full year or they may choose to pay per article. For example, ADONIS, a CD-ROM
based collection of biomedical journals,34 charges subscription plus royalty payment
per article accessed on a CD-ROM[50,2].35 A similar subscription model is Pay-per-
view (e.g., SpringerLink).36 A reader pays for each viewing or downloading of an
article. Berge and Collins[3] findings that scholars read individual articles rather than
complete issues support this fee structure concept. One limitation of this method is
that it discourages readers (especially students) from reading additional manuscripts
because of the cost. We are not aware of any advanced electronicity e-journal that
adopted the pay-per-view fee structure.

E-journals associated with professional societies collect subscription fees with
membership dues. For example, theCommunications of AIS, an e-journal established
by the Association for Information Systems (AIS), is bundled with the society’s
membership fee.

E-journals (much like p-journals) can use advertising to recover some of the pub-
lishing costs and thus reduce subscription fees[41]. However, we are not aware
of any e-journal that is currently using advertising as a source of income. In ad-
dition, many e-journals are a part of a consortium that provides full text access
to libraries for a fixed monthly rate. An example is JSTOR. Therefore, instead of
paying individual or institutional subscription for a given journal, universities pay
a fixed fee to the consortium, which in turns pays royalties to the individual jour-
nals.

5.2.2 The Free Access Movement

The open access movement is growing. It is estimated that as of 2003, 10–20 per-
cent of online journals provide free access to their content[59]. Several articles by
proponents describe ways to support free access[59,54,7]. An analysis of the elec-

34 ADONIS is part of an electronic publishing initiative developed by a consortium of well-established
scientific, technical, and medical publishers[50].
35 CD-ROMs were available on the library network. Users can select articles and download them to their
own computers. The library paid a flat (subscription fee) and a fee for every article downloaded[50].
36 For information on how to purchase a per-per-view article from SpringerLink seehttp://www.
springerlink.com/app/home/faq.asp?wasp=70a2fb54f260418c8b7c98dccce49091#21.

http://www.springerlink.com/app/home/faq.asp?wasp=70a2fb54f260418c8b7c98dccce49091#21
http://www.springerlink.com/app/home/faq.asp?wasp=70a2fb54f260418c8b7c98dccce49091#21
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FIG. 3. Percentage of paid e-journals.

tronic journals listed in the “Miner” at the Colorado Alliance of Research libraries
(http://www.coalliance.org/) shows that even in 2005, a large percentage of pure
e-journals are free of charge (Fig. 3). The database lists over 6700 electronic journals.
Sixty two percent of the journals listed are free.

The open access movement suggests that e-journals cover their expenses by charg-
ing authors[27]. In this model, authors pay per page published or per article pub-
lished. Some scholars also recommend that e-journals should charge for reviewing
articles since the review process is costly. Charging authors runs the risk of creating
a vanity press and involves the following limitations.

• Established, high-reputation journals in fields such as physics do require page
charges. However, these charges are often covered by federal and other research
grants. In other disciplines (such as business), research is rarely funded by
grants and therefore fewer sources of funds are available to pay for publica-
tions.

• Scholars in less endowed universities, students, and researchers in countries
where the currency (compare to the US Dollar or the Euro) is weak are at a
great disadvantage. Such a “pay to play” system would create a disparity in
publishing and reduce scholarly communication.

• It can hinder the knowledge base and sense of community of a discipline. Schol-
ars in disadvantaged countries can be expected to stop publishing or reading
journals that charge authors. These trends are counterproductive and curtail the
benefits gained by the introduction of e-journals (Table I).

• Established authors do not have incentives to pay page charges unless pub-
lishing in the journal adds to their reputation. Emerging e-journals would have
difficulty attracting reputable authors.

Free access also involves negative implications for the reputation and prestige of the
journal. These issues are discussed in Section6.

http://www.coalliance.org/
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5.3 Copyrights Payments

Copyright payments are a source of income for publishers. To reuse an article or
distribute an article one must obtain permission from the publisher and pay a fee.37

Although, copying complete articles violates copyright laws, professors and students
copied material for years, often by photocopying sections from the original text or
by creating notes and handouts summarizing written work. Electronic material is
much easier to duplicate and distribute. Manuscripts can be posted on a class list-
serv, e-mailed, downloaded, and printed. Therefore, it was assumed that e-journals
would relax copyright policies, thus erode sales, and damage commercial publishers.
Gold [18] suggested that electronic publishing could benefit publishers. Work can
remain active longer, marginally profitable work can turn beneficial38 and the cost
of production and distribution can be reduced. In addition, it is to the university’s
benefit to support electronic publishing. The relationships between universities and
publishing houses should develop to allow implementation of electronic distribution
of academic work. Arrangement like Kluwer online and the ACM Digital Library
provide scholars and students with an unlimited access to material while preserving
copyright laws. Finally, some e-journals changed their copyright requirements. For
example,IPCT-J [8] does not require exclusive rights from its contributors but only
first publishing rights. Authors may republish their work in other outlets as long as
there is a mention that the article first appeared inIPCT-J.

6. The Effects of E-Journals on Stakeholders

E-journals introduce several technological advantages such as increased space and
reduced cycle time (Section4). E-journals are also cheaper to produce and distribute
although not cost free as was initially assumed. However, one needs to consider
their potential influence on the academic community and the various stakeholders
involved. Two stakeholders that have been largely ignored by electronic publishing
researchers are the editors of the journals (Section6.1) and the authors who submit
their work to electronic journals39 (Section6.2).

37 Fees are charged even for educational use. Fees for most journals are handled through the Copyright
Clearance Center (www.copyright.com). Some societies, such as ACM and AIS allow educational use
without a fee.
38 An example of such marginal work is the: “Women Writers Project” at Brown University[34, p. 218].
39 Two exceptions are the work by the authors of this chapter on the management of electronic journals
and some work on hazards of publishing in e-journals for authors’ tenure and promotion prospects by[51].

http://www.copyright.com
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6.1 Editors of E-Journals

An argument made by some people, particularly those who believe that e-journals
should be free, is that many administrative, marketing, and editing functions per-
formed by professionals in publishing houses should be transferred to the academics
who serve as editors. While a romantic notion, the idea does not match reality. Here
are some of the reasons:

1. Journal editors are senior academics who teach, do research, and even some
service functions in addition to running the journal. Many editors do some of
the work in the evenings, on the weekend, and on plane flights. They insist
on an honorarium, even a small one, since they follow the dictum that what is
worth doing is worth doing for money.

2. Senior academics are paid much more than administrative staff, yet are much
further down the learning curve. They are therefore not cost-effective by any
measure.

3. Many scholars are inexperienced with the processes required to accomplish
administrative tasks. Interviews with several editors of e-journals, conducted
by the first author over a period of five years indicate that most editors know
little about the mechanics or the importance of promoting their journals through
abstracting and indexing services. Similarly, many assume that e-journals can
not be included in some of the citation impact data bases when in fact they can
be.40

4. The assumption that administrative tasks can be transferred to the editor, edi-
torial boards or other senior scholars is misleading. Senior scholars get some
credit for scholarly activities related to academic journals (e.g., reviewing, as-
sociate editors). However, administrative activities almost never receive any
credit.

Therefore, the conjecture that e-journals can be as successful as paper journals
without the support staff (and the cost associated with it) is also misleading.

6.1.1 An Example

The following example illustrates some of the administrative steps taken by the
editors ofCommunications of AIS(CAIS) to ensure its success, reputation, and brand
name recognition:

40 In an interview with a senior executive of Information Science Institute (ISI), a premier indexing ser-
vice, it was made clear that electronic journals that publish high quality papers consistently are considered
for indexing. ISI does not require paper versions of articles nor does it require a traditional volume/issue
type publication cycle. ISI is a division of Thompson Publishing (http://www.isinet.com/).

http://www.isinet.com/
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1. Reputation. To ensure the journal’s reputation, an international, elite editorial
board was established, consisting of 40 leading academics in information sys-
tems from around the world. The associate editors are asked to obtain an article
a year for consideration by the journal. An advisory board of eight “household
names” in the field and a senior editorial board of people holding publications
positions were also created. Articles are solicited from well-established and
highly reputable authors. To date, most senior, prominent scholars in the Infor-
mation Systems discipline authored or co-authored at least one article in the
journal. This strategy is designed to signal to potential authors (particularly
junior and middle level faculty) that CAIS is a place where people with top
reputation publish.

2. Acceptance by gatekeepers. CAIS adopted measures to increase acceptance by
tenure committees (who are often scholars outside the IS discipline). At its in-
ception, the President of AIS undertook to inform tenure committees and deans
in business schools, information systems, and computer science departments
and Schools of Information, of the journal and its quality control measures. In
its third year, the journal adopted a look and feel that increases its appeal to
T&P committees. CAIS also uses a traditional citation format.

3. Innovation and unorthodox work. Information Systems is a volatile field. It is
well served by publications that provide quality. Yet unorthodox works that
include innovative content and are in line with the rapid changes of the field
are difficult to publish quickly or even at all. The CAIS vision is to create
a place for non-traditional papers. To overcome the cautiousness of referees
about non-traditional work, authors are offered a choice of what is called “Ed-
itorial Board Review” and “Peer Review” In Editorial Board Review, only an
Associate Editor and the Editor review the paper; in Peer review two outside
referees are added. If a paper undergoes Peer Review, that is noted in the ar-
ticle. This process increases the workload of the editors because more rides
on their judgment. The editors were chosen because they are each expert in a
broad range of topics.

However, even the editors of CAIS, who are experienced and established a me-
thodical process to increase the prestige of the journal, faced obstacles. It took almost
five years to get the journal indexed anywhere. This long time was partially due to the
time constraints of the editorial board. For example, Information Systems Frontiers
(ISF), a hybrid journal that was established at the same time that CAIS, was indexed
within three years. Since that journal is published by a commercial publisher, a staff
member is dedicated to indexing and abstracting. In contrast, a member of the senior
editorial board who is also a professor and a scholar was a volunteer responsible for
obtaining indexing for CAIS. In addition, Communication of AIS is not registered
with Journal Citation Reports while ISF is registered.



ACADEMIC ELECTRONIC JOURNALS: PAST, PRESENT, AND FUTURE 159

6.2 Authors of E-Articles

Authors of e-articles benefit from:

1. Added space for long articles (Section6.2.1) and
2. Reduced cycle time (Section6.2.2).

However, they must be concerned by two detriments of e-journals:

1. E-journal prestige and acceptance (Section6.2.3).
2. Added work required to publish (Section6.2.4).

6.2.1 Added Space

The added space afforded by advanced electronicity e-journals allows additional
material to be included. This benefit is especially important for qualitative research
where long case studied and in-depth descriptions can increase the value of the work.
The added space also supports the inclusion of unorthodox material and unorthodox
media. Researchers that study innovative areas or new streams of research are given
a potential outlet for their work.41 For example,Communications of AISincludes
tutorials in the journal. Tutorials are often considered merit worthy for scholars in
teaching universities and are useful teaching tools for professors in research and
teaching universities.

6.2.2 Reduced Cycle Time

In the sciences (e.g., computer science, biology, physics, chemistry) and in medi-
cine it is common to send preprints of work, to establish priority claims because the
competition for recognition is high. In behavioral science, preprints are rare. How-
ever, databases like the Social Science Research Network and Web sites like the
IS World working paper series42 allow readers access to working papers in various
disciplines. However, working papers are rarely cited in subsequent work. When a
topic is “hot,” having the first published article can increase recognition and citation
(assuming the journal is read and referenced). Therefore, the speed of publication
afforded by e-journals is an incentive for authors.

41 For example, Koenig and Harrel[29] predicted that the added space afforded by e-journals would
increase the odds of scholars to publish. However, as of 2005, it is unclear if the distribution of published
authors as depicted by Lotka[33] has changed.
42 http://www.is.cityu.edu.hk/research/resources/isworld/workingpapers/index.htm[last accessed June
25, 2005].

http://www.is.cityu.edu.hk/research/resources/isworld/workingpapers/index.htm
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6.2.3 Prestige and Acceptance

In general, electronic journals are perceived to be inferior to p-journals even if they
maintain the same rigorous quality control of their paper counterparts[51]. These
perceptions vary depending on the type of e-journal (hybrid versus advanced elec-
tronicity) and the publisher (commercial, association, or entrepreneurial). Palmer
et al. [42] found that T&P committee members often do not grant articles in e-
journals the same credit they would for an equal quality article in a print journal.
They also found that scholars who were educated regarding the review process
of e-journals were more accepting of these journals. These perceptions of lower
quality are due to several trends and vary by the form of the e-journal and its spon-
sors:

• The lack of extensive marketing and brand name efforts (Section5.1.1). Brand
name is rarely an issue for the hybrid e-journals since the publisher promotes
the paper version of the journal. Advanced electronicity and paper replacement
e-journals that are run by associations and entrepreneurial ventures are more
likely to have branding issues.

• The ease of which an e-journal can be established is primarily a concern for the
advanced electronicity and paper replacement e-journals. Because an e-journal
can be established with ease, it creates a perception of a flighty existence. The
general notion is that any one can establish an e-journal and start publishing
articles regardless of their quality.

• The survival rate of e-journals. The authors have been following the progress
of six journals between 1998 and 2005. Of these six, only three survived. To
our dismay, the published work of one of the journals is no longer accessible.43

Thus, a large body of knowledge can be lost to the academic community.

• Many e-journals are not abstracted or indexed (Section6.1). Some journals as-
sume that they can be accessed and searched via Internet search agents and thus
do not need to be abstracted. However, scholars rarely use Internet search agents
to locate scholarly material. Rather they use the traditional abstracting services
(e.g., ABI/Inform, or Business Source Premier). E-journals that rely only on
web searches are perceived as low quality[51]. Whether the attitude toward
web searching would change as Google’s Scholar (http://scholar.google.com/)
takes hold was still unknown in 2005.

43 During the first part of 2005, the Website of the journal was unavailable. In the later part of 2005, the
access to the site was unpredictable.

http://scholar.google.com/


ACADEMIC ELECTRONIC JOURNALS: PAST, PRESENT, AND FUTURE 161

FIG. 4. Percentage of e-journals that are peer reviewed.

FIG. 5. Paid versus reviewed e-journals.

• The open access movement is a noble idea. However, establishing reputation
and prestige incurs costs. Prestige is often associated with price.44 Therefore,
the concept of free e-journals adds to the perceptions of lower quality.

• Fifty five percent of e-journals are not peer reviewed (Fig. 4) supporting the
prevailing assumption that e-journals are of lower quality. Data gathered by the
first author shows that45 (Fig. 5):

1. Only eleven percent of all e-journals are free and peer-reviewed.
2. Only seventeen percent of the free e-journals are peer reviewed.
3. Only twenty three percent of peer-reviewed e-journals are free.

The existence of a large number of free non-reviewed e-journals supports
Sweeney’s[51] findings that e-journals are believed to be of lesser quality than other
journals.

44 For example, one would rarely find a multi-millionaire shopping at a discount store. The price tag on
an item adds to its perceived quality although it might have been manufactured at the same plant as its
less expensive counterpart.
45 This analysis is based on the electronic journals listed in theMiner at the Colorado Alliance of Re-
search libraries (http://www.coalliance.org/consulted May 2005).

http://www.coalliance.org/
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Many universities do not have clear policies regarding publishing in electronic
outlets. Authors often engage in a “guessing game” when they elect to publish in an
e-journal[51].

One of the main differences between for profit publishers and other type of pub-
lishers is the investment in marketing, brand naming, competitive stance and protec-
tion of content[7]. These marketing mechanisms aim to promote the publisher and
the journal but they are essential for the future of the contributing scholar. Produc-
tivity is partially measured by the prestige of the journals. Scholarly reputation is
also measured by the number of times work is cited (impact factor). If an e-journal
is indexed, recognized and is cited, authors can feel more confident that it will be
recognized as a valid scholarly outlet.

6.2.4 Additional Work
Depending on the e-journal, articles may require additional work by the author.

Universities rarely reward authors for these extra efforts. Added space (Section6.2.1)
allows authors to include additional material, even in hybrid journals. However, that
material has to be prepared, written, and edited. The quality of the article is improved
but at a cost to the author. In departments that simply count the number of articles,
the incentive is to write a lot of short articles. Similarly, departments that value high
impact articles do not necessarily encourage length or added material.

Sometimes electronic journals assume that authors should be responsible for some
of the formatting (similar to what is expected of a conference paper) and some of the
copyediting (proofreading). This is due to the fact that manuscripts are written in
digital form, and due to the availability of spelling and grammar checks in word
processors (e.g., Microsoft Word). Other journals (e.g., FIS) provide authors with a
formatting template. The extensive reliance on proofing using a word processor is
a dangerous business. If a word is recognized by the word processor, it is accepted
whether it is correct or not. For example, an author wanting to say read who types
red would see no error. The limited administrative staff employed by some e-journals
and the lack of a finality of the digital product (compare with a paper product) can
result in a poorly edited manuscript.

In the case of advanced electronicity e-journals, authors are often expected to im-
plement new formats or use new media. This expectation causes added work for the
authors who may not have the technical skills necessary. For example, a highly rep-
utable, interactive e-journal in the area of Management Information Systems (MISQ
Discovery) found it difficult to attract submissions. In an interview with the editor,
lack of incentives and lack of rewards were cited as the main reasons. Authors were
not receiving added benefit from submitting to that journal but had to invest more
time in constructing the articles. Similarly, the idea of living scholarship (for ad-
ditional discussion see Section6.5.3) requires added work by the author with little
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added reward. Universities do not recognize each version as a new publication re-
gardless of the extent of variation.46 The time required to maintain the living article
comes in place of writing additional new manuscripts.

E-journals allow increasing interactivity and communications among scholars.
However, the activities surrounding that idea are time consuming and also not re-
warded by the academic system. For example, one e-journal attempted to increase
interactivity by attaching a discussion stream to each article and by soliciting com-
ments to be posted. The e-journals received very few comments. Authors considered
such comments as being equivalent to a Letter to the Editor.

In summary, the current academic system does not reward scholars for the extra
activities required to make use of the e-journal’s advances in publishing. From the
authors’ perspective, paper replacement e-journals where the publisher invests time
and money in marketing, branding, indexing and abstracting the journal are superior
to other types of e-journals. These journals provide added space and reduced cycle
time and can gain the prestige necessary for the scholar’s future and advancement.
The current reward system does not give authors enough incentives to include new
formats, living scholarship and interactivity in their work.

6.3 Academia as a Community

A discipline, its scholars, and members, operate as a community. Members of a
discipline share professional associations, publication outlets, professional meetings
and social events. Journals are one way that a discipline builds itself as a community
and builds its credibility as a discipline to the outside world. It is important for the
growth of a discipline, that articles are read, referenced, and cited by external schol-
ars[6]. E-journals can support the development of small or relatively new disciplines
in the following ways.

1. Small, un-endowed professional societies can not afford the production of pa-
per journals[7]. Yet journals are the prime engine of communications for the
development and growth of relatively new disciplines. E-journals enable such
professional societies to produce their own publications without relying on
commercial publishers (e.g.,Communications of AIS and Journal of AIS).

2. E-journals enable a discipline to expand its scope by affording new outlets
for unorthodox material. For example,Foundations of Information Systems(an
e-journal dedicated to the philosophical foundations of information systems)
started in the late 1999 as an entrepreneurial venture. The goal of the editorial
board was to introduce a venue for work that was not part of the core paradigm

46 Much the same as universities do not recognize a new edition of a book as equal to the original
although the book may be changed completely between editions.
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of IS research. Since then, the topic of Philosophy of IS became a mainstream
topic with several publication outlets and conference tracks, thus expanding the
scope of IS research.

3. E-journals enable a discipline to increase its external reach. Through the 1980s,
scholars typically read three to four leading p-journals in their own discipline.
Most scholars in well-established disciplines would rarely encounter an article
in a new referent discipline. The existence of electronic journals and search
mechanisms changed the way scholars read. Today, scholars searching for arti-
cles on a given topic are more likely to find manuscripts relevant to their work
that appear in journals from other disciplines (Section4.3). Thus, the existence
of e-journals aids the development of new disciplines and encourages multidis-
ciplinary research.

At the same time, academic communities need to be aware of some pitfalls. Since
it is easy to start an e-journal, it is possible that a large number of new e-journals will
be initiated within a given discipline. This capability can create dispersed knowledge
instead of cumulative knowledge. Dispersion is especially a concern when the e-
journal is not indexed and the work is rarely referenced. In addition, if the e-journal’s
material is not sustainable, knowledge may be lost.

6.4 Libraries

Libraries are moving from carrying individual serials to offering access to elec-
tronic collections. Electronic collections usually carry a group of titles in one or more
disciplines. Libraries pay a fixed annual fee for access to the electronic collection.
Scholars and students can access any journal in the collection at no cost to them.
These collections are either a digitization of paper articles or access to electronic
journals[10]. Examples are ABI/Inform, Business Source Premier, ScienceDirect,
and JSTOR. This transition to digital collections is evident by the increase in access
as depicted on JSTOR’s web site.47 In 1997, JSTOR reported a peak usage of 0.5
Million hits. In 2005, the number of hits reached 30 Million (seeFig. 6).

6.4.1 The Advantages of Electronic Collections

The advantages of electronic collections are:

1. Fixed, known cost and increased number of serials.
2. Ability to introduce serials on new disciplines.
3. Fewer Interlibrary Loans.

47 JSTOR usage statistics can be found at:http://stats.jstor.org[last accessed June 20, 2005].

http://stats.jstor.org
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FIG. 6. Increase in the usage of JSTOR from 1997 to 2005.

4. Reduced Real Estate.
5. Increased access by students and teaching faculty.

Fixed subscription cost. The cost of the collection is the same no matter how often
the electronic collection is accessed. However, some collections limit the number of
simultaneous users; in that case, large libraries buy more ‘seats’ than small libraries.
The providers of collections (who act as intermediaries) are able to negotiate low
access fees with publishers of individual journals by leveraging economies of scale.
The result is that scholars can gain any-time-any-place access to a large number of
journals from their personal computers while libraries are able to contain their costs.
For example, a university that subscribes to the ACM Digital Library provides access
to a total of six journals, 23 transactions, ten magazines, publications by 42 Special
Interest Groups (SIGs) and 16 affiliated organizations newsletters and conference
proceedings (http://portal.acm.org/dl.cfm).

New and expanding disciplines. Libraries with budget shortfalls drop subscriptions
when publishers raise their prices (Section3.4.5). Shrinking budgets makes it diffi-
cult to add publications that serve emerging areas of research. Electronic collection
providers can create a portfolio of new titles together with more established titles for
marginally higher fees. In such cases, electronic collections increase accessibility to
new areas of research.

Interlibrary loans. Collections reduce the need for interlibrary loans. When li-
braries carry only a certain number of paper journals, scholars often request copies
of articles via interlibrary loan (ILL) services. Because it usually takes a week or
two to obtain a paper copy of an article through interlibrary loan, this process delays

http://portal.acm.org/dl.cfm
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the scholars’ ability to access the material. With collections and full text access to a
large of number of journals, scholars rarely need to rely on ILL services.48

Reduced real estate cost. The availability of e-journals reduces the library’s real
estate costs. Currently, libraries preserve thousands of volumes of serials placed on
hundreds of shelves. Given the physical limitations on sharing paper articles among
libraries, each library must maintain their own copies of a given serial. Often libraries
hold several copies of books and other printed material so that multiple persons can
check them out. That is, universities allocate a large amount of physical space for
their libraries’ archives. Electronic material obviously requires much less physical
space.49 Electronic material is also less sensitive to humidity and heat but requires
attention to damage caused by fire, flood and other natural disasters, much like paper
material.

Increased access by students and teaching faculty. A study of the usage pattern of
JSTOR indicates a major increase during semester months and a major drop in usage
during the months of December, January, June, July and August. In some cases, the
drop is substantial (over 50%). Assuming that research faculty does most of their
research in the summer,50 one can conclude that during the semester months, ma-
jority of the access is for teaching purposes by research and teaching faculty and by
students.

6.4.2 The Challenges of Electronic Collections

Covi and Cragin[10] point out that while providers often add titles, they also drop
titles, leading to a lack of continuity in the material a library carries. In the past, when
a library dropped a subscription, it traditionally kept prior issues (archives). With
electronic collection services, when a provider drops a title, access to all previous
material to that journal is discontinued. Past issues are not archived.

To accommodate e-journals and collections, libraries require a different set of
skills. For example, scholars need less help with searches. However, some scholars
may require more help in accessing web sites and configuring their Internet browsers.
Libraries need information technologists that can help with the installation and main-
tenance of the library’s Web site, configure network infrastructure and servers, and
set up backup and recovery systems. Whether electronic skills are more expensive
than traditional librarian skills and whether any added technology expenses are being
offset by reduced real estate costs depends on individual situations.

48 In addition, current inter-library loan services send articles in digital form, reducing the time and cost
of delivery.
49 Space reduction is true even if we include the need for a server room, networking and switching closets
and other Internet related technology.
50 Therefore, we assume that the access to JSTOR during the summer months is predominately by re-
search faculty and postgraduate students conducting research.
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6.4.3 Backwards Compatibility

Paper was the medium of choice for publishing in the last several hundred years
because it is highly stable. It is unchanged in form since Gutenberg’s first print-
ing press. Journals published in the 18th century are still readable today. Backwards
compatibility (the idea that when a new medium appears previous media can still
be read) was never an issue. Information technology, however, changes every five to
seven years. For example, material that was saved on 5′25′′ diskettes is not readable
by a 2005 computer unless someone saved an old 5.25′′ disk drive and the software to
read it (i.e., the diskette drivers). Material that was posted using versions 1 and 2 of
Microsoft Word is no longer readable on current machines. Material stored in older
formats will have to be converted or it will become inaccessible to new technology.
The challenge is determining who will be responsible for the conversion: the library
or the publisher? Although large commercial publishers could afford to fund such
conversions, they have no incentives unless back issues are still being ordered. Pro-
fessional societies (especially small ones) and entrepreneurial ventures most likely
would not have the resources to perform complex conversions. Similarly, while large
libraries are able to convert the material they hold for specific requests, small libraries
face financial difficulties. The net effect would be a loss of knowledge unless copies
were kept or could be obtained from the Library of Congress.51

We found no studies that quantify the cost of conversions. We do know, however,
that backwards compatibility is not included in assessing the total cost of ownership
of e-journals.

6.5 Reviewers, Gatekeepers and Other Stakeholders

Each type of e-journal affects stakeholders differently. Hybrid journals are likely to
cause the least impact while advanced electronicity e-journals are likely to cause the
most change. For example, for a hybrid journal the effect on article peer reviewing52

is limited since these journals follow the same review process they used in the past.
Similarly, hybrid journals are less likely to affect the gate keeping system or the
Tenure and Promotion (T&P) process. Because hybrid e-journals publish in both p-
and e-versions, T&P committees treat articles in these journals as p-journals. The
following discussion concentrates on paper replacement and advanced electronicity
e-journals.

51 This applies to paper replacement e-journals. Often, advanced electronicity e-journals can not be repli-
cated in print.
52 Reviewing is sometimes referred to as refereeing.
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6.5.1 Paper Replacement E-Journals

Paper replacement e-journals can be divided into two groups:

1. E-journals run by commercial publishers or professional societies. These
e-journals are often peer-reviewed and indexed.

2. E-journals run by entrepreneurs, research centers, or privately. These e-journals
are usually not peer-reviewed and not indexed.

Peer review process. Paper replacement e-journals are unlikely to involve major
changes to the review process since the articles are similar in their look and structure
to traditional paper manuscripts. A possible exception for some is that in their attempt
to reduce cycle time, they may ask for speedier reviews, thus increasing reviewers’
pressure and workload.

T&P committeesare more likely to treat articles in paper replacement (unlike ad-
vanced electronicity) e-journals as traditional paper articles since the articles look
and feel like traditional articles. Articles can be printed and included as part of the
portfolio presented to the committee. Therefore, T&P committees are not expected
to change their guidelines for these journals. However, e-articles that appear in non-
indexed and non-reviewed journals will not be accepted by T&P committees as a
scholarly publication.

Gatekeeperswho control what is published will want to exert the same control
as they currently exert over traditional p-journals. Because space in highly ranked
journals is a rare and costly commodity, pages in these journals are highly valued.53

Scholars that control this commodity are powerful. The unlimited space available
to e-journals (regardless of their acceptance rate) de-values the worth of the scarce
commodity, thereby de-valuating the importance of the gatekeepers. In addition,
gatekeepers are more likely to object to e-journals run by entrepreneurial ventures
because these journals usually target markets and topics outside of the discipline’s
main paradigm. Therefore, if these journals are successful, they are more likely to
diminish the gatekeepers’ power and control.

6.5.2 Advanced Electronicity E-Journals

Advanced electronicity e-journals present the same challenges as paper replace-
ment e-journals (Section6.5.1) for reviewers, T&P committees and gatekeepers. In
addition, the use of multimedia, network structure, and living scholarship require
changes to reviewers’ approaches and potentially to T&P guidelines.

53 The availability of pages in highly ranked journals can be compared to beach front properties. Since
the buildable coastline is limited, these properties are much more expensive than comparable properties
two streets over.
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Refereeing journal articles is a service to the community with limited rewards.
Finding high quality reviewers is often difficult. Yet articles in advanced electronic-
ity e-journals require additional efforts from reviewers. They contain more material
(e.g., videos of lab experiments, raw data). Reviewers must be technically knowl-
edgeable to evaluate some of this material and the media used. In addition, some
articles may not be printable on a conventional printer54 or are not written sequen-
tially (i.e., they use hypertext).55 The reviewers would have to follow a variety of
links and read the article on-line rather than in print, making it more difficult to
review. Increasing the workload of reviewers without some apparent return would
create resistance and reduce the number of available reviewers. The review process
may become the new bottleneck of scholarly publishing.

Current T&P guidelines are not equipped to handle advanced electronicity
e-journals. For example, MISQ Discovery expects submissions to be theoretically
rigorous and to use the features afforded by the technology. These types of journals
will require changes in the typical T&P committee’s view of electronic scholarship.
If T&P committees do not recognize and reward the added effort required, most
authors would be reluctant to contribute to these journals (see Section6.2.4) and
reviewers would be reluctant to referee these articles.

Gatekeepers are likely to face similar challenges (loss of control and de-valued
status) as they would with paper replacement e-journals. Therefore, the added media
should have little effect on gatekeepers.

6.5.3 Skywriting and Community Reviews

Harnad[19] suggested the concepts of “scholarly skywriting” and an open, inter-
active refereeing process as ways to restore the communication function of academic
journals. In scholarly skywriting, a paper is, in effect, never formally finished but
continually reviewed by all its readers. Authors are able to change a manuscript at
any time based on readers’ comments. Thus, the work becomes a living entity rather
than a static product. In Harnad’s scenario, this ongoing refereeing process becomes
an integral part of the formation of the article.56

The basic idea behind the concept is to shift the control (of accepting or rejecting
articles) from the gatekeepers back to the community. Articles are posted as they are

54 For example see Hars[21].
55 For example see Myers[36] at: http://www.misq.org/discovery/MISQD_isworld/index.html.
56 The difficulty of implementing such a system is great. It requires people to be willing to make and send
comments, authors willing to make changes, electronic repositories keeping both comments and revisions,
and people using the work to review the repository periodically. Living scholarship in general did not
gather much support in the years since it was first discussed. An example is the few contributions that came
to MISQ Discovery which sought to encourage periodic revision. The Wikipedia (www.wikipedia.com)
is an example of successful skywriting, although it is not an element of scholarly publication.

http://www.misq.org/discovery/MISQD_isworld/index.html
http://www.wikipedia.com
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submitted. Readers may comment and critique the work. The authors, at their dis-
cretion or by request from the editor will modify the article. The comments become
an integral part of the manuscript. Skywriting can transfer much of the work from
the reviewers to the community. This transfer can reduce the need to find qualified
reviewers but it also puts a great deal of responsibility on the editors and the commu-
nity. The response from the community is usually weak (Section6.3) since engaging
in “unofficial” reviews is not rewarded.

6.5.4 Conclusions on Stakeholders

The higher the electronicity of an e-journal, the more work, time and skills are
required for submitters and reviewers. As a result, e-journals (particularly advanced
electronicity journals) require a major social change for their acceptance. The exis-
tence of e-journals is expected to diminish the control of gatekeepers because these
journals can be created rapidly, increase the number of pages published, and ulti-
mately reengineer the review process. Skywriting and community reviews, described
in Section6.5.3are examples of reengineering the process.

7. Conclusions

In this chapter, we described the development of academic publishing as a means
of knowledge building and dissemination, communication among scholars and as an
instrument to measure scholarly productivity and to grant rewards. We detailed the
forces that affect that development and the challenges facing the paper-based pub-
lishing industry. We classified e-journals into three categories, which we term paper
replacement, hybrid, and advanced electronicity and list their prospective benefits
and challenges. We concluded by examining the effect of e-journals on their stake-
holders, the authors, editors, libraries, reviewers, and gatekeepers. From our analysis,
we conclude that:

A rose is (not) a rose. Most studies assume either that all electronic journals are the
same or they neglect to define the type of e-journal they are investigating. The three
types of e-journals we defined each resolves a different set of challenges and intro-
duces a different set of issues. We found that at present, the two dominant designs
are the commercial publisher’s hybrid journal and the paper replacement journal pub-
lished by professional societies and entrepreneurial ventures. These designs require
the least social and cultural changes and are likely to remain the dominant design for
some time. Advanced electronicity e-journals offer additional advantages but require
major changes in the academic reward system. Although they may dominate in the
future, they are still rare.
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There is no free lunch—you get what you pay for. The assumption that e-journals
can be offered free of charge is naïve. Most financial analyses of e-journals ignore the
administrative costs involved in producing academic journals or presume that senior
editors are available to undertake them at no cost. Neither presumption passed the
test of time. To survive economically while maintaining the reputation and prestige
that will draw authors, e-journal publishers need to invest funds in editorial work,
marketing, indexing, and infrastructure.

Science is cumulative. Because science builds upon its history, it depends on main-
taining archives of prior work. Paper is a remarkably stable medium. Although it is
sensitive to natural mishaps (e.g., fire, water, sun damage), it is easily accessible and
portable. Over the years society established safety measures to protect paper (e.g.,
smoke detectors). E-journals are at the mercy of the continually changing digital
world. New technologies replace old ones with a life cycle of 5 to 7 years. Old stor-
age media (think of 5.25′′ disks or even 3.5′′ disks) and old formats are no longer
readable by new equipment. Backward compatibility is a serious, technical and eco-
nomic issue that requires cooperation among all the stakeholders to resolve.

To peer or not to peer. To increase the speed of communication, make it easier to
publish non-standard, innovative work, and increase interactivity, proposals abound
for reengineering the current peer review system. We found:

1. Academia is a self-regulating industry. Its reputation depends on a self-imposed
system of checks and balances of which the review process is an important and
integral part. Despite its many faults, it is necessary. That is not to say that it
cannot or has not been improved. For example, electronic messaging reduces
cycle time, although only marginally.

2. The integrity of the review process depends on the voluntary time of scholars
and on their domain knowledge. It is scholar time and willingness to review
that is the scarcest resource.

3. The review process also introduces a time delay that even e-journals cannot
resolve.

Thus, peer review may be the worst way to ensure quality, yet to paraphrase Win-
ston Churchill, it is still the best of systems.

Who is No. 1?57 Journals’ ranking and prestige largely depends on their low ac-
ceptance rate (5–10% in some journals) and on their impact. Two major evolutions,
driven by electronic media are likely to transform the current journal ranking system:

1. The added space afforded by e-journals reduces the need for high rejection
rates. For p-journals, these rates result from the fixed amount of space available
and the increasing flood of research as scientific work expands.

57 “The Prisoner,” circa 1967 ITC TV in the UK and 1968 CBS in United States.
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2. Changes in authors’ search processes enable them to find any work relevant to
the topic of interest published in reputable journals. Authors no longer limit
their search and subsequent citations to a few leading journals in their own dis-
cipline. This change is likely to create a more even impact index than currently
exists.

We believe that these two factors will drive a major change in the scholarly merit
system where innovation (in content and communication) is rewarded. Journals will
be ranked based on the quality of the material published rather than on extrane-
ous factors such as acceptance rates. However, being in academia, this evolutionary
process is bound to take considerable time.

8. Summary

Commercial and society publishers invest large sums to initiate and maintain a
scholarly journal. Much like any other business that wants to succeed and make a
profit, a publisher does not invest in a new journal without a solid business plan.
Once the investment is made, the publisher markets and brands it to achieve success
(high ratings, prestige and high circulation).

Although the initial investment and operating cost can be less, e-journals require
the same care and planning as p-journals. They also need to solve institutional is-
sues resulting from the divide between culture and social norms, and technological
advancements. We believe that, over time, these problems will be resolved.
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Abstract
In this chapter, we characterize problems for web applications, examine exist-
ing testing techniques that are potentially applicable to the web environment,
and introduce a strategy for web testing aimed at improving web software re-
liability by reducing web problems closely identified with web source contents
and navigations. Using information about web accesses and related failures ex-
tracted from existing web server logs, we build testing models that focus on the
high-usage, high-leverage subsets of web pages for effective problem detection
and reliability improvement. Related data are also used to evaluate web site op-
erational reliability in providing the requested pages as well as the potential for
reliability growth under effective testing. Case studies applying this approach
to the web siteswww.seas.smu.eduandwww.kde.orgare included to demon-
strate its viability and effectiveness. We also outline extensions to our approach
to address testing, defect analysis, and reliability improvement issues for the
constantly evolving web as a whole by analyzing the dynamic web contents and
other information sources not covered in our current case studies.
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1. Introduction

Web-based applications provide cross-platform universal access to web resources
for the massive user population. With the prevalence of the world wide web (WWW)
and people’s reliance on it, testing and quality assurance for the web is becoming
increasingly important. To help us test web-based applications and improve their
reliability, we would like to adapt existing techniques that have been used effectively
to assure and improve quality and reliability for traditional software systems[16,38,
48]. As a prerequisite to successful adaptation, we must have a good understanding of
the differences between the web environment and the traditional software systems,
as well as a good understanding of the existing techniques, their applicability to
different domains, and their effectiveness in dealing with different problems.

Quality in software is generally associated with good user experiences commonly
characterized by the absence of observable problems and satisfaction of user expec-
tations, which can also be intimately related to some internal characteristics of the
software product and its development process[23,38,48]. A quantitative measure of
quality meaningful to both the users and the developers is productreliability, which
is defined as the probability of failure-free operations for a specific time period or
input set under a specific environment[27,34]. Some testing and quality assurance
techniques work directly to assure product reliability by detecting and correcting
problems that are likely to be experienced by target customers and users[30,33],
while others work indirectly to ensure some internal integrity for the product under
development or in operation[5,35].
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In subsequent sections, we review basic concepts and testing techniques, exam-
ine the characteristics of the web, discuss the use of existing models and techniques
for web testing, and introduce an integrated web-testing strategy that ensures web
reliability. In particular, Section2 defines some basic terms related to defect and
reliability to ensure a consistent interpretation of quality, and surveys major test-
ing techniques and reliability models; Section3 analyzes the web environment and
its impact on web testing and quality assurance, particularly its challenges and op-
portunities, and focuses our attention on web problems closely identified with web
source contents and navigations; Section4 examines strategies for testing individual
web elements and basic web navigation; Section5 presents an integrated strategy for
large-scale web testing that uses statistical testing models to selectively test impor-
tant and frequently used web pages and to guide in-depth testing using traditional
testing techniques; Section6 uses defect and usage data from web logs to assess
web site operational reliability and the potential for reliability growth under effec-
tive statistical testing, which also provide an external validation for our integrated
testing strategy; and finally, we present our summary, conclusions, and future work
in Section7.

2. Basic Concepts and Techniques

As noticed above, various terms related to problems or defects are commonly used
in discussing software quality and reliability. Several standard definitions[19] related
to these terms include:

• Failure: The inability of a system or component to perform its required func-
tions within specified performance requirements. It is an observable behavioral
deviation from the user requirement or product specification.

• Fault: An incorrect step, process, or data definition in a computer program,
which can cause certain failures.

• Error: A human action that produces an incorrect result, such as the injection
of a fault into the software system.

Failures, faults, and errors are collectively referred to asdefects. Testing plays a
central role in assuring product quality by running the software, observing its behav-
ior, detecting certain behavior deviations as failures, and helping us locate and fix the
underlying faults that caused the observed failures.

Depending on whether external functions or internal implementation details are
tested, we have two generic types of testing:Functionalor black-boxtesting focuses
on the external behavior of a software system, while viewing the object to be tested
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as a black-box that prevents us from seeing the contents inside[18]. Structuralor
white-boxtesting focuses on the internal implementation, while viewing the object
to be tested as a white-box that allows us to see the contents inside[5].

Most of the traditional testing techniques and testing sub-phases use some cov-
erage information as the stopping criteria[6,35], with the implicit assumption that
higher coverage means higher quality or lower levels of defects. On the other hand,
product reliability goals can be used as a more objective criterion to stop testing. The
use of this criterion requires the testing to be performed under an environment that
resembles actual usage by target customers so that realistic reliability assessment can
be obtained, resulting in the so-called usage-based statistical testing[30,34].

The steps in most systematic testing include[7,48]:

(1) information gathering, with the internal implementations or external functions
as the main information sources giving us white-box testing and black-box
testing, respectively;

(2) test model construction, with models based on checklists, partitions, equiv-
alence classes, and various forms of finite-state machines (FSMs) such as
control flow graphs and data dependency graphs;

(3) test case definition and sensitization, which determines the input to realize a
specific test;

(4) test execution and related problem identification; and
(5) analysis and followup, including making decisions such as what to test next

or when to stop.

For usage-based statistical testing that play a critical role to ensure product reliability,
the following particular steps are involved:

• The information related to usage scenarios, patterns, and related usage frequen-
cies by target customers and users is collected.

• The above information is analyzed and organized into some models—what we
call operational profiles (OPs)—for use in testing.

• Testing is performed in accordance with the OPs.

• Testing results is analyzed to assess product reliability, to provide feedback, and
to support follow-up actions.

Both the failure information and the related workload measurements provide us
with data input to various software reliability models that help us evaluate the current
reliability and reliability change over time[27,34,44]. Two basic types of software
reliability models are: input domain reliability models (IDRMs) and time domain
software reliability growth models (SRGMs). IDRMs can provide a snapshot of the
current product reliability. For example, if a total number off failures are observed
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for n workload units, the estimated reliabilityR according to the Nelson model[36],
one of the most widely used IDRMs, can be obtained as:

R =
n − f

n
= 1 −

f

n
= 1 − r.

Wherer is the failure rate, which is also often used to characterize reliability. When
usage timeti is available for each workload uniti, the summary reliability measure,
mean-time-between-failures (MTBF), can be calculated as:

MTBF =
1

f

∑

i

ti .

If discovered defects are fixed over the observation period, the defect fixing effect
on reliability (or reliabilitygrowthdue to defect removal) can be analyzed by using
various SRGMs[27,34]. For example, in the widely used Goel–Okumoto model[17],
the failure arrival process is assumed to be a non-homogeneous Poisson process[22].
The expected cumulative failures,m(t), over timet is given by the formula:

m(t) = N
(

1 − e−bt
)

where the model constantsN (total number of defects in the system) andb (model
curvature) need to be estimated from the observation data.

3. Web Characteristics, Challenges, and Opportunities

Web applications possess various unique characteristics that affect the choices of
appropriate techniques for web testing and reliability improvement. We next examine
these characteristics in relation to existing software testing techniques and address
general questions about web quality and reliability.

3.1 Characterizing Web Problems and Web Testing Needs

One of the fundamental differences between web-based applications and tradi-
tional software is thedocument and information focusfor the former as compared
to the computational focus for the latter. Although some computational capability
has evolved in newer web applications, document and information search and re-
trieval still remain the dominant usage for most web users. Most of the documents
and information sources are directly visible to the web users, as compared to the
complicated background computation associated with traditional software systems.
Consequently, the line that distinguishes black-box testing from white-box testing is
blurred for the web environment.
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A related difference between the development of web sites or web-based appli-
cations and that for traditional software systems is the increasingly faster pace and
evolving nature of the former. Traditionally, large software systems take years to
develop by a large group of professional developers, with the testing part typically
consuming from a quarter to over half of the total development time and/or resources.
In contrast, web sites and web-based applications can be set up and start running
within a few weeks or even a few days by a small group of web developers. The
dynamic web environment allows web site owners and contents providers to add,
update, or change web contents, functions, and structures incrementally. All the test-
ing sub-phases before product release for traditional software systems are condensed
for the web environment, but post-release web site maintenance and related testing
play an increasingly important role. This environment also provides opportunities
for us to capture actual usage scenarios and patterns for effective web testing and
reliability improvement for operational web site, as we describe in Section5.

In addition, navigational facility is a central part of web-based applications, with
the most commonly used HTML (hyper-text markup language) documents playing
a central role in providing both information and navigational links. In this respect,
web-based applications resemble many traditional menu-driven software products.
The most commonly used testing technique for menu-driven software is the one
based on finite-state machines (FSMs), where each menu is represented as a state in
an FSM[6,48]. We next compare web-based applications to traditional menu-drive
software products:

• Traditional menu-driven software still focuses on some computation; while
web-based applications focus on information and documents.

• Traditional menu-driven software usually separates its navigation from its com-
putation; while the two are tightly mingled for web-based applications.

• In traditional menu-driven software, there is usually a single top menu that
serves as the entry point; while for web-based applications, potentially any web
page can be the starting point. Similar differences exist for the end points or
final states, with traditional menu-driven software having limited exits while
web-based applications typically can end at any point when the user chooses to
exit the web browser or stop browsing.

• There is a qualitative difference in the huge number of navigational pages even
for moderately sized web sites and the limited number of menus for traditional
menu-driven applications. We will revisit this key difference in Section5 in
connection with selective web testing.

• Web-based applications typically involve much more diverse support facilities
than traditional menu-driven software. Web functionalities are typically distrib-
uted across multiple layers and subsystems, ranging from web browsers at the
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Client–web browsers

Web server

Middleware

Database–backend

FIG. 1. Multi-layered web applications.

client side to web servers, middleware, and backend at the server side, as illus-
trated inFig. 1. We need to make sure all different versions of web browsers,
servers, and their underlying support infrastructure work well together to deliver
the requested web contents.

Similar to general testing, testing for web applications focuses on reducing the
chances for web failures by removing the underlying faults or defects. Therefore,
we need to examine the common problems and associated concepts such as web
failures, faults, and errors, before we can select, adapt, or develop appropriate testing
techniques for this environment.

Based on the above characterization of the web environment, we can adapt some
standard definitions of quality, reliability, defect, and related concepts to this new
application environment. We define a web failure as the inability to correctly deliver
information or documents required by web users[20]. This definition also conforms
to the standard definition of failures as the behavioral deviations from user expecta-
tions[19] (correct delivery expected by web users). Based on this definition, we can
consider the following failure sources:

• Source or content failures: Web failures can be caused by the information source
itself at the server side.

• Host or network failures: Hardware or systems failures at the destination host or
home host, as well as network failures, may lead to web failures. These failures
are mostly linked to the web server layer and below inFig. 1. However, such
failures are not different from the regular system or network failures, and can
be analyzed by existing techniques[43,54].

• Browser failures: Browser failures are linked to problems at the highest layer
in Fig. 1on the client side. These failures can be treated the same way as soft-
ware product failures, thus existing techniques for software testing and quality
assurance can be used[5,34,48].

• User errorscan also cause problems, which can be addressed through user ed-
ucation, better usability design, etc.[3,11,42].
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The last three groups of problems above can be addressed by the “global” web
community using existing techniques, while web source or content failures are typ-
ically directly related to the services or functions that web-based applications are
trying to provide. In addition, although usability is one of the primary concerns for
novice web users, reliability is increasingly becoming a primary concern for sophis-
ticated web users[55]. Therefore, we focus on web source failures and trying to
ensurereliability of such web-based applications in this chapter.

With the above differentiation of different sources for web problems and the focus
of source contents problems, we need to test the web (1) to ensure that individual
components behave as expected, and (2) to ensure that the overall navigational facil-
ity works as expected. We will first describe testing models that attempt to “cover”
those basic elements and navigation patterns in Section4. However, such coverage-
based testing would soon run into difficulties for web sites with numerous functions
or diverse usage patterns, leading us to usage-based web testing in Section5.

3.2 Information Sources for Testing and Analyses: New
Opportunities

Information sources for testing models can generally be divided into two broad
categories: (1) internal components and structures and (2) external functions and
related usages. For the web environment, the easy access to source files (primar-
ily HTML documents) is a significant difference from traditional software systems
where the users typically do not have access to program source code. This difference
would blur the distinction between black-box testing and white-box testing, and al-
low independent testers and users to perform white-box testing for different web
components in addition to black-box testing.

Although external functions for web-based applications and web sites are rarely
formally specified, we do have abundant information about web usages available,
typically recorded in various server log files. In fact, monitoring web usage and keep-
ing various logs are necessary to keep a web site operational. Therefore, we would
only incur minimal additional cost to use the information recorded in these logs for
testing and reliability analyses.

Two types of log files are commonly used by web servers: Individual web accesses,
or hits, are recorded inaccess logs, and related problems are recorded inerror logs.
A “hit” is registered in the access log if a file corresponding to an HTML page, a
document, or other web content is explicitly requested, or if some embedded content,
such as a graphic file or a Java class within an HTML page, is implicitly requested
or activated. Some sample entries from the access log for thewww.seas.smu.edu
web site using Apache Web Server[4] is given inFig. 2. Specific information in this
access log includes:

http://www.seas.smu.edu
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129.119.4.17 - - [16/Aug/1999:00:00:11 -0500] "GET
/img/XredSeal.gif HTTP/1.1" 301 328 "http://www.seas.smu.edu/"
"Mozilla/4.0 (compatible; MSIE 4.01; Windows NT)"

129.119.4.17 - - [16/Aug/1999:00:00:11 -0500] "GET
/img/ecom.gif HTTP/1.1" 304 - "http://www.seas.smu.edu/"
"Mozilla/4.0 (compatible; MSIE 4.01; Windows NT)".

FIG. 2. Sample entries in an access log.

• The reverse-DNS hostname of the machine making the request. If the machine
has no reverse-DNS hostname mapped to the IP number, or if the reverse-DNS
lookup is disabled, this will just be the IP number.

• The user name used in any authentication information supplied with the request.

• If “identd” checking is turned on, the user name as returned by the remote host.

• Date and time that the transfer took place, including offset from Greenwich
Mean Time.

• The complete first line of the HTTP request, in quotes.

• The HTTP response code.

• Total number of bytes transferred.

• The referrer, or the source page that lead to the current access.

• The agent, or the information that the client browser reports about itself.

If the value for any of these data fields is not available, a “−” will be put in its
place. Most of the above information is available from most web logs despite minor
variations in web log configurations and information contents across different web
servers.

Error logs typically include details about the problems encountered. The format
is simple: a time-stamp followed by the error or warning message, such as inFig. 3.

[Mon Aug 16 13:17:24 1999] [error] [client 207.136.6.6]
File does not exist: /users/seasadm/webmastr/htdocs/
library/images/gifs/homepage/yellowgradlayers.gif

[Mon Aug 16 13:17:37 1999] [info] [client 199.100.49.104]
Fixed spelling: /img/XredSeal.gif to /img/xredSeal.gif
from http://www.seas.smu.edu/

FIG. 3. Sample entries in an error log.
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Analyzing information stored in such logs can help us capture the overall web us-
ages for testing, as described in Section5. Various measurements can be derived to
characterize web site workload at different levels of granularity and from different
perspectives. These workload measurements are used together with failure informa-
tion in Section6 to evaluate web site operational reliability and the potential for
reliability improvement. Web logs also give us a starting point to characterize com-
mon problems for web-based applications, as we discuss below.

3.3 Preliminary Analysis of Common Problems for Two Web
Sites

We next analyze common problems forwww.seas.smu.edu, the official web site
of the School of Engineering and Applied Science at Southern Methodist Univer-
sity (SMU/SEAS). This web site utilizes Apache Web Server[4], a popular choice
among many web hosts, and shares many common characteristics of web sites for
educational institutions. These features make our results and observations here and
in the rest of this chapter meaningful to many application environments. Server log
data covering 26 consecutive days in 1999 were used.

The use of this web site continues the trend of most previous studies that over-
whelmingly focus on academic sites[39], which may not be a good representative
for many other web sites. For example, most of the SMU/SEAS web pages are static
ones, consisting primarily of the HTML documents and embedded graphics[25], and
the web site operates under fairly light traffic. In e-commerce and other applications,
workload types may be more diverse, with dynamic pages and context-sensitive
contents play a much more important role, and traffic volume can be significantly
larger [39]. Therefore, we obtained recent (2003) web logs from the open source
KDE project web sitewww.kde.orgto cross-validate our results[52]. The overall
user population and traffic volume are significantly larger, and changes are contin-
uously committed to the web site in order to provide the developers and users with
the most up-to-date information. These characteristics make it a good choice for
our validation study. On the other hand, this web site also uses Apache Web Server
[4], which makes our data extraction and analysis easy due to the same data format
used.

Common web problems or error types are listed inTable I. Notice that most of
these errors conform closely to the source content failures we defined above, making
them suitable for our web problem characterization and reliability evaluation.Table I
also gives the summary of different types of errors for SMU/SEAS. The most domi-
nant error types are type A (“permission denied”) and type E (“file does not exist”),
which together account for 99.9% of the recorded errors.

http://www.seas.smu.edu
http://www.kde.org
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TABLE I
GENERIC ERRORTYPES AND THERECORDEDERRORS

BY TYPE FORSMU/SEAS

Type Description # of errors

A permission denied 2079
B no such file or directory 14
C stale NFS file handle 4
D client denied by server configuration 2
E file does not exist 28,631
F invalid method in request 0
G invalid URL in request connection 1
H mod_mime_magic 1
I request failed 1
J script not found or unable to start 27
K connection reset by peer 0
All types 30,760

Type A errors, accounting for 6.8% of the total recorded errors, involve improper
access authorization or problems with the authentication process. These errors are
more closely related to security problems instead of reliability problems we focus on
in this chapter. Further analyses of them may involve the complicated authentication
process. In addition, type A errors also account for much less of a share of the total
recorded errors than type E errors. Therefore, we decided not to focus on these errors
in our study.

Type E errors usually represent bad links. They are by far the most common
type of problems in web usage, accounting for 93.1% of the total recorded er-
rors. This is in agreement with survey results from 1994–1998 by the Graph-
ics, Visualization, and Usability Center of Georgia Institute of Technology (see
http://www.gvu.gatech.edu/user_surveys). The surveys found that broken link is the
problem most frequently cited by web users, next only to network speed problem.
Therefore, type E error is the most observed web content problem for the general
population of web users. Further analysis can be performed to examine the trend of
these failures, to guide web testing, and to provide an objective assessment of the
web software reliability.

For the KDE web site, only access logs are used but not the error logs. However,
from the HTTP response code, we can extract the general error information. For
example, type E (missing file) errors in the error logs are equivalent to access log
entries with a response code 404. The access logs for the KDE web site for the 31
days recorded more than 14 million hits, of which 793,665 resulted in errors. 785,211
hits resulted in response code 404 (file-not-found), which accounted for 98.9% of all
the errors. The next most reported error type was of response code 408, or “request

http://www.gvu.gatech.edu/user_surveys
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timed out,” which accounted for 6225 or 0.78% of all the errors. This dominant share
of 404 errors, which is equivalent to type E errors, justifies our focus on this type of
errors in our study.

We performed a preliminary analysis of the originators of these bad links[28]
and discovered that the majority of them are from internal links, including mostly
URLs embedded in some web pages and sometimes from pages used as start-ups
at the same web site. Only a small percentage of these errors are from other web
sites (4.3%), web robots (4.4%), or other external sources, which are beyond the
control of the local site content providers, administrators, or maintainers. Therefore,
the identification and correction of these internal problems represent realistic oppor-
tunities for improved web software reliability based on local actions such as testing
and other quality assurance activities. In addition, we also need to test for problems
beyond what is reported in web logs, as we describe next.

4. Testing Individual Web Elements and Navigations

For the web functionalities distributed across multiple layers and subsystems, we
need to make sure that all the components work well individually as well as together.
We next examine the techniques to test these individual web components and the
basic web navigations.

4.1 Web Components, Aspects, and Testing

Web components[29] that need to be tested for conformance to some standards or
user expectations include the following:

• HTML document, still the most common form for documents on the web.

• Java, JavaScript, and ActiveXcommonly used to support platform independent
executions.

• Cgi-Bin Scriptsused to pass data or perform some other activities.

• Database, a major part of the backend.

• Multi-media componentsused to present and process multi-media information.

All these components need to be tested. Fortunately, many existing testing tech-
niques and tools can be used to perform such testing. In fact, most existing work on
web testing focuses onfunctionality testingto test web components to ensure that the
web site performs its intended functions as expected[9,15]. This type of testing usu-
ally involves analyzing given web components and checking their conformance to
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relevant standards and external specifications. Specific types of functionality testing
include:

• HTML syntax and/or style checking: HTML validators, such as Weblint (www.
weblint.org), W3C Validator (validator.w3.org), and CSSCheck (www.htmlhelp.
com/tools/csscheck/), can parse HTML files and check their conformance to
relevant language specifications and document standards.

• Link checkingcan be performed to check the entire site for broken links, with
the help of tools like Net Mechanic (www.netmechanic.com). This is similar
to link coverage testing in FSM-based testing described later in this section for
testing web navigations, but without formally constructing an FSM.

• Form testingchecks input types and variable names in various forms, with the
help of tools such as Doctor HTML (www2.imagiware.com/RxHTML). This
can be considered as rudimentary input domain testing based on a simple check-
list [48].

• Verification of end-to-end transactions, which is similar to testing complete exe-
cution paths in control flow testing or transaction processing in transaction flow
testing[6].

• Java and other component testing: Java applets, which work on the clients side,
or other Java applications, which work on the server side, need to be tested,
similar to traditional software testing. Similarly, other programming languages
used for various web-based facilities, such as C/C++, Visual Basic, etc., can
also be checked for syntax, decisions, etc.

Various tools or tool suites are also available to support a combination of vari-
ous functionality and regression testing, including SilkTest (www.segue.com), Astra
QuickTest (www.mercury.com), eTester (www.rswsoftware.com), etc. Besides the
basic web elements that need to be tested above, some specific web aspects that cut
through several web elements also need to be tested, including:

• Load testingis a subset of stress (or performance) testing. It verifies that a web
site can handle a large number of concurrent users while maintaining acceptable
response time.

• The focus ofusability testingis the ease-of-use issues of different web designs,
overall layout, and navigations[3,11,29], which is different from our reliability
focus in this chapter. Such testing relies heavily on subjective preferences of
selected users.

• Browser renderingproblems may affects the delivery as well as presentation of
web contents. For example, HTML files that look good on one browser may
look bad on another. We need to make sure that the web site functions appropri-

http://www.weblint.org
http://validator.w3.org
http://www.htmlhelp.com/tools/csscheck/
http://www.netmechanic.com
http://www2.imagiware.com/RxHTML
http://www.segue.com
http://www.mercury.com
http://www.rswsoftware.com
http://www.weblint.org
http://www.htmlhelp.com/tools/csscheck/
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ately with different browser versions. However, the browser checking is done
manually to assess the “look & feel” of the GUI, etc., similar to usability testing
discussed above.

• Other specialized testing include accessibility for blind and disabled people,
runtime error detection, web security testing, etc.[29,37].

4.2 Modeling and Testing Web Navigations as Finite-State
Machines (FSMs)

As mentioned in Section3, web navigations have many similarities with menu se-
lections in traditional menu-driven software systems, and the most commonly used
testing technique for such systems is based on finite-state machines (FSMs)[5,48].
From the web users’ point of view, each web-based application or function consists
of various components, stages, or steps, visible to the web users, and typically ini-
tiated by them, making FSM-based testing an appropriate choice. We next consider
the basic elements of FSMs and map them to web-based applications:

• Each web page corresponds to a state in an FSM. When we start a web browser,
the default starting page or our customized starting page will be loaded, which
corresponds to the initial state. Therefore, potentially any page can be the initial
state. Similarly, we can stop anytime by exiting the web browser, or implicitly
by no longer requesting pages. This last page visited, which can be potentially
any page, is then the final state.

• State transitions correspond to web navigations following hypertext links em-
bedded in HTML documents and other web contents.

• The input and output associated with such navigations are fairly simple and
straightforward: The input is the clicking of the embedded link shown as high-
lighted content. The corresponding output is the loading of the requested page
or content with accompanying messages indicating the HTML status, error or
other messages, etc.

One special case in the state transition modeling above is that a user may choose
to follow a previous saved link (bookmarked favorites) or to directly type a URL
(universal resource locator, the address of a specific page). The use of these external
navigation tools makes state transitions more unpredictable. However, there are also
two factors worth noting in modeling web navigations as state transitions in FSMs:

• From the point of view of Internet- and web-based service providers, it is more
important to ensure that the “official” embedded links on the providers’ web
site are correct than to ensure that the users’ bookmarks or typed URLs are
up-to-date or correct.
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• There is empirical evidence that the vast majority of web navigations are fol-
lowing embedded hypertext links instead of using bookmarked or typed URLs.
For example, for thewww.seas.smu.eduweb site, 75.84% of the navigations are
originated from embedded links within the same web site, only 12.42% are user
originated, and the rest from other sources[28].

Consequently, we choose to focus on the embedded navigation links and capture
them in FSMs for web testing.

Once these FSMs are constructed, they can be used in testing. FSM-based testing
typically attempts to achieve the following coverage goals[5,48]:

• State or node coverage: We need to make sure that each state can be reached
and visited by some test cases. This is essentially a state or node traversal prob-
lem in graph theory[13,24], and test cases can be derived accordingly. In fact,
web robots used by various Internet search engines or index services commonly
“crawl” the web by systematically following the embedded hypertext links to
create indexes or databases of the overall web contents, much like the state tra-
versal for FSMs.

• Transition or link coverage: We need to make sure that each link or state tran-
sition is covered by some test cases. Although this problem can also be treated
as link traversal in graph theory, the above state coverage testing already helped
us reach each reachable state. It would be more economical to combine the visit
to these states with the possible input values to cover all the links or transitions
originated from this current state, which would also help us detect missing links
(some input not associated with any transitions)[48]. Existing link-checkers
can also be used to help us perform link coverage testing by checking bad links
(“file-not-found”), which represent extra links in FSMs or missing states
(pages).

In trying to reach a specific state, each test case is essentially a series of input
values that enables us to make the transitions from an initial state to some target
state, possibly through multiple hops by way of some intermediate states. The key
in this sensitization is to remember that in FSM-modeled systems, input and output
are associated with individual transitions instead of as an indistinguishable lump
of initial input for many other systems. Consequently, the input sequencing is as
important as the correct input values.

One useful capability for test execution is the ability to save some “current state”
that can be restored. This would significantly shorten the series of state transitions
needed to reach a target state, which may be important because in some systems
these transitions may take a long time. This capability is especially useful for link
coverage testing starting from a specific state: If we can start from this saved state,

http://www.seas.smu.edu
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we can go directly into link coverage testing without waiting for the state transitions
to reach this state from an initial state. Fortunately for web testing, most web pages
can be saved or “bookmarked” to enable us to perform such testing easily. For a
subset of dynamic and embedded pages, a more complicated navigation sequence
will probably be needed.

The result checking is easy and straightforward, since the output for each transition
is also specified in FSMs in addition to the next state. The key to this result checking
is to make sure that both the next state and the output are checked.

4.3 Limitations and Motivation for Usage-Based Web Testing

We characterized web-based applications in Section3 by their information/docu-
ment focus, integration between information and navigation, and multi-layered sup-
port infrastructure to derive checklist- and FSM-based testing above for web-based
applications. Additional characteristics of web-based applications include:

• Massive user population: Virtually anyone from anywhere with an Internet ac-
cess can be a user of a given web-site. Although some traditional software
systems, such as operating systems, also serve a massive user population, the
systems are usually accessed locally, thus scattering the user population into
sub-groups of limited size.

• Diverse usage environments: Web users employ different hardware equipments,
network connections, operating systems, middleware and web server support,
and web browsers, as compared to pre-specified platforms for most traditional
software.

Any reliability problem of the web-based applications will be magnified by the
massive user population, requiring us to address reliability problems effectively
and directly. The diverse usage environment requires thorough testing to be per-
formed for a huge number of situations. However, traditional coverage-based testing
adapted for web testing in this section cannot be used directly to ensure reliability
for web-based applications, and the combinatorial explosion resulted from the above
diverse environments would make “coverage” an unattainable goal, as discussed be-
low.

There is one obvious drawback to web testing using techniques covered in this sec-
tion: The number of web pages for even a moderate-sized web site can be thousands
or much more. Consequently, there would be significant numbers of unorganized in-
dividual testing activities when we attempt to test the individual items or aspects,
which would overwhelm testing resources. If FSMs are used, the large number of
states makes any detailed testing impractical, even with some automated support,
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because FSM-based testing can generally handle up to a few dozen states at most
[5,48].

Hierarchical FSMs can be used to alleviate the problem associated with the large
numbers of states and transitions by limiting transactions across boundaries of dif-
ferent FSMs in the hierarchy: In lower-level models, we generally assume a common
source and common sink as its interface with higher-level models. However, the in-
teractions may well be cutting through hierarchy boundaries in real systems. For
large web sites, the complete coverage of all these hierarchical FSMs would still be
impractical.

Another alternative to deal with state explosion problem of FSMs is to use selec-
tive testing based on Markov operational profiles (Markov OPs)[30,56]by focusing
on highly used states and transitions while omitting infrequently used ones or group-
ing them together. The combination of these hierarchical FSMs and Markov OPs led
us to unified Markov models (UMMs)[20,49] described in Section5. On the other
hand, loosely related collections of web pages can be more appropriately represented
and tested by using some simpler usage models based on a flat list of operations and
associated probabilities, such as Musa’s operational profiles (OPs)[33]. The intro-
duction of statistical testing strategies based on such OPs or UMMs is not to replace
traditional testing techniques, but to use them selectively on important or frequently
used functions or components.

On the other hand, as a general rule, usage and problem distribution among dif-
ferent software components is highly uneven[8], which is also demonstrated to be
true among different web contents[25]. Consequently, some kind of selective testing
is needed to focus on highly-used and problematic areas to ensure maximal web site
reliability improvement, such as through usage-based statistical testing we discuss in
the next section. These techniques can help us prioritize testing effort based on us-
age scenarios and frequencies for individual web resources and navigation patterns
to ensure the reliability of web-based applications.

5. A Hierarchical Approach for Large-Scale Web Testing

We next describe an integrated strategy that combines several existing testing
techniques in a hierarchical framework for web testing[48,50]. We first outline the
overall framework and then describe its individual tiers in detail.

5.1 Overall Framework: A Three-Tiered Web Testing Strategy
Once we have decided to use usage-based statistical web testing, the immediate

question is then the choice between two commonly used usage models or operational
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profiles (OPs): Musa’s flat OP[33] and Markov OP[30,56] or its variation, unified
Markov models (UMMs)[20,49]. Musa OP’s key advantage is its simplicity, allow-
ing us to focus on frequently used individual pages or web components. On the other
hand, Markov models such as UMMs are generally more appropriate for selective
testing of web navigations. Therefore, we have selected UMMs as the central test-
ing models to work under the guidance of high-level Musa OPs in our overall web
testing framework, to form a three-tiered strategy[50]:

1. The high-level operational profile (OP) enumerates major functions to be sup-
ported by web-based applications and their usage frequencies by target cus-
tomers. This list-like flat OP will be augmented with additional information and
supported by lower-level models based on unified Markov models (UMMs).
The additional information includes grouping of related functions and mapping
of major external functions to primary web sources or components.

2. For each of the high-level function groups, a UMM can be constructed to
thoroughly test related operation sequences and related components. UMMs
capture desired behavior, usage, and criticality information for web-based ap-
plications, and can be used to generate test cases to exhaustively cover high-
level operation sequences and selectively cover important low-level implemen-
tations. The testing results can be analyzed to identify system bottlenecks for
focused remedial actions, and to assess and improve system performance and
reliability.

3. Critical parts identified by UMMs can be thoroughly tested using lower-level
models based on traditional testing techniques. Other quality assurance alter-
natives, such as inspection, static and dynamic analyses, formal verification,
preventive actions, etc.[38,48], can also be used to satisfy user needs and ex-
pectations for these particular areas.

Therefore, existing techniques that attempt to “cover” certain web aspects or ele-
ments, particularly those we described in Section4, can still be used, but under the
guidance of our mid-level UMMs as well as our top-level Musa OPs. Our hierarchi-
cal strategy can also accommodate other quality assurance activities, mostly at the
bottom-level, much like for coverage-based testing:

• Support for software inspection can be provided in two ways: (1) selective in-
spection of critical web components by relating frequently used services to
specific web components; (2) scenario based inspection[40] guided by our
UMMs where usage scenarios and frequencies can be used to select and con-
struct inspection scenarios.

• Selective formal verification can be carried out similar to the way inspection
is supported above. Specific formal verification models can also be associated
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with highly critical parts of UMMs, and much of the UMM information can help
us work with formal verification models, particularly those based on symbolic
executions[31,57].

• The ability to identify reliability bottlenecks can also help the selective applica-
tion of corrective and preventive actions, system analyses, damage containment,
etc.[48].

To implement the above strategy, quantitative web usage information needs to be
collected. Fortunately, the availability of existing web logs offers us the opportunity
to collect usage information for usage model construction and for statistical web
testing. The following reports can be easily produced from analyzing the web access
logs kept at the web servers:

• Top access report(TAR) lists frequently accessed (individual) services or web
pages together with their access counts.

• Call pair report (CPR) lists selected important call pairs (transition from one
individual service to another) and the associated frequency.

TAR is important because many of the individual services can be viewed as stand-
alone ones in web-based applications, and a complete session can often be broken
down into these individual pieces. This report, when normalized by the total access
count or session count, resembles the flat OP[33]. Each service unit in a TAR may
correspond to multiple pages grouped together instead of a single page, such as in
Fig. 2. Such results provide useful information to give us an overall picture of the
usage frequencies for individual web service units, but not navigation patterns and
associated occurrence frequencies.

CPR connects individual services and provides the basic information for us to
extract state transition probabilities for our UMMs. For a web site withN pages or
units, the potential number of entries in its global CPR isN2, making it a huge table.
Therefore, we generally group individual pages into larger units, similar to what we
did above for TAR. Alternatively, we can restrict CPR to strong connections only,
which is feasible because theN ×N table is typically sparsely populated with only a
few entries with high cross-reference frequency, as we will see empirically inFig. 9
at the end of this section.

We can traverse through CPR for strong connections among TAR entries, which
may also include additional connected individual services not represented in TAR
because of their lower access frequencies or because they represent lower-level web
units. A UMM can be constructed for each of these connected groups. In this way,
we can construct our UMMs from TAR and CPR.

Notice that multiple OPs, particularly multiple UMMs in addition to TAR, our top-
level OP, usually result for a single set of web-based applications using the above
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Top Level: Top Access Report (TAR)
a flat list of frequently accessed services in ranking order
(may be grouped by interconnection in customer usage scenarios)

Middle Level: Unified Markov Models (UMMs)
for groups of TAR entries linked by CPR (call-pair report)
(may be expanded into lower-level UMMs or other models)

Bottom Level: Detailed UMMs or other Models
associated with frequently visited or critical nodes of UMMs
(may correspond to testing models other than UMMs)

FIG. 4. Hierarchical implementation of an integrated web testing strategy.

approach. This implementation of our integrated strategy in a hierarchical form is
discussed below:

• At the top level, TAR can be used directly as our flat OP for statistical usage-
based testing.

• Entries in TAR can be grouped according to their connections via CPR, and a
UMM can be constructed for each of these groups, forming our middle-level
usage models, or our individual UMMs.

• The hierarchical nature of our UMMs will allow us to have lower-level UMMs
as well as other lower-level testing models to thoroughly test selected functions
or web components.

This hierarchical implementation of our integrated strategy is graphically depicted
in Fig. 4. We focus on testing frequently used individual functions or services at
the top level, testing common navigation patterns and usage sequences at the mid-
dle level, and covering selected areas at the bottom level. Specific low-level UMMs
or other coverage-based testing models can be built to thoroughly test the related
features or critical components in the higher-level flat OPs or UMMs. Coverage,
criticality, and other information can also be easily used to generate test cases using
lower-level models under our OPs.

5.2 Testing High-Level Component Usage with Musa
Operational Profiles

According to Musa[33], an operational profile (OP) is a list of disjoint set of
operations and their associated probabilities of occurrence. It is a quantitative charac-
terization of the way a software system is or will be used.Table II gives an example
OP for the web site,www.seas.smu.edu, listing the number of requests for differ-

http://www.seas.smu.edu
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TABLE II
USAGE FREQUENCIES ANDPROBABILITIES BY

FILE TYPES FORSMU/SEAS

File type Hits % of total

.gif 438,536 57.47

.html 128,869 16.89
directory 87,067 11.41
.jpg 65,876 8.63
.pdf 10,784 1.41
.class 10,055 1.32
.ps 2737 0.36
.ppt 2510 0.33
.css 2008 0.26
.txt 1597 0.21
.doc 1567 0.21
.c 1254 0.16
.ico 849 0.11

Cumulative 753,709 98.78

Total 763,021 100

ent types of files by web users over 26 days and the related probabilities. This OP
can also be viewed as a specialized TAR above, where individual web pages are
grouped by file types to form individual service units. The adaptation and application
of OP-based testing would ensure that frequently used web pages and components
are adequately tested, which in turn, would have a great impact on web site reliability
improvement.

The “operations” represented in the operational profiles are usually associated
with multiple test cases or multiple runs. Therefore, we typically assume that each
“operation” in an OP can be tested through multiple runs without repeating the exact
execution under exactly the same environment. In a sense, each operation corre-
sponds to an individual sub-domain in domain partitions, thus representing a whole
equivalence class[48]. In this example, each item in the table, or each operation,
represents a type of file requested by a web user, instead of individual web pages. Of
course, we could represent each web page as an operation, but it would be at a much
finer granularity. When the granularity is too fine, the statistical testing ideas may
not be as applicable, because repeated testing may end up repeating a lot of the same
test runs, which adds little to test effectiveness. In addition, such fine-granularity
OPs would be too large to be practical. For example, the SMU/SEAS web site has
more than 11,000 individual web pages, while the number of file types is limited to a
hundred or so, including many variations of the same type, such as HTML files with
extensions of “.HTML,” “.html,” “.htm,” etc.
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FIG. 5. An operational profile (OP) of requested file types for the SMU/SEAS web site.

There are also several other key points worth noting about Musa OPs, including:

• It is customary to sort the operations by descending probabilities of usage and
present the results in that order. This sorted OP is often represented visually as
a histogram, such as inFig. 5, to make the results easy to interpret.

• It is common to have quite uneven distribution of usage probabilities, with a
few frequently used ones account for most of the usage frequencies. InTable II,
the top 13 out of a hundred or so file types account for more than 98% of the
web hits for SMU/SEAS.

• Related to the uneven distribution of usage probabilities is the probability
threshold for individual operations. The basis of statistical testing is to perform
more testing for those operations that are used more by the customers. There-
fore, if some operations have very low probability of usage, we could omit
them in the OP. This probability threshold plays an important role in limiting
the numbers of operations to represent in the OP, especially when there are a
large number of possible operations.
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There are three generic methods for information gathering and OP construction, in
decreasing accuracy: actualmeasurementof usage at customer installations,survey
of target customers, and usage estimation based onexpert opinions. Fortunately, the
availability of existing web logs offers us the opportunity to collect usage information
for OP construction without incurring much additional cost. For new web sites or new
web-based applications, similar information about the “intended” customer usage
can be obtained by surveying potential customers or from experts.

Once an OP is constructed, it can be used to support statistical testing by some
random sampling procedure to select test cases according to the probability distrib-
ution and execute them. Essentially, each operation in the OP corresponds to certain
test cases specifically constructed or selected from existing ones to test a specific
system operation.

The actual test runs are sampled from these test cases according to the probability
of associated operations. The number of test runs for each operation in the OP is pro-
portional to its probability. Under most circumstances, these test cases and associated
runs can be prepared ahead of time, so that some test procedure can be employed to
sequence the multiple test runs according to various criteria. In some cases, truly
random sampling can be used, to dynamically select test cases to run next. How-
ever, such dynamic random sampling will slow down test execution and the system
performance because of the overhead involved in managing the test case selection
in addition to monitoring the test runs. Therefore, unless absolutely necessary, we
should prepare the test cases and test procedures ahead of time to reduce the impact
of testing overhead on normal system operations.

In addition to or in place of proportional sampling, progressive testing is often
used with the help of OPs. For example, at the beginning of testing, higher proba-
bility threshold can be used to select a few very important or highly used operations
for testing. As testing progresses, the threshold can be lowered to allow testing of
less frequently used operations so that a wide variety of different operations can be
covered. In a sense, the use of OPs can help us prioritize and organize our testing
effort so that important or highly used areas are tested first, and other areas are pro-
gressively tested to ensure good coverage.

5.3 Unified Markov Models (UMMs) for Usage-Based Testing

As mentioned in Section4, the primary limitation of FSM-based testing for the
web is its inability to handle large number of states or individual web pages. We
can augment FSMs with probabilistic usage information to focus our testing effort
on usage scenarios and navigation sequences commonly used by target customers,
while reduce or eliminate testing of less frequently used ones. The use of this ap-
proach would help us ensure and maximize product reliability from a customer’s
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perspective, and at the same time make it scalable. Such augmented FSMs are our
OPs, which typically form Markov chains, as we describe below.

A Markov chain can be viewed as an FSM where the probabilities associated with
different state transitions satisfy the so-calledMarkovianor memorylessproperty:
From the current stateXn = i at timen or stagen, the probability of state transition
to stateXn+1 = j for the next time period or stagen + 1 is denoted aspij , which is
independent of the history, i.e.,

P {Xn+1 = j | Xn = i, Xn−1 = sn−1, . . . , X0 = s0}

= P {Xn+1 = j | Xn = i}

= pij where 0� pij � 1 and
∑

j

pij = 1.

In other words, the probability that the system will be in statej only depends
on the current statei and the history-independent transition probabilitypij . Equiv-
alently, the complete history is summarized in the current state, thus removing the
need to look back into the past to determine the next transition to take. This property
is call the memoryless or Markovian property in stochastic processes[22]. A simpli-
fied test of memoryless property has been proposed and successfully used to verify
that web usages can be accurately modeled by Markov chains[26].

Figure 6is a sample Markov chain, with probabilistic state transitions. For exam-
ple, after stateB the next state to follow is alwaysC, as represented by the transition
probability ofp(B,C) = 1. While the states to followC could beD, with proba-
bility p(C,D) = 0.99 for the normal case, orB, with probabilityp(C,B) = 0.01
for the rare occasion that MS is unable to receive paging channel. Notice that we
omitted the input/output information in such Markov OPs to keep the illustration
simple, with the understanding that the input/output information is available for us
to sensitize testing.

Much of the previous work with statistical testing used individual Markov chains
[30,56]. For large systems, a collection of Markov chains might be used for testing,
organized into a hierarchical framework called unified Markov models (UMMs)[20,
49,50]. For example, the top-level Markov chain for call processing in a cellular
communication network is represented inFig. 6. However, various sub-operations
may be associated with each individual state in the top-level Markov chain, and could
be modeled by more detailed Markov chains, such as the one inFig. 7 for expanded
stateE. Notice that in some of these Markov chains, the sum of probabilities for
transitions out from a given state may be less than 1, because the external destinations
(and sources) are omitted to keep the models simple. The implicit understanding in
UMMs is that the missing probabilities go to external destinations.

The higher-level operations in a UMM can be expanded into lower-level UMMs
for more thorough testing. Therefore, UMMs are more suitable for large systems
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FIG. 6. An example Markov chain.

with complex operational scenarios and sequences than Musa’s OPs above or deter-
ministic FSMs described in Section4. This hierarchical structure and the associated
flexibility set this approach apart from earlier approaches to statistical testing using
Markov chains.

Test cases can be generated by following the states and state transitions in UMMs
to select individual operational units (states) and link them together (transitions) to
form overall end-to-end operations. Possible test cases with probabilities above spe-
cific thresholds can be generated to cover frequently used operations. In practical
applications, thresholds can be adjusted to perform progressive testing, similar to
that used with Musa OPs we described earlier. Several thresholds have been initially
proposed[2] and used in developing UMMs[20,49]:
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FIG. 7. Expanding stateE of the top-level UMM inFig. 6 into a lower-level UMM.

• Overall probability thresholdfor complete end-to-end operations to ensure that
commonly used complete operation sequences by web users are adequately
tested.

• Stationary probability thresholdto ensure that frequently visited states are ade-
quately tested.

• Transition probability thresholdto ensure commonly used operation pairs, their
interconnections and interfaces are adequately tested.
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In our hierarchical strategy for web testing, information captured in our TAR and
CPR is similar to the stationary probability and transition probability above. Conse-
quently, we rely less on the last two thresholds above, and instead primarily use the
overall probability threshold for our testing with UMMs. To use this threshold, the
probability for possible test cases need be calculated and compared to this thresh-
old. For example, the probability of the sequence ABCDEBCDC inFig. 6 can be
calculated as the products of its transitions, that is,

1 × 1 × 0.99× 0.7 × 1 × 1 × 0.99× 0.3 = 0.205821.

If this is above the overall end-to-end probability threshold, this test case will be
selected and executed.

Coverage, importance and other information or criteria may also be used to gen-
erate test cases. In a sense, we need to generate test cases to reduce the risks
involved in different usage scenarios and product components, and sometimes to
identify such risks as well[14]. The direct risks for selective testing include miss-
ing important areas or not covering them adequately. These “important” areas can
be characterized by various external or internal information. The coverage require-
ment can be handled similarly by adjusting the probabilities to ensure that all
things we would like to cover stays above a certain threshold, or by adjusting
our test case selection procedures. Similar adjustments as above can be used to
ensure that some critical functions of low usage frequencies are also thoroughly
tested.

The hierarchical structure of UMMs also gives us the flexibility to improve test
efficiency by avoiding redundant executions once a subpart has been visited al-
ready. This is particularly true when there are numerous common sub-operations
within or among different end-to-end operations. When revisiting certain states, ex-
act repetition of the execution states that have been visited before is less likely
to reveal new problems. The revisited part can be dynamically expanded to allow
for different lower-level paths or states to be covered. For example, when state
E is revisited in the high-level Markov chain inFig. 6, it can be expanded by
using the more detailed Markov chain inFig. 7, and possibly execute different sub-
paths there. In general, to avoid exact repetition, we could expand revisited states
with operations of finer granularity, and more thoroughly test those frequently used
parts.

5.4 Constructing and Using UMMs for Web Testing
Since UMMs are enhanced FSMs, FSM construction described in Section4 can

be reused as the first step to construct UMMs. The additional step involves assigning
transition probabilities. Similar to the construction for Musa OPs described above,
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transition probabilities could be obtained by several methods, including: subjective
evaluation based onexpert opinions, surveyof target customers, andmeasurement
of actual usage. UMMs can be constructed based on existing access logs, using a
combination of existing tools and internally implemented utility programs. How-
ever, as with most model construction activities, fully automated support is neither
practical nor necessary. Human involvement is essential in making various modeling
decisions, such as to extract UMM hierarchies and to group pages or links:

• Not every higher-level state needs to be expanded into lower-level models,
because testing using lower-level model are to be performed selectively. There-
fore, a threshold should be set up so that only the ones above it need to be
expanded with their corresponding lower-level UMMs constructed.

• For traditional organizations, there is usually a natural hierarchy, such as
university-school-department-individual, which is also reflected in their official
web sites. There are generally closer interconnections as represented by more
frequent referrals within a unit than across units. This natural hierarchy is used
as the starting point for the hierarchies in these UMMs for web testing, which
are later adjusted based on other referral frequencies.

• For links associated with very small link probability values, grouping them to-
gether to form a single link would significantly simplify the resulting model, and
highlight the frequently used navigation patterns. A simple lower-level model
for this group can be obtained by linking this single grouped node to all those it
represents to form a one-level tree.

• Web pages related by contents or location in the overall site structure can also
be grouped together to simplify UMMs.

Although any web page can be a potential entry point or initial state in an FSM
or its corresponding Markov chain, one basic idea in statistical testing is to narrow
this down to a few entry points based on their usage frequencies. The destinations
of incoming links to a web site from external sources or start-ups are the entry
points for UMMs. These links include URL accesses from dialog boxes, user book-
marks, search engine results, explicit links from external pages, or other external
sources. All these accesses were recorded in the access log, and the analysis result
for SMU/SEAS is summarized in the entry page report inTable III. For this web site,
the root page “/index.html” outnumber other pages as the entry page by a large
margin. In addition, these top entry pages are not tightly connected. These facts lead
us to build a single set of UMMs[20] with this root page as the main entry node to
the top-level Markov chain.

The issue with exit points is more complicated. Potentially any page can be the
exit point, if the user decides to end accessing the web site. That is probably why
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TABLE III
TOP ENTRY PAGES TOSMU/SEAS

Entry page Occurrences

/index.html 18,646
/ce/index.html 2778
/co/cams/index.html 2568
/ce/smu/index.html 2327
/netech/index.html 2139
/disted/phd/index.html 1036
/co/cams/clemscam.html 963
/disted/index.html 878
/cse/index.html 813

no such exit page report is produced by any existing analyzer. This problem can be
handled implicitly by specific usage sequences associated with specific test cases:
The end of a usage sequence is the exit point from the UMM. This decision implies
that frequently visited pages are also more likely to be the exit node than infrequently
visited pages, which makes logical sense.

Figure 8shows the top-level Markov chain of the UMM for the SMU/SEAS web
site. The following information is captured and presented:

• Each node is labeled by its associated web file or directory name, and the total
outgoing direct hits calculated. For example,out = 2099 for the root node
“/index.html,” indicates that the total direct hits from this node to its chil-
dren pages is 2099.

• Each link is labeled with its direct hit count, instead of branching probability,
to make it easier to add missing branching information should such information
become available later. However, relative frequencies and conditional branching
probabilities for links originating from a given node can be deduced easily.
For example, the direct hit count from the page “/index.html” to the page
“gradinfo.html” is 314; and the conditional branching probability for this
link is 314/2099= 20.5%.

• Infrequent direct hits to other pages are omitted from the model to simplify the
model and highlight frequently followed sequences. However, the omitted direct
hits can be calculated by subtracting out direct hits represented in the diagram
from the total “out” hits of the originating node. For example, there are direct
hits to nine other pages from the root page “/index.html.” The combined
direct hits are: 2099− 431− 314− 240− 221= 893.
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FIG. 8. Top-level UMM for SMU/SEAS.

Lower-level models are also produced for the nodes “/gradadmission/” and
“/recruit/” in the top-level model. These models can be used to support our
hierarchical strategy for statistical usage-based testing.

The test sensitization and outcome prediction are relatively simple and straightfor-
ward, similar to that for testing based on FSMs in Section4. We can prepare all the
input and specify the anticipated output and transitions ahead of time for most test
situations. However, sometimes it would be hard to anticipate the input and the next
state. Under such situations, dynamic test cases may be generated in the following
way: From a current state, the transition or branching probabilities can be used to dy-
namically select the next state to visit, and sensitize it on the spot. Such dynamic test
cases also have their own drawbacks, primarily in the reduced system performance
due to the overhead to dynamically prepare and sensitize them.

The usage-based testing based on UMMs also yield data that can be used directly
to evaluated the reliability of the implemented system, to provide an objective as-
sessment of product reliability based on observation of testing failures and other
related information. Unique to the usage of UMMs is that the failures can be asso-
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ciated with specific states or transitions. We can use such information to evaluate
individual state reliability as well as overall system reliability, to extrapolate system
reliability to different environments, and to identify high risk (low reliability) areas
for focused reliability improvement.

5.5 Internal Validation via Cross-Reference Characterization

To validate the soundness of our integrated testing strategy above and its various
decisions, we examined the cross-references recorded in the access log for the official
pages of SMU/SEAS. The results are plotted inFig. 9, which can be considered as
a specific CPR introduced earlier in this section. As discussed in Section4, embed-
ded links in official pages are the primary responsibilities of the web site hosts, and
consequently the focus of our study and the object of our analysis here. The sorted
names of individual official pages are used as indexes inFig. 9. Each point repre-
sents a cross-reference from a specific page indexed by itsx-axis value to another

FIG. 9. Cross-references for sorted individual web pages.
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specific page indexed by itsy-axis value. A propositionally larger dot represents the
number of duplicate cross-references. The references within a unit is then typified
by the short distance between their indexes due to the same leading string in their
names. The associated cross references would be represented by points close to the
diagonal.

We examined the characteristics of high-level operations, and found that many
items are loosely connected. This can be seen by the sparse points plotted inFig. 9,
particularly after we group some of the related pages together. Therefore, indepen-
dent and individual probabilities used in Musa OPs are appropriate for high-level
statistical web testing. For example, most of the pages with the highest access
frequencies are index pages for individual academic units within SMU/SEAS, not
tightly linked with each other and with little cross-references. Further analysis of ex-
panded list of frequently visited pages follow similar patterns. In addition, the usage
frequencies as well as the cross-reference frequencies are very unevenly distributed,
as shown by the uneven distribution of points and masses inFig. 9, thus justifying
our use of statistical testing to focus on high-risk/high-leverage areas.

The exception to the loose connection above among the top access index pages
is the hierarchical structure reflected, where there are numerous “up” and “down”
references between the index page for SMU/SEAS and those for its individual de-
partments and other academic units. In fact, there is a cluster of cross-references
representing the common links followed from the site index page and other related
pages to individual sub-sites or units, as represented by the cluster of points that form
a vertical band to the right ofFig. 9. This can be tested using a high-level UMM to
test the interaction between SMU/SEAS and its academic units.

While investigating the transition from top-level Musa OPs to middle-level
UMMs, we noticed some natural clusters, which would be handled by individual
UMMs. There is a close link and high cross-reference frequencies within a cluster but
low visit frequencies across pages from different clusters. For example, within each
academic department or unit, there are numerous cross-references but few across
boundaries, as illustrated by the dominance of diagonal clusters inFig. 9. Conse-
quently, a UMM can be associated with each academic unit in statistical testing of
this web site.

On the other hand, completely (or nearly completely) isolated operations can be
tested by the top-level Musa OP alone, or if necessary, can bypass the middle level
and go directly to the bottom-level model for further testing. This latter finding would
require minor adjustments to our initially proposed approach and make our three-
tiered testing strategy more flexible. In effect, we have modified our model to provide
a bypass from top-level Musa OP to bottom-level structural testing.
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6. Web Workload Characterization and Reliability
Analyses

For software systems under normal operation or in testing, the execution results
can be analyzed to assess test effectiveness and product reliability. In general, the
failure information alone is not adequate to characterize and measure the reliability
of a software system, unless there is a constant workload[27,34]. Due to the vastly
uneven web traffic observed in previous studies[1,39], we need to measure both the
web failures and related workload for reliability analyses. We next adapt existing
techniques that characterize workload for traditional software systems and analyze
their reliability to the web environment[52]. These measurement and analysis results
also provide external validation or effectiveness assessment for our integrated testing
strategy described in the previous section.

6.1 Defining Workload Measures for Reliability Assessment

The characteristics of the web environment discussed in Section3 require us to
measure actual web workload to ensure its satisfactory reliability instead of indis-
criminately using generic measures suitable for traditional computation-intensive
workload. The user focus and substantial amount of idle time during browsing
sessions make any variation of execution time[34] unsuitable for web workload
measurement. Similarly, the dominance of non-computational tasks also makes com-
putational task oriented transactions[51] unsuitable for web workload measurement.
Instead, other workload measures may be more suitable for characterizing workload
at web sites.

From the perspective of web service providers, the usage time for web applica-
tions is the actual time spent by every user at the local web site. However, the exact
time is difficult to obtain and may involve prohibitive cost or overhead associated
with monitoring and recording dynamic behavior by individual web users[39]. One
additional complication is the situation where a user opens a web page and contin-
ues with other tasks unrelated to the page just accessed. In this situation, the large
gap between successive hits is not a reflection of the actual web usage time by this
user. To approximate the usage time, we can consider the following workload mea-
sures[52]:

• Number of hits, or hit count.The most obvious workload measure is to count
the number of hits, because (1) each hit represents a specific activity associated
with web usage, and (2) each entry in an access log corresponds to a single hit,
thus it can be extracted easily.



210 J. TIAN AND L. MA

• Number of bytes transferred, or byte count.Overall hit count defined above
can be misleading if the workload represented by individual hits shows high
variability. Consequently, we can choose the number of bytes transferred, or
byte count, as the workload measure of finer granularity, which can be easily
obtained by counting the number of bytes transferred for each hit recorded in
access logs.

• Number of users, or user count.User count is another alternative workload mea-
sure meaningful to the organizations that maintain the web sites and support
various services at the user level. When calculating the number of users for
each day, we treat each unique IP address as one user. So, no matter how many
hits were made from the same computer, they are considered to be made by
the same user. This measure gives us a rough picture of the overall workload
handled by the web site.

• Number of user sessions, or session count.One of the drawbacks of user count
is its coarse granularity, which can be refined by counting the number of user
sessions. In this case, along with the IP address, access time can be used to
calculate user sessions: If there is a significant gap between successive hits from
the same IP address, we count the later one as a new session. In practice, the
gap size can be adjusted to better reflect appropriate session identification for
the specific types of web applications.

The number of user sessions per day may be a better measure of overall work-
load than the number of users, because big access gaps are typically associated with
changes of users or non-web related activities by the same user. Each user who ac-
cesses the same web site from the same computer over successive intervals will be
counted by user sessions, as long as such a gap exists in between. Even for a single
user, a significant access gap is more likely to be associated with different usage pat-
terns than within a single time burst. Therefore, by using user sessions, we can count
the users’ active contribution to the overall web site workload more accurately.

To summarize, the above measures give us workload characterization at different
levels of granularity and from different perspectives. Hit count is more meaningful
to web users as they see individual pages; byte count measures web traffic better;
while number of users or sessions provide high-level workload information to web
site hosts and content providers.

6.2 Measurement Results and Workload Characterization

On the average, each day for the SMU/SEAS web site is associated with
301.6 Mbytes, 29,345 hits, 2338 sessions, and 2120 users; each user is associated
with 13.8 hits; each user session is associated with 11.6 hits; and each hit is asso-
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ciated with 10,279 bytes. We used the standard two-hour gap[32] to identify user
sessions here.

The overall traffic at the KDE web site is significantly heavier than that for
SMU/SEAS, with a daily average of 3563 Mbytes, 455,005 hits, 24,656 users, 29,029
s1 sessions, and 104,490 s2 sessions. Two different variations of session count were
used in dealing with the KDE data: the same two-hour gap cut-off we used for the
SMU/SEAS web site (labeled s1), and the 15 minutes cut-off more appropriate for
dynamic pages (labeled s2)[39].

No matter which workload measure is used, the daily workload shows several
apparent characteristics for both web sites, as follows:

• Uneven distribution and variability: The distribution is highly uneven and varies
from day to day, as represented by the peaks and valleys in workload plots,
which conforms to previously observed traffic patterns[1,21,39]. Among the
four workload measures, daily bytes and daily hits show larger variability in
relative magnitudes than daily users or daily sessions. This result indicates that
although the number of users or user sessions may remain relatively stable,
some users may use the web much more intensively than others, resulting in
larger variations in detailed web site workload measurements over time. The
relative differences for KDE tends to be smaller than that for SMU/SEAS, likely
due to the heavier traffic by a larger and more diverse user population world-
wide.

• A periodic pattern that synchronize with error profile, which is characterized by
weekdays normally associated with heavier workload than during the weekends.
This pattern seems to conform to the self-similar web traffic[12]. In addition,
this periodic pattern are correlated or synchronized with daily error profile. This
fact indicates that these workload measures are viable alternatives for web soft-
ware reliability evaluation, because of the direct relation between usage and
possible failures for the web site’s source contents demonstrated in such syn-
chronized patterns.

• A long term stability for the overall trend, which can be cross-validated by ex-
amining the trend over a longer period. All the workload measures traced over a
year for SMU/SEAS showed long-term stability. This is probably due to the sta-
ble enrollment for SMU/SEAS and web site stability where no major changes
were made to our web-based services over the observation period.

Of the four workload measures, hits, users, and sessions can be extracted from
access logs easily and consistently. However, byte counting was somewhat problem-
atic, because “byte transferred” field was missing not only for the error entries but
also for many other entries. Further investigation revealed that most of these missing
entries were associated with files or graphics already in the users cache (“file not
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modified,” therefore no need to resend or reload). Since the total number of entries
with missing bytes information represented about 15% of the total number of entries
(hits), we simply used the rest to calculate the number of bytes transferred.

Workload measurements associated with periods shorter than calendar days, such
as by the hour or by some short bursts, can also be used in reliability analysis. With
time-stamped individual hits and related information available in the access log, such
measurements can be easily obtained. As for reliability analysis, data with less vari-
ability, usually through data grouping or clustering, are generally preferable, because
they typically produce more stable models that fit the observations better and provide
better reliability assessments and predictions[41,47]. In our case, daily data have
much less variability than hourly ones, yet give us enough data points for statisti-
cal analyses and model fitting. Consequently, we only use daily data in subsequent
reliability analyses.

6.3 Analyzing Operational Reliability

As mentioned in Section2, a workload profile with considerable variability, such
as the web traffic for our two web sites studied here, is a clear indication that mea-
suring failures alone over calendar time is not suitable for reliability analysis. The
number of problems encountered per day is expected to be closely related to the
usage intensity. When we combine the measurement results for the web failures, in
this case type E errors extracted from the error log, and workload measured by the
number of users, sessions, hits, and bytes transferred, we can perform analyses to
evaluate web software reliability.

As observed earlier, the peaks and valleys in errors generally coincide with the
peaks and valleys in workload. This close relationship between usage time and fail-
ure count can be graphically examined as inFig. 10, plotting cumulative errors vs.
cumulative bytes transferred over the observation period. An essentially linear rela-
tion can be detected between the two. Similar observations can be obtained if we plot
cumulative errors vs. cumulative hits, users, or sessions.

This relationship can also be characterized by the daily failure rate, as defined
by the number of errors divided by the workload measured by bytes transferred,
hits, users, or sessions for each day. These daily failure rates also characterize web
software reliability, and can be interpreted as applying the Nelson model[36] men-
tioned in Section2 to daily snapshots.Table IV gives the range (min to max),
the mean, and the standard deviation (std.dev.), for each daily error rates defined
above. Because these rates are defined for different workload measurement units
and have different magnitude, we used the relative standard error, orrse, defined as:
rse= std.dev./mean, to compare their relative spread inTable IV. We also included
the daily error count for comparison. All these daily error rates fall into tighter spread
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FIG. 10. Cumulative errors vs. cum. bytes transferred for SMU/SEAS.

TABLE IV
DAILY ERRORRATE (OR FAILURE RATE) FOR SMU/SEAS

Error rate min max mean std.dev. rse

errors/bytes 2.35× 10−6 5.30× 10−6 3.83× 10−6 9.33× 10−7 0.244
errors/hits 0.0287 0.0466 0.0379 0.00480 0.126
errors/sessions 0.269 0.595 0.463 0.0834 0.180
errors/users 0.304 0.656 0.5103 0.0859 0.168

errors/day 501 1582 1101 312 0.283

than daily error count, which indicates that they provide more consistent and stable
reliability estimates than daily error count alone.

Since individual web failures are directly associated with individual hits, we can
use the Nelson model[36] to evaluate the overall web software reliability using fail-
ures and hits for the complete 26 days. This gives us the site software reliability of
R = 0.962, or 96.2% of the individual web accesses will be successful. This model
also give us an MTBF= 26.6 hits, or averaging one error for every 26.6 hits.
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TABLE V
DAILY ERRORRATE (OR FAILURE RATE) FOR KDE

Error rate min max mean std.dev. rse

errors/bytes 3.608× 10−6 1.246× 10−5 7.210× 10−6 1.81× 10−6 0.251
errors/hits 0.04178 0.09091 0.05519 0.0117 0.211
errors/s1s 0.6335 1.4450 0.8648 0.189 0.219
errors/s2s 0.1665 0.4041 0.2403 0.0554 0.231
errors/users 0.7428 1.7060 1.0180 0.228 0.223

errors/day 15,510 44,160 25,330 6833 0.270

Modeling with other workload measures is also possible. For example, the above
MTBF can be re-calculated for other workload units, giving us an MTBF= 273,927
bytes, an MTBF= 1.92 users, or an MTBF= 2.12 sessions. That is, this site can
expect, on the average, to have a problem for every 273,927 bytes transferred, for
every 1.92 users, or for 2.12 sessions. The web software reliabilityR in terms of
these workload measures can also be calculated by the Nelson model. However, re-
sult interpretation can be problematic, because web failures may only be roughly
associated with these workload measures. For example, because of the missing byte
transferred information in the access logs for failed requests, the failures can only
be roughly placed in the sequence of bytes transferred, resulting in imprecise relia-
bility assessments and predictions. On the other hand, individual web failures may
be roughly associated with certain users or user sessions through the particular hits
by the users or within the sessions. In this case, each user or session may be asso-
ciated with multiple failures, and appropriate adjustments to modeling results might
be called for. For example, it might be more appropriate to separate failure-free ses-
sions from sessions with failures, instead of comparing the number of failures in a
session.

Table V gives the evaluation results of operational reliability for the KDE web
site. Expectedly, the same patterns hold, i.e., all the daily failure rates fall into tighter
bands than that for the daily errors, to give consistent and stable assessments of the
operational reliability of this web site’s contents. The overall reliability values are
also roughly the same as that for SMU/SEAS. For example, on average, 5.76% of
the hits would result in 404 errors, or the web site was 94.2% reliable as compared
to 96.2% for SMU/SEAS.

6.4 Evaluating Potential Reliability Improvement

Under the idealized environment, the fault(s) that caused each observed failure
can be immediately identified and removed, resulting in no duplicate observations of
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identical failures. This scenario represents the upper limit for the potential reliability
improvement if we attempt to fix operational problems on-line or if we attempt to
test the system and fix problems under simulated customer operational environment
using our integrated testing strategy described in Section5. This upper bound on
reliability growth may not be attainable under many circumstances because of the
large number of transient faults that usually take place whose origins are usually very
difficult to be identified and removed because of their dependency on the context.
Nevertheless, this upper limit gives us an idea about the potential reliability growth.
Should quantitative information become available about the faults that are hard to
fix, it can be used to fine tune the above limit to provide more accurate estimate of
reliability growth potential.

This limit on potential reliability improvement can be measured by the reliabil-
ity change (orgrowth) through the operational duration or testing process where
such defect fixing could take place. Under the web application environment, each
observed failure corresponds to a recorded type E error in the error log, and the ide-
alized defect fixing would imply no more observation of any duplicate type E errors.
In other words, failure arrivals under this hypothetical environment would resem-
ble the sequence of unique type E errors extracted from the error log, which can be
calculated by counting each type E error only once at its first appearance but not
subsequently.

In general, reliability growth can be visualized by the gradual leveling-off of the
cumulative failure arrival curve, because the flatter the part of the curve, the more
time it takes to observe the next failure. To visualize this, we plotted inFig. 11
cumulative unique failures versus different workload measurements we calculated
above. Relative scale is used to better compare the overall reliability growth trends.
The individual data points in the middle depict the failure arrivals indexed by cu-
mulative hits. The (top) solid line depicts failure arrivals indexed by the cumulative
bytes transferred. The (bottom) dashed line depicts failure arrivals indexed by the
cumulative number of users. The user session measurement resulted in almost iden-
tical curve shape as that for the number of users, thus was omitted to keep the
graph clean. As we can see fromFig. 11, there is an observable effect of relia-
bility growth for this data, with the tail-end flatter than the beginning for all three
curves.

Quantitative evaluation of reliability growth can be provided by software reliabil-
ity growth models (SRGMs) we described in Section2, which commonly assume
instantaneous defect fixing[27,34]. In this chapter, we use a single measure, the
purification levelρ [45] to capture this reliability change:

ρ =
λ0 − λT

λ0
= 1 −

λT

λ0
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FIG. 11. Reliability growth comparison for different workload measures for SMU/SEAS.

where λ0 and λT are the initial and final failure rates, respectively, estimated
by a fitted SRGM. Complete elimination of all potential defects would result in
ρ = 1, and no defect fixing would result inρ = 0. Normal reliability growth
is associated withρ values ranging between these two extremes, with largerρ

values associated with more reliability growth. (1− ρ) gives us the ratio be-
tween λT and λ0, or the final failure rate as a percentage of the initial failure
rate.

We fitted the widely used Goel–Okumoto (GO) model[17] introduced in Section2
to relate cumulative unique failures (m(t)) to cumulative workload measurements (t)
in the formula:

m(t) = N
(

1 − e−bt
)

.

Table VI summarizes these modeling results, giving estimated model parametersN

andb, λ0, λT , andρ. Theρ values based on models using different workload mea-
surements indicate that potential reliability improvement ranges from 57.9 to 74.8%
in purification levels. In other words, effective web testing and defect fixing equiv-
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TABLE VI
RELIABILITY MODELING RESULTS FORSMU/SEAS

Time/workload
measurement

Model parameters & estimates Reliability
growthρN b λ0 λT

bytes 3674 1.76× 10−10 6.45× 10−7 1.63× 10−7 0.748
hits 4213 1.38× 10−6 0.00583 0.00203 0.632
sessions 4750 1.42× 10−5 0.0675 0.0284 0.579
users 4691 1.60× 10−5 0.0752 0.0311 0.587

alent to 26 days of operation could have reduced the failure rate to between slightly
less than half (1− 57.9%) and about one quarter (1− 74.8%) of the initial failure
rate. Other SRGMs we tried also yield similar results: A significant reliability im-
provement potential exists if we can capture the workload and usage patterns in log
files and use them to guide software testing and defect fixing.

We also repeated the assessment of reliability growth potential for the KDE web
site. However, when we extracted the unique failures (unique 404 errors), we no-
ticed an anomaly at the 24th day, which was associated with more than 10 times
the maximal daily unique errors for all the previous days. Further investigation re-
vealed that this is related to a planned beta release of the KDE product, when the
web contents were drastically changed and many new faults were injected. Since our
reliability growth evaluation is for stable situations where few or none new faults are
injected, as is the assumption for all the software reliability growth models[27,34],
we restricted our data to the first 22 days in this analysis.

Figure 12plots the reliability growth evaluation we carried out for the KDE data.
Among the five workload measures we used, bytes, hits, users, s1 and s2 sessions,
all produced almost identical results in the reliability growth visualization, when
we plotted relative cumulative unique errors against relative cumulative workload,
similar to what we did inFig. 11. The comparative visualization is omitted here
because all the relative reliability growth curves would closely resemble the actual
curve represented by the actual data points inFig. 12. A visual inspection ofFig. 12
also revealed more degrees of reliability growth, or more bending of the data trend
and fitted curve, than that inFig. 11. Reliability growth potential as captured byρ
for the KDE web site ranged from 86.7 to 88.9% (with the model inFig. 12gave us
ρ = 87.1%). In other words, effective web testing and defect fixing equivalent to 22
days of operation could have reduced the failure rate to about 11 to 13% (calculated
by 1− ρ) of the initial failure rate; or, equivalently, almost all the original problems
could have been fixed.



218 J. TIAN AND L. MA

FIG. 12. A sample SRGM fitted to KDE data.

6.5 General Observations about Web Reliability and Test
Effectiveness

As demonstrated in this section through case studies, web software reliability and
test effectiveness can be evaluated based on information extracted from existing web
server logs. Our key findings and related observations are summarized below:

• Measure derivation and data extraction: Four workload measures, bytes trans-
ferred, hit count, number of users, and number of sessions, were derived in
this section for web workload characterization and reliability evaluation. Hit
count, byte count, and user count can be easily extracted from access logs, due
to their direct correspondence to access log entries and the data fields “bytes
transferred” and “IP address.” Session count computation may involve history
information for individual users or unique IP addresses, but properly identified
user sessions with appropriate time-out values can reflect web usage better than
simply counting the users. Detailed failure data can be extracted from error
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logs. When such logs are not available, rough failure data can be extracted from
access logs.

• Assessing the operational reliability for web software: When used with fail-
ure data to estimate failure rate or reliability, all four workload measures used
in this section produced more consistent and stable reliability estimates than
using daily errors alone. They offer reliability assessments from different per-
spectives, and each may be suitable for specific situations. For example, byte
count might be more suitable for traffic measurement and related reliability in-
terpretations; hit count might be more meaningful to web users as they browse
individual pages; while number of users or sessions might be more suitable for
high-level web site reliability characterization.

• Assessing the potential for reliability improvement under effective testing: Also
demonstrated in both case studies is the significant potential for reliability im-
provement if defect can be fixed using our testing strategy described in Sec-
tion 5. Forwww.seas.smu.edu, the failure rate could be reduced to 42.1–25.2%
of the initial failure rate through such testing equivalent to 26 days of operation.
Similarly for www.kde.org, the failure rate could be reduced to about 11–13%
of the initial failure rate through testing equivalent to 22 days of operation; or,
equivalently, almost all the original problems could have been fixed. These re-
sults provide external validation for our integrated testing strategy described in
Section5.

• Some generalization beyond our two case studies: Many of the results we ob-
tained and patterns we observed concerning workload measurements for the
SMU/SEA and the KDE web sites are remarkably similar to that for other In-
ternet traffic[1,12,21,39], which indicates that web traffic characteristics have
remained fairly stable for almost a decade. Although re-confirming these exist-
ing results and patterns is not our intention or our focus, this confirmation lends
further validity to our primary purpose of using these measurements as part of
the data input to evaluate web software reliability.

7. Conclusions and Perspectives

To summarize, a collection of appropriate testing techniques can be selected,
adapted, and integrated to help us perform effective web testing and to ensure web
reliability. As we demonstrated in this chapter through our case studies using the web
sites for the School of Engineering and Applied Science, Southern Methodist Uni-
versity (SMU/SEAS) and for the large-scale open source KDE project, hierarchical
testing of web-based applications is both viable and effective:

http://www.seas.smu.edu
http://www.kde.org
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• The user focus of web-based applications is supported in this integrated strategy
by testing functions, usage scenarios, and navigation patterns frequently used by
web users under our top-tier usage models based on the list-like Musa opera-
tional profiles[33] as well as our middle-tier usage models based on Unified
Markov Models (UMMs)[20,49].

• Individual web functions and internal components can be thoroughly exercised
by using our bottom-tier models based on traditional coverage-based testing[6,
35], under the guidance of our upper-level usage models.

• Appropriate workload measures[52] can be extracted from access logs to cap-
ture the overall workload at different levels of granularity and from different
perspectives. When used in conjunction with failure measurements, they can
provide an objective and stable evaluation of web site operational reliabil-
ity. A potentially significant reliability gain could be achieved under effective
usage-based testing, leading to reliability growth ranging from 58 to 89% in
purification levels[45] within a month of such improvement actions.

• The techniques and tools used by us for data collection, model construction and
application, and result analysis and presentation can provide automated support
that is essential for practical implementation and deployment of our strategy in
industry.

There are some limitations to our approach, primarily in data availability and gran-
ularity, assumption of web stability in reliability evaluations, and lack of analyses
based on detailed defect information. Related issues we plan to address in future
studies include:

• Overcoming data availability limitations: Some information useful to support
our integrated strategy is missing from existing web logs, such as the bytes
transferred for failed or cached accesses, web navigation based on cached web
contents at the users’ side, ambiguity with “empty” referral information, other
types of problems not isolated to the web server alone, etc. A logical next step
is to search for alternative information sources to provide such information for
more effective web testing and reliability improvement. The availability of such
additional data will better support our integrated strategy.

• Overcoming limitations of static web contents: Our analyses are based on the
default access logs of web servers, where dynamic errors concerning execution
of dynamic web logic are not recorded. With more and more web sites providing
dynamic information, dynamic logs will become widely available. We plan to
expand and validate our approach on diverse web sites and make use of dynamic
web logs in our future studies.
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• The impact of web site changes and related fault injections: Our testing and
reliability analyses in this chapter assumed the stability of the web sites under
study, and our evaluation of reliability growth potential additionally assumed
that none or few new faults were injected. Therefore, a direct generalization of
this study is to study the impact of web changes and injection of new faults on
test effectiveness and web reliability.

• Detailed defect analysis and risk identification for reliability improvement: Web
error distribution is highly uneven, as shown in this chapter and in related
studies[25,28,52]. To analyze them further, we plan to adapt detailed defect
classification and analysis schemes such as ODC (orthogonal defect classifica-
tion) [10] for traditional systems to the web environment. We also plan to apply
appropriate risk identification techniques[46] and related models[45,53] to
identify high-defect or low-reliability areas for focused web software reliability
improvement.

In addition, we also plan to identify better existing tools, develop new tools and
utility programs, and integrate them to provide better implementation support for our
strategy. All these efforts should lead us to a more practical and effective approach
to achieve and maintain high reliability for web applications.
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Abstract
The popularity of wireless networking is a function of convenience. It addresses
one of the most important goals in advanced computing technology: mobil-
ity. When viewed conceptually, wireless technology can be seen as having a
contemporaneous, parallel evolutionary path with remote login, distributed, and
nomadic computing in the area of computing and car portable, car and cellular
phones in the area of telecommunications.

This chapter provides an overview of the wireless landscape and the security
mechanisms that have been introduced in an effort to protect Wireless Local Area
Networks (WLANs). It then gives a detailed description of these mechanisms
including a discussion of their inherent weaknesses. The conclusion is there is
no effective WLAN security available in today’s environment.
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1. The Wireless Landscape

Wireless networking is one of the most recent technologies whose usage has ex-
ploded in the last decade. The operational metaphor behind wireless technology is
mobility. The concept of wireless networking dates back at least as far as ALO-
HANET in 1970. While this project is now of primarily historical interest, the online
overview is still worth reading (http://en.wikipedia.org/wiki/ALOHA_network). The
concept of ALOHANET spanned many of the core network protocols in use today,
including Ethernet and Wireless Fidelity (aka WiFi®). ALOHANET was the precur-
sor of first generation wireless networks.

Wireless technologies may be categorized in a variety of ways depending on their
function, frequencies, bandwidth, communication protocols involved, and level of
sophistication (i.e., 1st through 3rd generation wireless systems). For present pur-
poses, we’ll lump them into four basic categories:

(1) Wireless Data Networks (WDNs),
(2) Personal Area Networks (PANs),
(3) Wireless Local Area Networks (WLANs), of which the newer Wireless

Metropolitan Area Networks (WMANs) and Wireless Wide Area Networks
(WWANs) are offshoots, and

(4) satellite networks.

http://en.wikipedia.org/wiki/ALOHA_network
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WDN is a cluster of technologies primarily related to, developed for, and marketed
by vendors in the telephony and handheld market. This market covers a lot of ground
from basic digital cellular phones to relatively sophisticated PDAs and tablet PCs
that may rival notebook computers in capabilities. WDN includes protocols such as
the Cellular Digital Packet Data (CDPD), an older 19.2 Kbps wireless technology
that is still in use in some police departments for network communication with pa-
trol cars; General Packet Radio Service (GPRS) and Code Division Multiple Access
2000 (CDMA2000) which are multi-user, combined voice and data 2.5 generation
technologies that exceed 100 Kbps; and Wireless Application Protocol (WAP) which
provides wireless support of the TCP/IP protocol suite and now provides native sup-
port of HTTP and HTML. If you’re using a cellular phone with text messaging and
Web support, you’re likely using some form of WAP.

PANs began as “workspace networks.” Bluetooth, for example, is a desktop
mobility PAN that was designed to support cable-free communication between com-
puters and peripherals. Blackberry (http://www.blackberry.com) is like Bluetooth
on steroids. It integrates telephony, web browsing, email, and messaging services
with PDA productivity applications. As such it blurs the distinction between PAN
and WLAN.

WLAN is what most of us think of as Wireless technology. It includes the now-
ubiquitous 802.11 family of protocols, as well as a few others.Table I provides a
quick overview of some of the 802.11 protocol space. Note that all but the first are
derivative from the original 802.11 protocol introduced in 1997.

We note in passing that both the 802 and 802.11 landscape is somewhat more clut-
tered than our table suggests. For example, 802 also allows for infrared support at the
physical layer. In addition, proprietary standards for 802.11 have been proposed. In

TABLE I
THE 802.11 PROTOCOLFAMILY

Standard 802.11 802.11a 802.11b 802.11g 802.11n
Year 1997 1999 1999 2003 2006
Frequency 2.4 GHz 5 GHz 2.4 GHz 2.4 GHz ?
Band ISM UNII ISM ISM ?
Bandwidth 2 Mbps 54 Mbps 11 Mbps 54 Mbps 300+ Mbps
Encoding DSSS/ FHSS OFDM DSSS OFDM ?
techniques

“Year” denotes approximate year of introduction as a standard (e.g., 802.11a and 802.11b were introduced
at the same time, though 802.11a came to market later). The two bands used for “WiFi” are Industrial,
Scientific and Medical (ISM) and Unlicensed National Information Infrastructure (UNII). Bandwidth is
advertised maximum. Encoding, aka “spectrum spreading” techniques appear at the physical or link layer
and include frequency-hopping spread-spectrum (HPSS), direct-sequence spread-spectrum (DSSS), and
orthogonal frequency division multiplexing (OFDM). (Source:[2].)

http://www.blackberry.com
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2001 Texas Instruments proposed a 22 Mbps variation of 802.11b called “b+,” and
Atheros proposed a 108 Mbps variant of 802.11g called “Super G.” Further, there
are standards for enhanced QoS (802.11e) and enhanced security (802.11i) that are
actually orthogonal to the traditional 802.11 family in the sense that they deal with
limitations rather than the characteristics of the protocol suite. To make comparisons
even more confusing, there are 802.1x protocols like 802.16 (2001), 802.16a (2003)
that are designed for wider area coverage, the so-called “Metropolitan Area Net-
works” or MANs. The 802.11n specifications are thin as of this writing, although
the current attention is on increasing throughput at the MAC interface rather than the
physical layer.

1.1 The WLAN Environment

WLAN offers many advantages: e.g., the ease and reduced expense of not having
to run cabling through an existing building, communication between buildings, or
just the convenience of not having to find a wall jack to establish a network connec-
tion. But this convenience comes at a price. While great care may have been taken
through the use of firewalls and intrusion detection systems to secure a network’s
connection to the outside world, a WLAN creates another entrance into the network
that is typically behind the firewall.

Wireless signals cannot be easily confined to their area of intended use. In fact,
wireless communications can be monitored and captured from a mile or more away.
And this covert monitoring activity is virtually undetectable.

A number of wireless security mechanisms have been introduced to address these
problems. The first of these is an encryption and authentication standard called
the Wired Equivalent Privacy, or WEP. More recent encryption and authentication
protocols include EAP, WPA, and VPNs. Unfortunately, each of these has security
vulnerabilities[1].

On a positive note, the 802.11i standard includes the Counter Mode/CBC-MAC
Protocol (CCMP). CCMP is based on the Advanced Encryption Standard (AES) and
should provide stronger encryption and message integrity than anything available
now. Unfortunately, since CCMP will require new hardware that is incompatible
with the older WEP-oriented hardware, it will probably be some time before this
security mechanism is widely implemented.

It is important to note that nothing that is covered here isn’t already understood
and put into practice by the hacker and criminal communities. The people in the dark
tend to be law-abiding citizens. It is hoped that the information presented here will
raise awareness so that the defender stands a chance of protecting his digital assets
against WiFi intrusion.
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2. Basic Wireless Security

Some mention should be made of some basic wireless features that are often
described as security mechanisms even though they are actually ineffective as de-
terrents.

(1) Disabling the Service Set Identifier (SSID) broadcast, and changing the name
of the SSID to something other than the widely known default values. This
will only serve to deter the inexperienced or lazy attacker since SSIDs can
still be sniffed from association packets.

(2) MAC address filtering. Although MAC-based authentication is not a part of
the 802.11 standard, it is a feature on many APs. MAC filtering can be easily
bypassed though since the network traffic can be sniffed to determine which
MAC addresses are being used. All an attacker has to do at that point is to
force a host off of the wireless network (or just wait) and then assume that
host’s MAC address.

(3) Protocol filtering. Even if implemented on an access point, the range of attack
vectors is so large at this point, that there are vulnerabilities that apply to
whatever protocols are supported[15].

2.1 Wired Equivalent Privacy (WEP)

WEP is an algorithm that was a part of the original IEEE 802.11 specification
with the design goals of preventing disclosure and modification of packets in tran-
sit and providing access control for the network. It uses the RC4 algorithm from
RSA Security which was first designed in 1987 and kept as a trade secret until it
was leaked on a mailing list in 1994. RC4 is a symmetric cipher, i.e., the key that
encrypts the traffic is the same key that decrypts the traffic. It is also a stream cipher,
meaning that it creates a stream of bits that are XORed with the plaintext (original
data) to create the ciphertext (encrypted data). When the data reaches the other end,
the same stream of bits is XORed with the ciphertext to retrieve the plaintext. RC4
uses a pseudo-random generation algorithm (PRGA) to create a stream of bits that
are computationally difficult for an attacker to discover. This same stream of bits is
reproduced at the other end to decrypt the data. Since RC4 is not supposed to be
reused with the same key, the WEP designers added an Initialization Vector (IV)
which is a value that changes for each packet. The IV is concatenated with the WEP
key to form the WEP seed.Figure 1outlines this process visually.

When a user inputs a key to configure the client wireless card, he or she must
configure the same key on the opposite end of the communication (most likely an
access point). Users provide either 40-bits or 104-bits of information for the secret
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FIG. 1. The WEP encryption process.

key. While manufacturers may claim that the key is 64-bit or 128-bit, only 40 or 104
bits, respectively, are actually used for data. This remaining 24-bits are the IV which
is pre-pended to the secret key before it is used in the key scheduling algorithm
(KSA). This format is often symbolized by IV.SK, where IV symbolizes the 3 byte
(24-bit) Initialization Vector, and SK symbolizes the 5 byte (40-bit) or 13 byte (104-
bit) secret key from the user. This composite value is the input to the KSA which
converts IV.SK into an initial permutationS of {0, . . . , N − 1}. The PRGA then uses
this permutation to generate a pseudo-random output sequence. The algorithms can
be seen inFig. 2. Note that all additions are made modulo 256.

WEP contains a number of flaws in the implementation of RC4 that allows an
attacker to completely compromise the intended security. This potential compromise
is so well publicized and so complete, that WEP should never be considered a reliable
form of security[3].

KSA(K) PRGA(K)

Initialization: Initialization:
for i = 0 . . . N − 1 i = 0

S[i] = i j = 0
j = 0

Generation loop:
Scrambling: i = i + 1

For i = 0 . . . N − 1 j = j + S[i]

j = j + S[i] + K[i mod l] Swap(S[i], S[j ])

Swap(S[i], S[j ]) Outputz = S[S[i] + S[j ]]

Where— Where—
N = 256 (for WEP) z is the byte used to XOR the
K[x] = value of key (IV.SK) at plaintext

indexx

l is the length of IV.SK

FIG. 2. The pseudocode of the Key Scheduling Algorithm and Pseudo-Random Generation Algorithm.
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2.2 Brute Force/Dictionary WEP Cracking
The secret key can usually be entered in hex format or ASCII format. Since a

number of hexadecimal characters are much harder to remember then half as many
ASCII characters, most people will choose a word or phrase that they can easily
remember. This might make the key management much easier, but it also facilitates
a brute force attack. There are utilities that try to decrypt WEP encrypted packets.
decrypt, a utility that comes with AirSnort, is one such tool. It tries a list of words
from a wordlist (aka dictionary) against a saved encrypted packet capture. With each
possible key, it decrypts a packet using that key and computes a checksum on the
newly decrypted data. If the checksum matches the checksum that was transmitted
with the packet, a potential secret key has been found. If that same potential key
works with another packet, the correct secret key has been revealed.

Brute force cracking requires more time and resources to find the correct key than
dictionary attacks. This is the process of trying all possible combinations of values
until the correct key is found. With a 40-bit secret key, there are a total of 240 =

1,099,511,627,776 possible secret keys. If a computer could check 50,000 different
secret keys per second, it would take over 250 days to find the correct key. The
amount of time that would be required to brute force a 104-bit key is measured in
centuries.

The time required to brute force a 40-bit secret key can be brought down to un-
der a minute due to a flaw in the random WEP key generation programs that was
discovered by Tim Newsham[11]. Unfortunately, this flaw has been implemented in
firmware by many wireless vendors.

These programs are supposed to create a set of random keys based upon ASCII
input. The algorithm that is often used by these programs is the Neesus Datacom
key generation algorithm. This algorithm takes a string of ASCII characters as input,
arranges them in a two dimensional array with four characters in a row, and then
XORs all of the column values together in sequence to get a 32-bit output value. The
4 byte (32-bit) output value is then fed through a PRGA which generates the 40-bit
secret keys. SeeFig. 3for a visual representation.

Note that the most significant bit of each ASCII character is always zero and there-
fore the resulting bytes from the XOR operation also have a most significant bit of
zero. This, combined with the PRGA algorithm that is used, only produces unique
keys for seeds 00:00:00:00 through 00:7F:7F:7F. This greatly reduces the amount of
effort required for a brute force attack. To prove this concept, Newsham created the
toolkit wep_tools which will brute force keys that have been generated by this type
of “random” WEP key generation utility.

A utility called WEPAttack also makes claims to WEP cracking efficiency using
both brute-forcing and dictionary attacks against the key. The claim is that only one
WEP encrypted data packet is necessary to start the attack. This is possible because



232 M. STHULTZ ET AL.

FIG. 3. XOR operation performed by the Neesus DataCom key generation algorithm.

each word in the dictionary is treated as the WEP key. WEPAttack uses the IV that is
found in the encrypted data packet and prepends it to the words in the dictionary. This
key is used to find the cipherstream which is XORed against the encrypted packet.
If the decrypted packet starts with 0xAA (the standard SNAP header value), there is
a good chance that the key has been found. More than one encrypted packet should
be used for the processes since not all packets start with 0xAA. However, the chance
that two packets, picked at random, are neither IP nor ARP (both start with 0xAA) is
very unlikely.

2.3 The FMS Attack

The FMS attack is the most well known attack on WEP. It is derived from (and
named after) Scott Fluhrer, Itsik Mantin, and Adi Shamir who published their re-
search findings in a 2001 paper entitled “Weaknesses in the Key Scheduling Algo-
rithm of RC4” [5]. The basis for this attack is a weakness in the way RC4 generates
the keystream. Specifically:

1. The Initialization Vector (IV) that is always prepended to the key prior to the
generation of the keystream by the RC4 algorithm is transmitted in cleartext.

2. The IV is relatively small (three bytes) which results in a lot of repetitions as
the relatively small (16.78 million) number of unique IVs are re-used to encrypt
of packets.

3. Some of the IVs are “weak” in the sense that they may be used to betray infor-
mation about the key.
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This weakness makes it possible, under certain conditions, to recover the input of
RC4 (i.e., the key), knowing its first byte of output. This first byte of output is easy to
determine since the first data to be encrypted in a WEP packet is usually the SNAP
header (as with IP and ARP packets) and this header is almost always 0xAA.

A weak IV has a format of B+3:FF:X where B is the index of the shared key’s byte
currently being guessed, FF is 255, and X can be any number between 0 and 255.

Given a weak IV, the first several steps of the RC4 KSA that affect the leftmost
positions of the table can be computed. There is then approximately a 5% chance
that the remainder of the permutations of the KSA occur in the right part of the table.
There is therefore a 5% chance that the portion of the table that was computed is the
table that will be the input of the PRGA. Since the value determined for this shared
key byte is only accurate 5% of the time, a number of weak IVs (usually about 60)
with varying X’s have to be used to compute guessed values for that byte. The value
that is produced most often has a high probability of being the correct value. This
process is then repeated to recover the remaining bytes of the shared key. As a rule of
thumb, a few million packets generate enough weak IV traffic to recover 40-bit WEP
keys. The attack is linear regardless of the key size so it does not take that much more
traffic to recover a 104-bit key. A very good illustrated description of this process can
be found in[6].

Since the IEEE standard of IV selection was so ambiguous, many wireless vendors
use sequential IV generators that begin with 00:00:00 and wrap with FF:FF:FF. This
is the worst of both worlds. Not only is this procedure guaranteed to generate weak
IVs, but it does so predictably.

WEPCrack (http://wepcrack.sourceforge.net) was the first publicly released tool to
use the FMS attack. Airsnort (http://airsnort.shmoo.com) is much better known and
much easier to use. Since modern WiFi cards and appliances reduce the percentage
of weak IVs that are generated (under the rubric of “WEP+” or “Advanced WEP
Encryption,” etc.), Airsnort is declining in importance as it takes an unreasonably
long time to collect enough packets to break keys.

2.4 Enhancements to the FMS Attack

Subsequent to the original FMS research, a number of people have discovered
that there are more ways that weak IV’s can be used to speed up the WEP cracking
process. “Using the Fluhrer, Mantin, and Shamir attack to break WEP,” Stubblefield
et al. [17] discusses an approach that deviates from the standard FMS algorithm
methodology of finding all the previous values for B before finding the next value.
The authors suggest that weak IVs associated with higher B values can be used to
narrow down the beginning bytes of the secret key. This can be done by testing
different values of the key and checking to see if the decrypted packet has a valid

http://wepcrack.sourceforge.net
http://airsnort.shmoo.com
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checksum. This can be facilitated by making assumptions about the range of possible
values for a WEP key (users will often use ASCII characters).

Another whitepaper, written by David Hulton, “Practical Exploitation of RC4
Weaknesses in WEP environments”[7] describes a number of alternate approaches
for expanding the FMS concepts including additional methods of finding weak IVs
for secret key bytes beyond the first. Hulton claims it would be best to devise an al-
gorithm which can determine whether or not a particular IV can be considered weak.
His algorithm (implemented in a utility called dwepcrack) is shown inFig. 4:

Using this algorithm, the search time for a weak IV is roughly 1/20 of the time it
would take using the unmodified FMS algorithm. Notice that the line of code that is
bolded tests to see whether the first byte of the IV is the byte of the secret key that
is currently trying to be determined and whether the second byte of the IV is 255.
Hulton includes a number of other tests to determine weak IVs resulting in a shorter
cracking time and an overall smaller number of packets that need to be captured.

x = iv[0];
y = iv[1];
z = iv[2];

a = (x + y) % N;
b = AMOD((x + y) - z, N);

for(B = 0; B < WEP_KEY_SIZE; B++)
{

/*
* test to see if this key would apply to any of the bytes that
* we’re trying to crack.
*/

if((((0 <= a && a < B) ||
(a == B && b == (B + 1) * 2)) &&
(B % 2 ? a != (B + 1) / 2 : 1)) ||
(a == B + 1 && (B == 0 ? b == (B + 1) * 2 : 1)) ||
(x == B + 3 && y == N - 1) ||
(B != 0 && !(B % 2) ? (x == 1 && y == (B / 2) + 1) ||
(x == (B / 2) + 2 && y == (N - 1) - x) : 0))

{
// It is a Weak IV

}
}

FIG. 4. Dwepcrack’s algorithm for determining weak IV’s.
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While these additions to WEP cracking algorithms can help to lower the time nec-
essary to compromise a complete WEP key, they have not been widely implemented.
This could be due to the overall low percentage of WEP enabled devices that are cur-
rently being implemented, or to the popularity of current WEP cracking utilities.
These methods will most likely become more popular as newer devices avoid the
usage of more commonly known weak IVs.

In August 2004, a hacker named KoreK published code in the NetStumbler fo-
rums that outlined expansions to the FMS attacks. These attacks have been im-
plemented in both aircrack and WEPLab, both of which claim to crack WEP in
record time. Essentially, these attacks work much like the FMS attack. The KSA
is run as far as possible while looking at the values of the S array and the known
keystream. Depending on the values that are found, the key bytes can be extracted.
Appendix Bcontains KoreK’s original code with comments added by the authors.
Since the publication of this code on NetStumbler forums, KoreK has released a
utility called chopper which expands upon this concept.

KoreK has since released another program called chopchop. This program exploits
WEP in a different way to decrypt single packets. When an encrypted packet is cap-
tured, it can be decrypted one byte at a time by making a slight modification and
attempting to retransmit it. The attacker will remove the last byte of the encrypted
packet and replace it with a guess. To test to see if the guess was correct or not,
the packet is sent to the access point. If the access point accepts the message and
rebroadcasts it, the attacker can be sure that the guess was correct. The attacker can
then use this byte and the corresponding cipherbyte to find the plaintext byte. Since
there are only 256 choices for each byte, the packet can be decrypted in a relatively
short period of time.

2.5 Injecting Packets for Faster WEP Cracking

The WEP cracking processes discussed so far require the capture of a large num-
ber of WEP encrypted data packets. For large wireless networks this requirement is
easily met because of the large volume of traffic. However, there are other networks
where the volume of traffic is not sufficient to allow the capture of enough packets in
a reasonable period of time. It is possible to generate the necessary traffic on these
networks by injecting packets to solicit responses. These packets do nothing to help
the breaking of WEP, but the responses from a legitimate device on the network will
increase the probability of generating weak initialization vectors. Some utilities like
reinj and aireplay (part of the aircrack package) do this by capturing ARP requests.
It then turns the packet around and injects it back into the network. Since the access
point can’t tell the difference between the injected packet and the original, the ARP
request and response will give the attacker two more packets to work with. Other
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utilities (WEPWedgie; see Section2.6) will use ICMP echo requests to a broadcast
address. This could generate echo replies from hosts on the network using a possible
weak initialization vector. It is also possible to use this approach with other types of
packets (TCP RSTs, TCP SYN/ACKs, etc.)[4].

These utilities allow a remote attacker the ability to create traffic on parsimo-
nious networks. Home wireless networks and small offices often are included in this
category. No longer can security professionals claim wireless networks of this size
“secure” due to the amount of traffic. If the traffic does not naturally exist, an attacker
can create it.

2.6 Encrypted Packet Injection

WEP does not have an effective mechanism to ensure data integrity. It does use a
cyclic redundancy check (CRC) which is calculated for the data that is sent over the
network. This verifies that a packet has not become corrupt during transmission but
it does not protect data integrity.

When a packet is sent, its CRC is calculated from the plaintext. The output of the
CRC32 algorithm is a 4 byte value which is called the integrity check value (ICV).
The ICV is appended to the plaintext and encrypted using the WEP algorithm. The
ICV is run again against the data after it has been decrypted by the receiver. If the ICV
value that was sent in the packet matches the value that was calculated by the receiver,
then the packet is considered legitimate. However, due to the nature of WEP and
stream ciphers, it’s possible to create an encrypted packet with a correct ICV, without
knowing the actual WEP key. The attacker must only determine the ciphertext and
plaintext combination for data that is sent with a particular Initialization Vector (IV).

The attacker first takes a legitimate known plaintext and known ciphertext combi-
nation and XORs the two values together to recover the keystream that was used to
encrypt the plaintext. This same keystream is used for all packets that are sent over
the wireless network with the same Initialization Vector and secret WEP key. Since
it is unlikely that the WEP key will be changed in a reasonable amount of time, the
keystream will be the same for all packets using the same IV.

That keystream value is then XORed with the plaintext and ICV that the attacker
wishes to inject into the datastream. The resulting value is an encrypted packet to be
prepended with that same IV and injected on the network. This technique is called
PRGA Injection. An attacker can use a number of mechanisms to recover an en-
crypted packet and its corresponding plaintext value.

Tools have been created that perform injection attacks on WEP encrypted net-
works. reinj was a tool created for BSD that finds what it considers to be a TCP
ACK packet or an ARP request and sends it back onto the network. While this is
technically the injection of encrypted packets onto a wireless network, it doesn’t



WIRELESS INSECURITIES 237

provide the attacker with the capability to customize the data. Another utility, WEP-
Wedgie listens for WEP encrypted packets that are generated during a shared key
authentication. This happens when a client wishes to connect to an access point. The
access point will send the client a nonce which the client encrypts using the WEP
key. This encrypted value is sent back to the access point for verification. If the value
that the access point gets when it encrypts the nonce is the same as the value that
the client returns, access is granted. This process provides a plaintext value and the
corresponding ciphertext that is needed. WEPWedgie can now inject packets into a
wireless network.

This attack can be expanded for even more malicious purposes. Once attackers
gain the ability to inject packets into the wireless network, they can open connections
to the internal servers, even if they are isolated by firewalls. The attacker will inject a
packet into the wireless network asking for a connection to the server. This amounts
to a TCP SYN packet with the source address of a computer that the attacker controls.
The packet will be accepted into the network and sent to the unsuspecting server.
The server will then do its part in opening the connection and send the attacker
machine a TCP SYN/ACK packet. Assuming that the server can send a packet onto
the Internet, it will send the packet through the firewall, onto the Internet and to
the attacker’s machine. The attacker’s machine will then finish the 3-way handshake
and a connection will be established. This approach can also be used to do port
scans against the internal machines, do internal network mapping, etc. Being able
to inject packets into a wireless network is an extremely powerful and dangerous
tool.

2.7 802.1x Authentication

802.1x is a port authentication protocol that was originally created for wired net-
works. Switches, for example, can use 802.1x to authenticate a device before it
allows the device access to a port. Once the authentication process has been success-
fully completed, access is granted to the device. There are three main components to
the 802.1x authentication process: the supplicant, the authentication server, and the
authenticator. The supplicant is the computer or device that wishes to have access on
the network. The authentication server is the computer that performs the authentica-
tion. One of the most common types of servers that perform this task is a RADIUS
server. The authenticator is the device that sits between the supplicant and the au-
thentication server. In the example above, the authenticator is the switch. It is the
point of access for the supplicant (Fig. 5).

Notice that there is two different sessions inFig. 5. The supplicant starts the
process by attempting to access the network resources. This triggers a request by
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FIG. 5. 802.1x authentication process.

the authenticator for information about the identity of the supplicant. The suppli-
cant provides this information and the authenticator forwards it to the authentication
server. The authentication server then processes this information and usually sends
a challenge to the supplicant through the authenticator. This challenge could be a
nonce which needs to be encrypted or it could be some kind of token. The actual
authentication mechanism is flexible and can vary between implementations. This is
also the place where attacks can occur. When the supplicant responds to the chal-
lenge, the authenticator forwards this information on to the authentication server for
processing. The authentication server then determines whether or not the supplicant
should be granted access[16].

Although this process was originally developed for wired networks, it has been
adopted by the 802.11i committee for use in wireless applications. In a wireless
environment, the supplicant is a wireless client wishing to connect to the wireless
network. The authentication server can still be a RADIUS server, but the authenti-
cator is usually a wireless access point. Since one of the problems with WEP is key
management, 802.1x can be very useful in a WEP environment. Any time a single
key is used for an entire network, there will be security and scalability issues. The
central server can provide clients with different keys, and even require a key change
after a preset amount of time or data transmission. In a wireless environment, this
is especially beneficial because it can change the secret key used by WEP and give
different keys to clients[8].
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2.8 EAP-LEAP Attack

802.1x uses a number of protocols to accomplish its goal of providing further se-
curity for wireless networks. The communication between the authentication server
and the authenticator is logically separate from the communication between the au-
thenticator and the supplicant. Extensible Authentication Protocol (EAP) is usually
used for the authenticator/supplicant communication. EAP was created for point-to-
point (PPP) authentication but has been adopted for use with wireless. EAP itself
does not determine what method will be used to authenticate the supplicant, rather it
allows the use of a server to facilitate the actual authentication. EAP-LEAP is one of
the most popular types of EAP that is used today. It was developed by Cisco and has
been implemented in a number of open-source RADIUS solutions[13].

EAP-LEAP is fundamentally flawed due to it’s usage of MS-CHAPv2. This al-
gorithm, and specifically the way that it was implemented in EAP-LEAP, allows an
offline attack to be used to determine the password. When the usage of EAP-LEAP
has been agreed upon, the authentication server sends the supplicant (by way of the
authenticator) a nonce, or challenge text. Specifically it is an 8-byte random stream
which the supplicant must encrypt. To encrypt the challenge text, the password is
hashed using an NT hash and split up to generate three separate keys. The first key
consists of the first seven bytes of the hashed password, the second key is the second
seven bytes of the hashed password, and the third key is the final two bytes followed
by five NULL values. These three keys are each used to encrypt the 8 byte challenge
text. The three 8 byte results are then concatenated into one 24-byte value and this
value is sent back to the authentication server for verification. Since EAP-LEAP sup-
ports mutual authentication, the process can be repeated in the opposite direction to
authenticate the authentication server with the supplicant.

The problem with EAP-LEAP is that NT hashing does not use “salt.” That means
that the same plaintext value will hash to the same hashed value. So an attacker can
hash a dictionary of plaintext passwords and store the corresponding hash values. If
the password is one of the dictionary words, the hashes will match. Since the third
hashed value that is used as a key to encrypt the 8 byte challenge consists of five
null values, there is really only 216 different possible values for the key. With so few
possibilities, the two bytes can be found in less than a second. At this point, the last
two NT hashed bytes of the password have been recovered. Using the precompiled
dictionary, the attacker finds all hashed passwords where the last two bytes match
what has been found. This usually narrows down the possible passwords to a num-
ber that can be brute forced against the authentication server. Now the attacker can
achieve access to the wireless network.

There are a number of utilities that can perform this attack, the most famous of
which is asleap, developed by Joshua Wright. Leapcrack and leap are two other
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utilities which help an attacker perform this attack against EAP-LEAP authentica-
tion [19].

2.9 EAP-MD5 Attack
EAP requires that EAP-MD5 be implemented to serve as a fallback authentication

mechanism. It has a number of vulnerabilities including susceptibility to man-in-
the-middle attacks, lack of dynamic key distribution, and the plaintext/ciphertext
combination. The EAP-MD5 process is somewhat similar to EAP-LEAP. The au-
thentication server sends a challenge to the supplicant that is then hashed using MD5
and the password. That hashed value is sent back to the authentication server. This
hashed value is then compared to the server’s hash of the challenge text and if they
are equivalent, access is granted.

Since the authentication process happens in only one direction, a man-in-the-
middle attack can be performed against the authenticator. All that is required is a
fake access point with authentication server software installed. When a supplicant
requires access, it contacts the rogue AP instead of the authentic AP.

3. WPA Background and Introduction

Since there have been so many vulnerabilities discovered in WEP, an 802.11i
standard committee was formed to find a new method of securing wireless commu-
nication. As the development of the standard progressed, some parts were ready to
be deployed and other parts were not. In 2002, the Wi-Fi Alliance decided to deploy
the parts that were deemed ready to help alleviate some of the security problems
that existed. The parts that were released were named Wireless Protected Access
(WPA). WPA still uses the WEP algorithm, but it adds a stronger integrity check-
ing algorithm and better key management as in 802.1x. It can be implemented with a
centralized authentication server or using pre-shared keys (PSK), like WEP. WPA of-
fers two things of value: Temporal Key Integrity Protocol (TKIP) and 802.1x. TKIP
is the encryption algorithm that was created to provide more security than WEP.
It is essentially a shell that was placed around the WEP RC4 algorithm to address
the following weaknesses: replay attacks, forgery attacks, key collision attacks, and
weak key attacks. It does this by improving the integrity checking function, adding
initialization vector sequencing rules, and creating a per-packet key.

TKIP uses a master key (MK) which is either distributed using 802.1x or as the
PSK to derive a pairwise master key (PMK). In turn, the PMK is used to derive four
more keys. These four keys are used during various parts of the encryption. One of
the keys is called the temporal key (TK), which is primarily used for the encryption
of data that is sent over the wireless link. The TK is XORed with the sender’s MAC



WIRELESS INSECURITIES 241

FIG. 6. Graphical diagram of TKIP Encapsulation. Note: MSDU is the MAC Service Data Unit and
MPDU is the MAC Protocol Data Unit.

address, which is then mixed with a sequence number to produce a key that is used
as input to the previous WEP algorithm. By adding all the extra steps the key is now
much more secure against attack because it now depends on time and the sender’s
MAC address. TKIP also uses a sequence counter to prevent replay attacks and a
Message Integrity Check (called MIC or Michael) to prevent message modification.
Along with the sequence number, the source and destination addresses are added.
Michael is also a one-way hash function rather than a simple linear CRC. This adds
security to the algorithm because integrity verification is extremely difficult to forge.
Figure 6provides a graphical representation of TKIP[13,18].

More recently, the Wi-Fi alliance has announced the ratification of WPA2 which
completely stops the use of WEP as an underlying protocol. Instead it uses the much
stronger AES algorithm. As of this writing, WPA2 using AES does not share the
same vulnerabilities as the original WPA.

3.1 The WPA-PSK Attack
There are two primary ways that TKIP can be used. The more secure way is to use

802.1x to distribute the keys and keep track of key management. The other way is to
provide the client and access point with the same pre-shared key which is used as the
pairwise master key (PMK) in the TKIP process. Although this shares many of the
key management problems that WEP had, it does offer some “security through ob-
scurity.” One of the problems with TKIP is that if an attacker can determine what the
PMK is for any one of the wireless clients, he or she can gain access to the network.

Researcher Robert Moskowitz discovered a problem with the WPA-PSK imple-
mentation when short passphrases are chosen[10]. When a pre-shared key is used,



242 M. STHULTZ ET AL.

it is hashed with the SSID and the SSID length to create a 256-bit PMK. This key
is then used to derive all the other keys that are used in the TKIP algorithm. The
pre-shared key is appended with the SSID and the SSID length which are then fed
into the hashing algorithm defined by the PKCS #5 v2.0: Password-based Cryptogra-
phy Standard. The string is hashed a total of 4096 times to create a 256-bit Pairwise
Transient Key (PTK) that is used to derive all the other keys used in the algorithm.
Moskowitz states that the 802.11i standard declares that there are approximately 2.5
bits of security per PSK character. The formula becomes: 2.5n+ 12 bits= Security
Strength in bits, where n is the number of characters in the pre-shared key. This
means that a typical password of 10 characters will only provide 37 bits of security.
Because of this, Moskowitz claims, a dictionary attack on the hash can be performed
to recover the password.

Recently a utility called coWPAtty has been released which uses a hash compar-
ison based attack to recover the pre-shared key. coWPAtty captures the four way
handshake authentication packets that are sent between the access point and the
client. In these packets, coWPAtty finds the SSID of the network, the addresses of
the access point and the client, and the nonces sent between the two parties. The
SSID information and the passphrase from the dictionary are used to find a PMK.
Using the other information from the exchange, the PTK is found. Using the PTK,
the attacker can try to decrypt a message and see if the integrity check value found
in the packet matches the calculated value. If so, the passphrase has been found. If
not, the next passphrase in the dictionary is tried.

4. Other Attack Modes

4.1 VPNs: Point-to-Point Tunneling Protocol

A Virtual Private Network (VPN) allows an apparent “private” connection be-
tween two remote computers or networks. This is achieved by encrypting the traffic
together with some sort of authentication. VPNs can be used by small office/home
office users as well as large corporations.

Several standards have been developed to implement VPNs. One of these is the
Point-to-Point Tunneling protocol (PPTP). This protocol allows a remote user to
connect to another network using a VPN and it assures, or at least tries to assure,
that the network that has been created is private. PPTP was created as an extension
to point-to-point protocol (PPP) where dial-up users could connect to their Internet
service provider (ISP) and then create a secure connection to the VPN server. Since it
was pioneered by Microsoft, among others, PPTP is relatively simple to configure on
Windows hosts and servers. As a result, a large number of VPN networks support-
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ing PPTP are Windows networks. Like most other VPN protocols, PPTP employs
authentication and encryption.

Wireless networking has adopted VPN protocols to add encryption and authentica-
tion security to its communications. Since WEP has been completely compromised
and WPA has only recently been released as an upgrade to wireless devices, networks
had to come up with another way to provide security. VPN’s helped to fill this gap.
Legitimate clients could be configured to connect to the wired network through a vir-
tual private network which would encrypt the data that was being transferred. In this
manner, wireless sniffers would only be able to capture encrypted data, which would
then need to be decrypted before it became useful. Furthermore, the authentication
process would help to shut out those people wishing to connect with the wireless
network without legitimate access credentials[12].

Microsoft’s original PPTP specified the use of Microsoft Challenge Handshake
Authentication Protocol (MS-CHAP) for authentication. The design allowed some-
one to connect to a server, receive authentication based upon a password and gain
access to the network resources. When a client connects to the network, it asks
the authentication server for a login challenge. The server responds by sending the
requesting client an 8 byte challenge nonce. The client then uses the LAN man-
ager hash of the password that it has stored to derive three DES (Data Encryption
Standard) keys. These keys are used to encrypt the challenge that the server sent.
Each encryption results in an 8 byte encrypted string. All three encrypted strings are
then concatenated to create a 24-bit reply. This same process is repeated with the
Windows NT hash of the password. These two 24-bit blocks are sent to the server
where they are compared. The server uses the stored client’s password to decrypt
the replies. If the decrypted blocks match the original challenge, access is granted.
This process was used in the PPTP until vulnerabilities were found that compromise
the authentication process. When these vulnerabilities became widely known, Mi-
crosoft re-worked the process and implemented a new version of MS-CHAP which
was supposed to fix the problems that had been discovered.

MS-CHAP version 2, as it became known, added security to the process in the
following ways: it stopped the use of the LM (LAN Manager) hash, introduced mu-
tual authentication, replaced change password packets, and updated the encryption
keys. To do this, it added a number of steps to the authentication process. When the
client machine asks for a challenge, the server responds with a challenge of 16 bytes.
The client then comes up with a 16-byte challenge itself which is called the “Peer
Authenticator Challenge.” The client then uses SHA-1 to hash the concatenation of
the challenge from the server, the Peer Authenticator Challenge and the client’s user-
name. The first 8 bytes of the result then become the 8-byte challenge. Much like
its predecessor, the 8 bytes are encrypted with the Windows NT hashed value of the
password. This generates a 24-byte reply that is sent to the server where it is com-
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pared. To provide mutual authentication, the Peer Authenticator Challenge is sent to
the server, where the server concatenates it with the 24-byte response from the client
and the string “magic server to client constant.” This value is hashed using SHA to
generate a 20-byte result that is then concatenated with the original challenge that
was sent to the client and the afore-mentioned string padded, if necessary, to force
more than one iteration and then hashed once again with SHA. This value is sent
back to the client where it can be verified. If all values match, the session has been
authenticated. While MS-CHAPv2 is much more complicated than MS-CHAPv1, it
does very little to add to the security[14].

4.2 Attacks on PPTP
The attacks on PPTP are predominately attacks on the MS-CHAP authen-

tication. As mentioned above, this is easier to do with the older version of
MS-CHAP. In this version, a number of attacks were possible. One of the at-
tacks involved spoofing a message from the server telling the client to change
his or her password. If the client did change the active password, the password
hashes could be picked up and cracked using a program such as L0phtcrack
(http://www.insecure.org/sploits/l0phtcrack.lanman.problems.html). It was also pos-
sible for password cracking utilities, like L0phtcrack, to take advantage of the fact
that the LM hash was being sent along with the NT hash. The LM hash is extremely
easy to break and then could then be used to crack the NT hash and recover the
password. With the password, an attacker could completely spoof the authentica-
tion process. Utilities such as anger (http://www.securiteam.com/windowsntfocus/
2TUQBR5SAW.html) perform the attack on MS-CHAPv1 enabled PPTP VPNs. It
collects the challenge and response packets that are exchanged for use in a cracking
utility and it also provides the active attack using the change password messages.

In MS-CHAPv2, the change password message was altered to eliminate the vul-
nerabilities that tools like anger took advantage of. Since the LM hash is no longer
sent along with the NT hash, it is more difficult to break. That is not to say that it is
secure. The attack that can be performed on MS-CHAPv2 is described in the “EAP-
LEAP” section. Ettercap (http://ettercap.sourceforge.net) is another utility that can
be used to exploit weaknesses in PPTP. It has a number of plugins which automate
the process of recovering passwords from PPTP MS-CHAP authentication.

4.3 Denial-of-Service Background and Attacks
Denial of service (DoS) and distributed denial of service (DDoS) attacks can ren-

der networks useless and are some of the hardest attacks to thwart. Though computers
and networks have become faster and more reliable, they still have practical limits.

http://www.insecure.org/sploits/l0phtcrack.lanman.problems.html
http://www.securiteam.com/windowsntfocus/2TUQBR5SAW.html
http://ettercap.sourceforge.net
http://www.securiteam.com/windowsntfocus/2TUQBR5SAW.html
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All available network bandwidth may be easily consumed by DoS and DDoS attacks,
whether the network is wired or wireless.

The network clients count on the ability to access network resources. It is gen-
erally easier to perform a DoS attack on a wireless network than it is on a wired
one. 802.11 networks broadcast data over a limited range of radio frequencies. All
wireless networks within range compete for those frequencies. Attackers can take
advantage of this fact by creating signals which saturate the network resources. This
can be done with a powerful transmitter that broadcasts interfering signals or by low-
tech approaches to RF-jamming like placing metal objects in microwaves that use the
same frequency.

Other attacks can be performed at the link layer with disassociation and de-
authentication frames that control the communication. If such frames were spoofed,
connections could be manipulated without consent. Programs such as FakeAP
(http://www.blackalchemy.to/project/fakeap), Void11 (http://forum.defcon.org/
showthread.php?t=1427), and File2air (http://sourceforge.net/mailarchive/forum.
php?thread_id=3164707&forum_id=34085) perform such attacks.

One strategy would be to send an authentication frame with an unrecogniz-
able format which would cause the client to become unauthenticated because the
access point would be confused. This attack has been implemented in the tool
fata_jack (http://www.networkchemistry.com/news/whitepaper.pdf) which is meant
to be used with AirJack (http://sourceforge.net/projects/airjack/). It sends an authen-
tication frame to the access point with the sequence number and the status code both
set to 0xFFFF. This frame is spoofed so that the access point believes it comes from a
node that has already connected. This results in a fractured connection. If this attack
is repeated, the real client will no longer have the ability to connect to the access
point.

When a wireless client associates and authenticates with the access point, the ac-
cess point must store information about the client in an internal state table. This
includes the client’s MAC address, IP address, etc. Since the memory of the ac-
cess point is finite, it is possible to fake enough connections that the state table
overflows. Depending on the access point, this could produce a crash or lock-up
thereby blocking legitimate future authentications. Either way the attacker has suc-
cessfully terminated the wireless connection. Joshua Wright wrote a Perl script
called macfld.pl (http://home.jwu.edu/jwright/perl.htm) that will perform this attack.
It works by flooding the access point with a large number of MAC addresses. Before
WPA was implemented, the way that 802.11 checked the integrity of the packets that
were received was through the CRC. If the CRC didn’t match the value that was
calculated by the wireless device, the packet was dropped. If, on the other hand, the
packet was received correctly, an acknowledgement frame was sent so the sender
could delete the transmitted frame from its send queue. This can be exploited by cor-

http://www.blackalchemy.to/project/fakeap
http://forum.defcon.org/showthread.php?t=1427
http://sourceforge.net/mailarchive/forum.php?thread_id=3164707&forum_id=34085
http://www.networkchemistry.com/news/whitepaper.pdf
http://sourceforge.net/projects/airjack/
http://home.jwu.edu/jwright/perl.htm
http://forum.defcon.org/showthread.php?t=1427
http://sourceforge.net/mailarchive/forum.php?thread_id=3164707&forum_id=34085
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rupting a frame as it was transmitted so that the receiver would drop it. The attacker
could then spoof an acknowledgement from the receiver saying that the frame was
successfully received. The sender would then delete it from the queue and the frame
would disappear from the datastream.

While DoS attacks don’t allow an attacker to steal data or get access to the net-
work, it does create significant chaos to the network resources. It is very difficult to
stop and has disastrous consequences on affected networks.

4.4 Man-In-The-Middle Attacks
An effective man-in-the-middle (MITM) attack is one in which the attacker posi-

tions him/herself between the victim and the device with which the victim is trying
to communicate. In this capacity, the attacker can control the information between
the two devices. All traffic is re-routed through the attacker’s computer where it can
be manipulated or simply inspected. The attacker can then gather login information
such as keys and passwords. In a wireless environment, the situation is more threat-
ening because information that is transmitted over a wireless network is by definition
available to all who have the ability to translate the RF signals to data. This might
involve the injection of malicious code into the datastream to further compromise of
the network and network nodes.

In the infrastructure mode of wireless networking, clients or stations all con-
nect to central access points. One MITM strategy is to spoof an access point by
de-authenticating and disassociating a client, neutralizing the AP with a DoS, and
then re-authenticating the client with a clone under the control of the attacker.
A number of MITM attack tools are widely available. Quite often the setup con-
sists of a software access point and DoS software. An attacker’s computer would
usually have two separate wireless cards to handle both jamming and cloning func-
tions. Some of the software access point programs that are available are: HostAP
(http://hostap.epitest.fi) and HermesAP (http://hunz.org/hermesap.html).

5. Conclusion

It has been said that Wireless Networks will never be secure as long as radio
frequencies fail to observe property lines. The validity of this claim lies in the
fact that the physical security of the communication technology is for all intents
and purposes absent in wireless environments (cf. also[9]). Though the physical
security of a building is not a fault-proof barrier, it is at least a practical one. Wire-
less technology, even if properly configured, is not even a practical barrier. Even
the most risk-averse can “sniff” transmissions with little chance of detection by
using free software that is easily found on the Internet. The plain truth is that

http://hostap.epitest.fi
http://hunz.org/hermesap.html
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wireless technology encourages digital eavesdropping. The World Wide Wardrive
(http://www.worldwidewardrive.org) and Wigle (http://www.wigle.net) Websites are
obvious illustrations. Wigle maintains a database of nearly four million active wire-
less networks in its online database. The World Wide Wardrives are network discov-
ery contests.

In this chapter we have sought to identify some of the wireless insecurities that
loom largest in today’s increasingly wireless world. To the inattentive, the deploy-
ment of wireless can create the loss of trade secrets, the loss of personal privacy, theft
of services, and unwitting participation in information warfare. For the attentive, the
watch phrase must be “danger lurks within.”

Appendix A: Wireless Security Utilities by Operating
System and Function

Utility name OS Use

WEPcrack Any platform (if Perl is available) Finding WEP keys
AirSnort Linux, Windows Finding WEP keys
dwepcrack BSD Finding WEP keys
reinj BSD Packet Injection tool
WEPWedgie Linux Packet Injection tool
wep_tools Linux Finding WEP keys
asleap Linux, Windows Finding LEAP passwords
Leapcrack Any platform (if Perl is available) Finding LEAP passwords
leap Linux Finding LEAP passwords
L0phtcrack Windows Password cracking
ettercap Linux
fata_jack Linux Denial of service
macfld.pl Linux Denial of service
dinject Linux Denial of service
airjack Linux Drivers for MITM, DoS, etc.
File2air Linux Denial of service
Void11 Linux Denial of service
omerta Linux Denial of service
HostAP Linux Software Access Point
HermesAP patch Linux Software Access Point
WPA Cracker Linux WPA-PSK password cracking
FakeAP Linux, BSD Random AP frame generation
WepAttack Linux Enhanced WEP cracking
aircrack Linux Enhanced WEP cracking
chopchop Linux Packet by packet decryption
chopper Linux POC WEP cracker
coWPAtty Linux WPA cracker

http://www.worldwidewardrive.org
http://www.wigle.net
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Appendix B: KoreK’s New WEP Cracking Code

/*
This code was written by KoreK and published on the

NetStumbler.org forums
(http://www.netstumbler.org/showthread.php?t=11869)

*/

/* This code runs the KSA algorithm */
for (i=0; i<256; i++) S[i]=i; /* initialize the S[]

array */
for (i=0,j=0; i<p; i++) /* run the loop until the

unknown byte */
{

j=(j+K[i & 0x0f]+S[i]) & 0xff;
swap(S+i,S+j);

}
/* at this point, the attacks can be run. Depending on how
the weak IVs setup the S[] array, we can extract

information about the unknown key byte */
/* Original FMS attack which has a 5% chance of working */
if ((S[1] < p) && ((S[1]+S[S[1]]) == p))
{

jp=o1; /* o1 is the first byte of the keystream (z) */
stat1[(jp-j-S[p]) & 0xff]++; /* extract the info and

keep track of it */
}

/* The following attacks were developed by KoreK and work
in much the same way.

That is, depending on how the S[] is setup, the values
give away information about the unknown key byte.

*/

/* Second type of attack -- 13% chance of working */
if (S[1] == p) /* S[1] is equal to the byte location we’re

looking for */
{

for (jp=0; S[jp]!=0; jp++); /* find the first index, i,
where S[i] isn’t 0 */

if (o1 == p) /* if the unknown key byte is the same
as the first byte of the cipher (z) */

{
stat2[(jp-j-S[p]) & 0xff]++; /* extract the info and

keep track of it */
}

// for statistical purposes
pstat2[(jp-j-S[p]) & 0xff]++;
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}
/* A third attack -- This one works if the second byte of

the cipher (z) is 0, the value of the S[] array at
location p (the unknown key byte were looking for) is 0,

and the third (index=2) element of the S[] array isn’t
zero */

if ((o2 == 0) && (S[p] == 0) && (S[2] != 0))
{

stat3[(2-j-S[p]) & 0xff]++; /* extract the info and
keep track of it */

}
// and two more (well there are still about 10 of ’em left:)

/* The next two start with the same requirements. The
second element (index=1) of S[] must be greater than the
value of the unknown key byte we’re searching for and

the second (index=1) element of S[] plus the third
(index=2) minus the value of p (the unknown key byte
we’re searching for) must be zero

*/
if ((S[1] > p) && (((S[2]+S[1]-p) & 0xff) == 0))

{
/* once this condition is met, one of two more

conditions are needed to qualify */
/* The first is the second byte of the keystream (z)

should be equal to S[1] */
if (o2 == S[1])

{
/* Now find the first value in the S[] array that

doesn’t have a value
of S[1] - S[2]. Save that index

*/
for (jp=0; S[jp] != ((S[1]-S[2]) & 0xff); jp++);

/* As long as that index isn’t 1 or 2, we can do an
extraction and save it */

if ((jp!=1) && (jp!=2)) stat4[(jp-j-S[p]) & 0xff]++;
}

else
{
/* The other option is to see if the second byte of

the keystream (z) is
equal to 2 minus the third value in the S[] array

(index=2)
*/
if (o2 == ((2-S[2]) & 0xff))

{
/* Find the first index of the S[] array where

the value isn’t the same as the second byte of
the keystream (z)*/
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for (jp=0; S[jp] != o2; jp++);
/* As long as that index isn’t 1 or 2, extract

the byte and save it */
if ((jp!=1) && (jp!=2)) stat5[(jp-j-S[p]) & 0xff]++;
}

}
}
// inverted attack
/* This attack is useful in determining false positives. As

the byte values get placed in the stat6[] bin, there is
a chance that that value is not correct. KoreK placed a

threshold on this at 32. If any byte appears in
the stat6[] bin more than 32 times, it must not be the right
value. These tests are pretty straight forward. Just
remember that o1 is the first byte of the keystream.

*/
if (S[2] == 0)

{
if ((S[1] == 2) && (o1 == 2))

{
stat6[(1-j-S[p]) & 0xff]++;
stat6[(2-j-S[p]) & 0xff]++;
}

else if (o2==0)
{
stat6[(2-j-S[p]) & 0xff]++;
}

}
if ((S[1] == 1) && (o1 == S[2]))

{
stat6[(1-j-S[p]) & 0xff]++;
stat6[(2-j-S[p]) & 0xff]++;

}
if ((S[1] == 0) && (S[0] == 1) && (o1 == 1))

{
stat6[(-j-S[p]) & 0xff]++;
stat6[(1-j-S[p]) & 0xff]++;

}
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Abstract
We are in an historical moment where computing is part of the social life. It
does mean that computers are also part of crimes, both physical and virtual. In
this an idea of the state of the art of the digital forensic will be provided, with
special emphasis on UNIX operating systems and log file management. Included
will also be an overview of current scientific research on the topic and illustra-
tions of a number of potential issues that are often the subject of discussions in
courtrooms the world over.
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1. Introduction

We find ourselves at a juncture where interest in digital forensics is skyrocketing.
This is essentially due to a series of high profile court cases and the enactment of
some quite important legislation (such as the Sarbanes-Oxley Act) that are bringing
digital forensics into mainstream and obligatory use. It has become a crucial tool
for coping with the continual changes in the nature of the objects of its investiga-
tions. Using Digital Forensic, as basic part of an incident response procedure, will
also help companies to be ready to deal with attackers, Trojan horses, frauds and so
on. Furthermore, an effective forensic analysis will help companies to not repeat IT
Management Mistakes.

Before starting with the chapter, I would like to give some definition about the
topic we are gonna talk about.

– Forensics—The recreation of a crime scene after a crime has been committed
in order to determine what happened so that the evidence can be used in a court
of law.

– Digital forensics—When a crime has been committed using a computer, recre-
ating the evidence on the computer.

1.1 Some Basics of Digital Forensics

The principles that comprise forensic operations are essentially platform inde-
pendent, though some file systems are not. In keeping with the rules of due dili-
gence contained in the IACIS (International Association of Computer Investigative
Specialists—http://www.cops.org) code of ethics, it is important to clarify what is

http://www.cops.org
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meant in digital forensics by “investigative process.” Such a process comprises the
sequence of activities which should be performed by the forensic examiner to ensure
compliance with juridical requirements now common to all countries.

For the purposes of this document, the investigative process is subdivided into six
phases as illustrated inFig. 1.

Notification. This first report occurs when an attack is detected by an automatic
device, by internal personnel, or through external input (for example by a system
administrator in another company, or by another business unit in the same company).
The action taken is usually to create or activate a response team, whose first task is
to confirm that an attack has occurred.

Preservation. This is a critical phase in incident response and the first bona fide
digital forensic action. The main objective here is to make sure that the scene of

FIG. 1. The investigative process.
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the crime is left intact so as not to preclude any future investigative or analytical
measures. The “digital crime scene” is usually duplicated, i.e., an image disk is
created, so that detailed analyses may be performed in a properly equipped labo-
ratory.

Survey. This is the first evidence collection step. The objective here is to examine
the scene of the crime for anyobvious digital evidenceand to develop hypotheses
that will orient further investigation.

Search. The hypotheses developed in the Survey stage are investigated with the
help of analysis tools as needed. In this more detailed evidence collection phase, the
“cold” trails are abandoned and the “hot” ones followed.

Reconstruction. This phase comprises detailed testing to connect the pieces of
evidence and reconstruct the event. In many cases this activity may indicate the need
for or reveal further evidence.

Presentation. The final act in this process is to collect all the findings and present
them to those who requested the investigation.

A forensic analysis is indicated in two fundamental cases: (1) reconstruction of
an attack (Post Mortem Analysis); (2) examination of a computer that may have
been used to carry out some sort of criminal violation. In the first case, the examined
computer is thetargetof a violation, in the second it is atool used to commit a crime.
The job of the Forensic Examiner is to carry out the investigative process.

2. Tools and Techniques for Forensic Investigations

This section addresses investigation methodologies as they apply to the various
investigation phases described above. The objective here is to provide the reader
with the initial guidelines needed to approach the problem.

2.1 The Preservation Phase: Imaging Disks
For the purpose of this chapter, we will talk about UNIX. The generation of an

image disk under UNIX is an essential part of the Preservation phase. We have cho-
sen to work with UNIX because, as we will see later, it is one of the few platforms
that allow user interaction with hidden areas of the disks, especially latest generation
disks. One of the most common errors involves making a “non-forensically reliable”
copy of disks. This obviously would be the lesser of two evils if we consider the
fact that there are still quite a few operators who work (and often even write) on the
original disks. While it may be admissible to work on non-rewritable CD-ROMs, the
same can certainly not be said for hard drives. For this reason, the first necessary step
is to make a copy, or “image disk,” of the original disk, which thereafter is referred
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to as the “source.” There are various methods and tools for accomplishing this, as we
will see below.

There are guidelines regarding preparations for doing the imaging. In most cases,
the machine is delivered to the incident response investigator turned off. It may also
be left on but disconnected from the network. In the former case, the computer must
not be turned on except by trained operators, otherwise data may be modified in a
way that compromises the investigation. When in doubt, the golden rule is “if the
machine is off it has to stay off; if it is on it has to stay on;until further orders.”

It goes without saying, but I will say it anyway: The original support must be
carefully protected (for example, apply write-protect where possible).

The image of the support is obtained using software tools, described below, to cre-
ate a bit by bit image. The preferred method is to use a trusted workstation for the
acquisition whether the source disk is a single hard disk, a floppy or a CD. Other-
wise, if conditions permit, the investigated computer may be booted from a floppy
(drive A:) rather than from the hard disk. In this case the computer boots up with
a minimal operating system that contains additional programs and drivers so that
the computer recognizes an external memorization device as a removable hard disk.
Then a program is booted from the floppy that creates the image of the hard disk(s)
on the external device. This image will include both visible and hidden files, the
parts of the disk that contain information on details of the directories (file name,
dimension, date and timestamp) and also certain other fragments of files that had
been previously deleted but not yet overwritten. The image file can be easily read
or examined, although in some cases (especially during the Reconstruction phase) it
may be necessary to carry out a reverse procedure on a second computer with similar
characteristics to the first, i.e., an exact clone of the original disk so that all details
can be completely reproduced. In any case, the images are copied ontoWrite Once
Read ManyCD ROMs that cannot be altered.

As a preliminary, remember: the disk image destination drive must bewiped. The
procedure involves the complete cancellation of the entire contents of the hard disk.
There are a number of ad hoc tools for this purpose, including one known as “Wipe.”
Keep in mind that the wiping operation must be documented in the forensic analysis
report whether or not the report relates to incident response operations. It is recom-
mended that the disk image destination hard disk be wiped upon completion of an
examination. In any case it must be done (and documented) prior to any subsequent
image acquisition.

2.1.1 Disk Imaging Tools

Forensic analysis operations require a number of software tools and dedicated
hardware devices. The tools have different functions, such as backup and restore, file
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comparison, checking and comparison of encrypted checksums, system setup check,
list of services and processes, systems for backtracing the attacking sites and their
ISPs.

We shall proceed by examining the tools that preserve evidence by creating an
image of it.

2.1.2 Creating Disk Images in a UNIX Environment

I personally believe that in addition to ensuring the integrity of the evidence
base, one of the main objectives of the Preservation phase is to allow for the im-
age to be examined on the greatest possible variety of investigation tools. To this
end, the format I prefer for the image disk is DD. This tool has been tested by
the National Institute of Standards and Technologies as part of their Computer
Forensics Tool Testing (CFTT) project, thus guaranteeing that it will enjoy some
recognition in court. For further information on DD, check out the website at
http://www.opengroup.org/onlinepubs/009695399/utilities/dd.html.

DD copies a file (by default from the standard input to the standard output) with
preset input and output block dimensions, and may convert the file. It reads the input
one block at a time according to the dimensions specified for input blocks (default
value is 512 bytes). If thebs = byteoption is present and no conversion other than
sync, noerror or notrunc is required, it writes the data (which might be less than
required) into a separate output block. This output block has the same length as the
input block, unless thesync option is specified, in which case spaces are added to
the end of the data.

Otherwise, the input, read one block at a time, is processed and the resulting output
is collected and written in blocks having the specified dimension. The final output
block may be shorter.

The numerical operations that follow (bytes and blocks) may be followed by a
multiplier: k = 1024,b = 512,w = 2, c = 1 (“w” and “c” are GNU extensions;
“w” should never be used: it means 2 in System V and 4 in 4.2BSD). Two or more
of these expressions may be multiplied by placing an “x” between them.

It is possible to import the images created with DD using the most recent versions
of the best known forensic investigation tools, both GNU and commercial, such as
FTK, Encase, or Smart. The basic concept is that DD makes a bit-by-bit copy from
one location to another using the syntax:

dd if=<src> of=<dst>

where, <src> and <dst> may be files, file system partitions or an entire hard drive.
DD is not a network program; you can use ‘netcat’ to extend it to a network. Netcat

http://www.opengroup.org/onlinepubs/009695399/utilities/dd.html
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is used to make TCP/UDP connections to a server and is also an excellent diagnostic
tool. Netcat typically works in two modes, Server and Client:

server% nc -l -p 30000 ==> (Awaiting input via port 30000 on <server> )
client% nc <server> 30000 ==> (Connection to <server> via port 30000)

Getting back to the topic of acquisition tools, granted that a computer forensics
investigation is carried out on copies and not on the originals, the tools must still
not alter the evidence. Even with copies you have to make sure that their content
is not altered during the investigation. To ensure this you have to have a checking
mechanism that lets you be sure that the evidence (and copies of it) has not been
altered or damaged. The best technique is to create a hash of the image produced.

A hashing algorithm, starting from a data sequence of any length, such as the en-
tire contents of a disk, generates another, much shorter data sequence called ahash
whose contents strictly depend on the original data. The feature of the hashing algo-
rithm that makes them so useful is that even minimal changes in the input data will
produce a completely different hash. There are many hash generating algorithms.
The most important and widely used are SHA-1 (Secure Hash Algorithm, RFC 3174)
and MD5 (Message-Digest Algorithm, RFC 1321). The critical issue with these al-
gorithms is not so much a question of generating a hash that does not let you get back
to the original data but that of avoiding overlapping results, i.e., making the relation-
ship between the input data and the hash as unambiguous as possible. In this moment,
a group of Chinese Cryptologists has presented a paper related to MD5 and SHA-1
cracking. The paper can be found athttp://www.iacr.org/conferences/crypto2004/.
However, we are pretty far from a practical implementation of the proof of concept
expressed in the paper itself. The forensic community advice examiners to perform
either SHA-1 and MD5 on the same image file. In any case, while we wait for NIST
to come up with its final pronouncement on a new hashing standard, many laborato-
ries are carrying out tests with RIPEMD160.

There are many tools, both freeware and commercial, that can generate hashes
of files. For example, a tool included in F.I.R.E. (Forensic and Incident Response
Environment) generates images of disks and a hash of the file created. The tool in
question is called DCFLDD (or EDD for “Enhanced DD”). This software was spe-
cially created for F.I.R.E. and is a tool that extends the potentials of DD (the basic
tool) with a feature that allows the creation of an MD5 hash of the disk image. De-
pending on the options, it is possible to create the hash in a separate output file. It can
also create hashes of subsections of disks (or in general of input data flows) speci-
fying the dimension of the hash window, i.e., specifying the data intervals at which
hashes should be created. We will get into a little more depth on F.I.R.E in the section
on First Response CDs.

http://www.iacr.org/conferences/crypto2004/
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DCFLDD, hence, is a modified version of DD that calculates the hash value of the
created image. Example:

# dcfldd -hashwindow=BYTE -hashlog=FILE if=Dev of=dev

Hashwindow indicates the number of bytes for which a hash should be created and
Hashlog generates the text file containing the calculated values.

Another handy freeware tool for generating hashes is Hashish. This tool has the
sole objective of generating a hash on the basis of an input file or a simple data string.
The potentials of this tool derive from the number of its algorithms. It is a complete
and easy-to-use tool with a GUI. And the fact that it can run both under Windows
and LINUX/UNIX is nothing to turn your nose up at.

DD, furthermore, may be used also in the event of memory dumping. This occurs
when the machine is still on when delivered to the forensic examiner. In this case the
procedure is as follows:

dd if= /dev/kmem of=output
dd if= /dev/mem of=output

Regarding how to handle memory images, it should be mentioned that a num-
ber of examiners have provided feedback speaking of systems freezing up follow-
ing the above-described procedure. As an alternative,Memdump, written by Wi-
etse Venema can be used. The MemDump utility is designed to dump any part
of 4GB linear memory address space under MS-DOS and Windows 9x DOS to
a console or a text file. This utility provides transparent access to memory with
or without installed memory managers. The software can be downloaded from
http://www.porcupine.org/forensics/memdump-1.0.README

To dump physical memory:

memdump | nc host port
|

memdump | openssl s_client -connect host:port

In the meantime, research is looking into alternative methods for acquiring the
memory contents based on hardware cards [Carrier02]. These cards would dump
the memory without performing any operations on it and without interacting with
the operating system kernel of the compromised machine, and might solve a lot of
problems. However, from the practical point of view there are a lot of limitations,
mainly in the deployment phase.

At any rate, the memory dump is generally more useful in the “pure” investigation
phases, rather than for subsequent appearances in court. Whatever the case, do not
forget that all imaging operations, including the description and specifications of the
tools used, must be documented in the report.

http://www.porcupine.org/forensics/memdump-1.0.README
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2.2 Survey and Search Phase: Seeking Evidence under UNIX

This section cover issues and techniques in performing digital forensics, including
searching, file recovery techniques and other topics.

There are certain basic differences, as I mentioned above, between a forensic exam
done on a target platform such as UNIX and one done under Windows. The prob-
lems that are often encountered regard mainly the reconstruction of data that has been
deleted or scattered around the file system. These problems are even more noticeable
when you are dealing with tapes and/or various types of backup units, often con-
taining only distributed portions of backup. In UNIX, furthermore, a term may not
mean the same thing it would in a Windows-based operating system. The concept of
Slack Space, for example, is slightly different in UNIX. Since UNIX files are stored
compactly, except for the unavoidable wastage in the last block or fragment, it might
be said that UNIX has no slack. However, certain ISV forensic analysis software
producers also identify this type of space as “slack.”

A forensic analysis under UNIX may have two main goals: (1) reconstruction of
events (e.g., an attack); (2) search for evidence of other violations (e.g., pedophilia
or any other abuse of the technology). Depending on the reason for acting, investi-
gators will carry out searches that may be focused on log files rather than fragments
of evidence. Usually, following an intrusion, the decision is made whether to turn
off and disconnect the compromised system. If the system is left on and on line to
collect more information on the intrusion and the intruder, it is good to keep in mind
that the system could be or could have been used as a stepping stone for attacking
another site. In such case, it is very important that the police be contacted imme-
diately and that the recommended measures be taken to decrease the likelihood of
this happening. In many cases, when the system cannot be turned off, another ma-
chine is “associated” on the same network segment, set up in promiscuous mode
with TCP dump, in order to monitor network traffic in and out of the target in ques-
tion.

At any rate, one of the first things that has to be decided regards turning off the
system prior to actually seizing it. The turning off procedure under UNIX has al-
ways been a source of debate among operators; there is no common agreement,
at least not among the community of practitioners, on what operations have to
be carried out. Hence it is recommended that the Standard Operating Procedures
(SOP) of one’s agency or office be followed. Some, for example, believe that be-
fore you turn off a UNIX machine, you should change the root password, if the
user is logged as root. The reasoning is that it would otherwise be extremely dif-
ficult to recover the root password later on. This procedure is a part of rather
outdated SOP; it is currently common opinion that any operations carried out on
the “original” machine may compromise the integrity of the evidence and hence
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should be avoided. In the jargon, a machine that has been altered is known astainted
fruit.

Other operators think that the best thing to do is turn off the machine simply by
pulling the plug. This is a rather widespread practice even though it has certain con-
traindications, not least among them the loss of critical information or the risk of
irreparable damage to the file system. In many cases, however, the swap file remains
unaltered, and may contain very important information.

An alternative method for “crystallizing the scene of the crime” often used by
certain investigators is the following:

• Photograph the screen and document which programs are running;

• Right click on the menu;

• SelectConsole;

• If the prompt is not on the user root, get there by typingsu – ;

• If the root password is not available, pull the plug on the computer;

• If the root password is available, enter it. At the pound sign (#) typesync; sync;
halt and the system will shut down;

• Unplug the machine.

The sequencesync;sync;haltis often discouraged since it might write something.
However, numerous guidelines [DoE01] indicate this as the most suitable option.

As always, whatever approach is taken, it is critical that all operations be docu-
mented in a report.

2.2.1 Search Tools and Data Left in the System by an Intruder

Intruders generally install customized tools to enable them to monitor the system
and/or access the machine in the future.

The main tool categories are the following:

• Network sniffer;

• Trojan horse;

• backdoor;

• vulnerability exploit;

• other (Denial-Of-Service, use of processing resources);

• communication systems with other compromised systems.

When a system is compromised, the intruder may install a network monitoring
program (on UNIX systems) commonly known as sniffers or packet sniffers, with
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the goal of intercepting information regarding user accounts and passwords. The
first step in determining whether there is a sniffer in the system is to check if there
is a process that uses a network interface in promiscuous mode. It is not possible
to detect promiscuous mode interfaces if the machine has been rebooted after the
discovery of the intrusion or if it is operating in single user mode. It should be kept
in mind that certain legitimate network monitors and protocol analyzers could set
the network interface to promiscuous mode. Thus, the discovery of a promiscuous
interface does not necessarily mean that a non-legitimate sniffer is at work in the
system.

Another aspect to consider is that the log files of a sniffer tend to grow quickly;
hence a utility likedf might come in handy for determining whether a part of the
file system is bigger than expected. Remember thatdf is often replaced by a Tro-
jan horse in cases where a sniffer has been installed; so make sure you’ve got
a clean copy of the utility before you use it. If a sniffer is found in the system
you should examine the output files to determine what other machines are at risk,
i.e., what other machines appear in the destination field of the intercepted pack-
ets. In cases where the same passwords are used, or the source and destination
machines have a trusted relationship, the source machine is at risk nevertheless.
In certain cases the sniffers encrypt their logs; hence it is important to check files
that increase rapidly in size. Also keep in mind that there may be other machines
at risk in addition to those that appear in the sniffer log. This is because the in-
truder may have obtained previous logs from the system or through other types of
attack.

Another operation is the search for files that are open at a specific time. This may
be useful (especially on a machine that has not yet been turned off) to check for
backdoors, sniffers, eggdrop IRC bots, port redirectors like “bnc,” etc. The program
that may be used for this purpose is called LSOF (LiSt of Open Files). It is advisable
to run it from a CD-ROM with statically precompiled binaries, in order not to fall
into an attacker’s booby trap, making a trojanized version of this tool “available” to
investigators.

There are also tools that are used to search forrootkits, i.e., tool that are installed
by the attacker after the target machine has been compromised. One of the most
widely used tools ischrootkit (http://www.chrootkit.org) that has a list of rootkits of
varying degrees of sophistication that it should be able to recognize.

For certain types of analysis, in order to identify the features of rootkits or other
tools installed by the attacker, a debugging or even a reverse engineering operation
may prove necessary. This type of activity may require some minimum legal as-
sessment, to ensure that no laws prohibiting reverse engineering are broken, such as
DMCA.

http://www.chrootkit.org
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3. Logs: Characteristics and Requirements

The issues highlighted above regarding UNIX are only one side of the coin. There
are also a number of very important problems regarding log file integrity and man-
agement.

Every IT and network object, if programmed and configured accordingly, is capa-
ble of producing logs. Logs have to have certain fundamental requisites for network
forensics purposes. They are:

• Integrity: The log must be unaltered and not admit any tampering or modifica-
tion by unauthorized operators;

• Time Stamping: the log must guarantee reasonable certainty as to the date and
hour a certain event was registered. This is absolutely essential for making cor-
relations after an incident;

• NormalizationandData Reduction. By normalizationwe mean the ability of
the correlation tool to extract a datum from the source format of the log file
that can be correlated with others of a different type without having to violate
the integrity of the source datum.Data Reduction(a.k.a.filtering) is the data
extraction procedure for identifying a series of pertinent events and correlating
them according to selective criteria.

3.1 The Need for Log Integrity: Needs and Possible Solutions

A log must guarantee its integrity right from the moment of registration. Regard-
less of the point of acquisition (Sniffer, Agent, Daemon, etc.) a log usually flows like
this (Fig. 2).

FIG. 2. Log flow.
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Acquisition occurs the moment a network sniffer, a system agent or a daemon ac-
quires the event and makes it available to a subsequent transmission process directed
to a machine that is usually different from the one that is the source of the event.
Once the log has reached the destination machine (called theLog Machine)it may
be temporarily memorized in a pre-assigned slot or input to a database for later con-
sultation. Once the policy-determined disc capacity has been reached, the data are
stored in a predetermined location. The original logs are deleted to make room for
new files from the source object. This method is known aslog rotation.

Log file integrity can be violated in several ways. An attacker might take advan-
tage of a non-encrypted transmission channel between the acquisition and destination
points to intercept and modify the transiting log. He might also spoof the IP send-
ing the logs, making the log machine think it is receiving log entries and files that
actually come from a different source.

3.2 An Example of Log File Integrity Problem: Syslog

The basic configuration ofSyslogmakes this a real possibility. The RFC 3164
states thatSyslogtransmissions are based on UDP, a connectionless protocol and
thus one that is unreliable for network forensic purposes, unless separate LANs are
used for the transmission and collection of log files. But even here there might be
some cases that are difficult to interpret.

So, Despite its popularity and widespread use, thesyslogprotocol is intrinsically
insecure. Indeed the protocol specifications themselves cite gaps in the definition of
the standard. Although some of these shortcomings are remedied in RFC 3195, this
standard is far from being widely implemented and the majority of logging systems
do not conform with its recommendations.

For this reason we should list the main drawbacks involved in using this protocol
to collect and maintain a consistent series of data to be used following an incident or
for routine log reviews.

For clarity we should break the problems down into 3 categories:

• Transmission related problems.

• Message integrity problems.

• Message authenticity problems.

For each of these categories we will look at examples of possible attacks which
highlight the dangers associated with using this logging protocol.
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3.2.1 Syslog: Transmission Related Problems

As we know,syslogrelies on UDP to transmit messages. This makes commu-
nication between the two parties unreliable by definition. On top of this, messages
generated during network transmission between the source host and the destination
host may be lost entirely. This can only be solved by using as a transport substrate
a reliable protocol like TCP which uses transmission notification, following an ini-
tial handshake phase. Some implementations of thesyslogdaemon (e.g.,syslog-ng)
allow you to choose the underlying communication channel to be used. Another
solution is to use a point-point connection (e.g., serial line) or a dedicated subnet
to collect system logs, but this option is rarely adopted, for obvious reasons. Let’s
take an example of a hacker with access to the communication network between
source and destination. The attacker could passively listen to the communication
channel and delete any messages that reveal their presence. This cannot be detected
because there is no notification mechanism or sequential numbering of the messages
sent.

3.2.2 Syslog: Message Integrity Problems

A second intrinsic problem with the protocol is that it does not provide, except
at the IP packet level, any mechanism to safeguard the integrity of the message
produced. This means an attacker can capture, change and reintroduce into the
network a message in transit from the source host to the destination host with-
out leaving any trace. Note that merely adding a field for a checksum or a hash
to the message doesn’t solve the problem. Sticking with the same example, all
the hacker needs to do is recalculate the error control code or the message hash
and overwrite the existing one to avoid suspicion on the part of the destination
host.

3.2.3 Syslog: Message Authenticity Problems

Finally, there is no mechanism to verify the source of the messages. In effect the
remote log collector does nothing more than listen to the specific port and write
the messages it receives to disk. This opens the door to a range of problems linked
to the possibility to exploit such ‘trust’ in the source to cause disservice or intro-
duce false information into the system. One possible scenario might be as follows:
once the hacker has gained access to the system, he generates false alerts and trans-
mits them to the remote host until its disk space is full. Having done that, he could
then operate on the system safe in the knowledge that his activities, though moni-
tored, are not being registered on the remote host. This type of intrusion does not
require any special expertise. We could illustrate a possible program designed to
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create a disservice of this type on a remote host log with few lines of pseudo-code
such as:

while (true){
ip.addr = ip.log_host;

udp.dport = 514;

udp.data = random_string();
}

The packet is not even required to contain all the fields it previously contained.
This makes it even easier to produce harmful messages.

Another way of taking advantage of the lack of message authenticity control might
be to forge ad hoc messages to distract the attention of the system administrator from
real threats taking place.

Once collected,syslogdata must be stored safely to be used as proof in any inves-
tigation of a system violation. However forensic analysis requires that the proof, i.e.,
the logs, satisfies the following criteria:

• Admissible: they must conform with certain legal requisites to be valid in court,

• Authentic: it must be possible to prove that the logs contain evidence of the
incident in question,

• Complete: the logs must represent the entire history of the incident and not just
a part,

• Trusted: there must be no doubts about how the data was collected, its authen-
ticity and its subsequent movements,

• Credible: they must be easily understandable in court.

To bring thesyslogsystem closer into line with the above requirements various
versions have been developed that furnish new implementations regarding both the
secure transmission of the data and its integrity and authenticity.

Currently numerous such implementations exist, including: modularsyslog, SDSC
Syslog, Syslog NgandKiwi. Each of these has its strengths and weaknesses (espe-
cially for implementation in a distributed environment).

Nevertheless they are all vulnerable to attack once the attacker identifies the type
of traffic involved and can then threaten the integrity of the entire system. We will
introduce to those further problems in the following paragraph.
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3.3 More Integrity Problems: When the Logs Arrive on the Log
Machine

Another integrity problem regards the management of files once they have arrived
on the log machine. If the log machine is compromised there is a very high probabil-
ity of integrity violation. This usually happens to individual files, whose content is
modified or even wiped. The integrity issue also regards how thepaternityof log files
is handled; in many juridical contexts, you have to be certain as to which machine
generated the log files and who did the investigation.

There are several methods for resolving the problem. The first is specified in RFC
3195, which identifies a possible method for reliable transmission ofsyslogmes-
sages, useful especially in the case of a high number of relays (intermediate record
retransmission points between the source and the log repository). The main problem
in this case is that RFC 3195 has not been incorporated into enough systems to be
considered an established protocol.

Hence, practically speaking, most system administrators and security analysts
view SCP (Secure Copy) as a good workaround. The most evident contraindica-
tion is the unsuitability of such a workaround for intrusion detection purposes, since
there is no real time assessment of the existence of an intrusion via log file reading.
And the problem remains of security in transmission between the acquisition and
the collection points. In response to the problem, in UNIX-based architectures the
practice of usingcryptcatto establish a relatively robust tunnel between the various
machines is gaining wider acceptance.

The procedure is as follows:

On log-generating host:

1. you must edit /etc/syslog.conf in this mode:

*.* @localhost

2. then run command:

# nc -l -u -p 514 | cryptcat 10.2.1.1 9999

On log-collecting host:

1. run syslog with remote reception (-r) flag (for Linux)
2. run command:

# cryptcat -l -p 9999 | nc -u localhost 514
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The above configuration will establish an encrypted connection among the various
transmission nodes. An alternative would be to use aSyslogreplacement such as
Syslog-ng, which performs relay operations automatically and with greater security
potentials.

From the practical standpoint, the methods described above offer a good compro-
mise between operational needs and the theory that a hash must be generated for
each log entry (something which is impossible in a distributed environment). The
objective still remains of achieving transaction atomicity (transactions are done or
undone completely) and log file reliability. The latter concept means being sure that
the log file does not get altered once it has been closed, for example via interception
during the log rotation phase. The most important aspect of this phase is thefinal-
record message, indicating the last record written in the log, which is then closed and
hashed. This sequence of processes may turn out to be critical when, after correla-
tion, a whole and trustworthy log has to be provided to the judicial authorities.

3.4 Log Time Stamping Management: Problems and Possible
Solutions

Another problem of a certain importance is managing log file time stamping. Each
report has to be 100% reliable, not only in terms of its integrity in the strict sense
(IP, ports, payloads, etc.), but also in terms of the date and time of the event reported.
Time stamping is essential for two reasons: atomicity of the report, and correlation.
The most common problems here are the lack of synchronization and the lack of
uniformity of the time zones.

The lack of synchronization occurs when the acquisition points (network sensors
andSyslogdevices) are not synchronized with an atomic clock but only within small
groups. Reliance is usually placed on NTP in these cases, but this may open up a
series of noted vulnerabilities, especially in distributed architectures connected to the
public network. Furthermore, the use of NTP does not guarantee uniformity unless
a series of measures recommended by certain RFCs is adopted for certain types of
logs as we will describe below. Some technology manufacturers have come out with
appliances equipped with highly reliable processors that do time stamping for every
entry, synchronizing everything with atomic clocks distributed around the world.
This sort of solution, albeit offering a certain degree of reliability, increases design
costs and obviously makes management more complex. In a distributed architecture,
a time stamping scheme administered by an appliance is set up as inFig. 3.

The appliance interacts with a PKI that authenticates the transaction nodes to pre-
vent the problem of report repudiation.
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FIG. 3. Log architecture with time stamping machine.

While this type of architecture may be “easily” implemented in an environment
with a healthy budget, there are applications for less extensive architectures that may
be helpful in guaranteeing a minimum of compliance with best practices.

Granted that one of the most commonly used log format isLibpcap-compatible
(used by TcpDump, Ethereal) over TCP connections (hence 3-way), it is possible to
attribute a further level of timestamping, as per RFCs 1072 and 2018, by enabling
the Sack OK option (Selective Acknowledgement OK). This option can return even
a 32 bit time stamp value in the first 4 bytes of each packet, so that reports among
transaction nodes with the Sack OK option enabled are synchronized and can be cor-
related. This approach may be effective provided that the entire system and network
is set up for it.

Another factor that is not taken into consideration areTime Zones(TZ). In dis-
tributed architectures on the international scale, some information security managers
believe it is wise to maintain the time zone of the physical location of the system or
network object. This choice has the disadvantage of making correlation more com-
plicated and less effective because of time zone fragmentation. We are currently
witnessing an increase of times zones being simply based on GMT, which has the
plus of simplifying management even though it still requires that the choice be in-
corporated into a policy.
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3.5 Normalization and Data Reduction: Problems and
Possible Solutions

Normalization is identified in certain cases with the termevent unification. There is
a physiological need for normalization in distributed architectures. Numerous com-
mercial systems prefer the use of XML for normalization operations. This language
provides numerous opportunities for event unification and management of digital
signatures and hashing. There are two basic types of logs: system logs and network
logs. If the reports all had a single format there would be no need for normalization.
In heterogeneous architectures it is obvious that that is not the case. Let us imagine,
for example, an architecture in which we have to correlate events recorded by a web-
site, by a network sniffer and by a proprietary application. The website will record
the events in w3c format, the network sniffer in LibPcap format, while the propri-
etary application might record the events in a non-standard format. It is clear that
unification is necessary here. The solution in this case consists of finding points in
common among the various formats involved in the transaction and creating a level
of abstraction according to the diagram inFig. 4.

It follows in this case that an attacker can once again seek to violate log integrity
by zeroing in on the links between the various acquisition points and the point of
normalization. We will discuss this below. Regarding the correlation, the point of
normalization (normally an engine) and the point of correlation (an activity that may
be carried out by the same module, for example, in an IDS) may be the same ma-
chine. It is clear that this becomes a potential point of failure from the perspective
of network forensics and thus must be managed both to guarantee integrity and to
limit possible losses of data during the process of normalization. For this purpose
the state-of-the-art is to use MD5 and SHA-1 to ensure integrity and to perform an
in-depth verification of the event unification engine to respond to the data reduction
issue, keeping the “source” logs in the normalized format. InFig. 5, where each
source log is memorized on ad hoc supports, another layer is added toFig. 4.

In order to manage the secure repository section and still use a series of “source
log files” that guarantee a certain reliability, the machines in the second line ofFig. 5

FIG. 4. Normalization.
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FIG. 5. Multi-layered log architecture.

have to betrusted, i.e., hardened, and have cryptosystems that can handle authenti-
cation, hashing and reliable transmission as briefly discussed in Section2.1.

3.6 Correlation and Filtering: Needs and Possible Solutions

In performing log correlation and filtering, the Security Architect and the Manager
have to deal with the problems described above. Here, the perspective on the problem
shifts to the architecture.

3.6.1 Correlation and Filtering: Some Definitions

Correlation—“A causal, complementary, parallel, or reciprocal relationship,
especially a structural, functional, or qualitative correspondence between two
comparable entities.” Source:http://dictionary.com

In this article we useCorrelation to mean the activity carried out by one or more
enginesto reconstruct a given complex event, that may be symptomatic of a past or
current violation.

By filtering we mean an activity that may be carried out by the same engines to
extract certain kinds of data and arrange them, for example, by protocol type, time,
IP, MAC Address and so on.

A fairly complex architecture may be set up as follows.
As may be observed fromFig. 6, and assuming the necessary precautions indi-

cated in the above sections have been followed, if data is collected at the individual
acquisition points (i.e.,beforethe logs get to the normalization engines) by methods
such as SCP, the very use of this method might slow down subsequent operations
since these activities require a greater dynamism than the “simple” acquisition and
generation of logs. Hence in this phase you have to use a Tunneling and Authentica-
tion (Tp) system based on a secure communication protocol that might be a level 3
ISO/OSI.

http://dictionary.com
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FIG. 6. Correlating normalized events.

3.6.2 Interpretation of Log Files

In most cases the security administrator reads the result of a correlation done by a
certain tool, but he only sees the tip of the iceberg. If you look at the figures in this
chapter, the set of processes upstream of the GUI display is much more complex.
Whatever the case may be, the literature indicates two basic methods for analyzing
logs, calledapproaches.
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3.6.3 Top Down Approach

This is the approach most frequently used in network forensics when the examiner
is working with an automated log and event correlation tool. While in intrusion de-
tection a top-down approach means starting from an attack to trace back to the point
of origin, in network forensics it means starting from a GUI display of the event to
get back to the source log, with the dual purpose of:

1. Validating the correlation process used by the engine of the automatic log and
event correlation tool and displayed to the Security Administrator;

2. Seeking out the source logs that will then be used as evidence in court or for
subsequent analysis.

In reference toFig. 6, we have a top-down approach to get back to the source logs
represented in the previous figures. Once retraced, the acquired logs are produced and
recorded onto a CD-ROM or DVD, and the operator will append a digital signature.

3.6.4 Bottom-Up Approach

This approach is applied by the tool starting from the source log. It is a method
used by the IDS to identify an ongoing attack through a real time analysis of events.
In a distributed security environment the IDS engine may reside (as hypothesized
in Section2.2) in the same machine hosting the normalization engine. In this case
the IDS engine will then use the network forensic tool to display the problem on the
GUI. You start from an automatic low level analysis of the events generated by the
points of acquisition to arrive at the “presentation” level of the investigative process.
Such an approach, furthermore, is followed when log analysis (and the subsequent
correlation) is performed manually, i.e., without the aid of automated tools. Here,
a category of tools known aslog parserscomes to your aid. The purpose of these
tools is to analyze source logs for a bottom-up correlation. A parser is usually written
in a script language like Perl or Python. There are however parsers written in Java
to provide a cross-platform approach to network forensics examiners, perhaps on a
bootable CD-ROM (see Section5 for examples).

3.7 Requisites of Log File Acquisition Tools

Regardless of which vendor is chosen to represent the standard, the literature has
identified a number of requisites that a logging infrastructure must have to achieve
forensically compliant correlations:

• TCPdump support, both in import and in export;

• Use of state-of-the-art hashing algorithms;
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• Data reduction capabilities as described in previous sections;

• Data Recovery. This feature comprises the ability to extract from the intercepted
traffic not only the connections but also the payloads for the purpose of inter-
preting the formats of files exchanged during the transaction;

• Ability to recognize covert channels (not absolutely essential but still highly
recommended);

• Read Only During Collection and Examination. This is an indispensable feature
for this type of tool;

• Complete Collection. This is one of the most important requisites. It is im-
portant that all packets are captured or else that all losses are minimized and
documented;

• Intrinsic Security, with special emphasis on connections between points of ac-
quisition, collection repositories, administrative users, etc.

4. Experimentation: Using GPL Tools for Investigation
and Correlation

So far we have introduced logs, correlation techniques and the associated security
issues. Regarding the tools used for this type of analysis and investigation, there are
GPL or open source projects with the main goal of providing the necessary tools for
a bottom-up investigation, which is a less costly and less complicated alternative to
the top-down approach based on automated correlation and GUI display techniques.
In this section we will introduce some projects and tools that may be used for the
purpose at hand.

4.1 The IRItaly Project

IRItaly (Incident Response Italy) is a project that was developed at theCrema
Teaching and Research Center of the Information Technology Department of the
Università Statale di Milano. The main purpose of the project is to inform and sen-
sitize the Italian scientific community, small and large businesses, and private and
public players about Incident Response issues.

The project, which includes more than 15 instructors and students (BSC and
MSC), is divided into two parts. The first relates to documentation and provides
broad-ranging and detailed instructions. The second comprises a bootable CD-ROM.
The issues addressed regard information attacks and especially defensive systems,
computer and network forensics on incident handling and data recovery methods.
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Regarding response procedures to information incidents, best practices are pre-
sented for analyzing the victim machines in order to retrace the hacking episodes
and understand how the attack was waged, with the final aim of providing a valid
response to the intrusion. This response should be understood as a more effective
and informed hardening of the system to reduce the possibility of future attacks. It
does not mean the generation of a counterattack.

All the operations described so far are carried out with special attention to the
method of identification, storage and possible use of evidence in a disciplinary hear-
ing or in court. The unifying theme of the CD-ROM is the set of actions to undertake
in response to an intrusion. It contains a number of sections offering a detailed analy-
sis of each step:

• the intrusion response preparation phase;

• the analysis of available information on the intrusion;

• the collection and storage of associated information (evidence);

• the elimination (deletion) of tools used for gaining and maintaining illicit access
to the machine (rootkits);

• the restoration of the systems to normal operating conditions.

Detailed information is provided on the following:

• management of different file systems;

• procedures for data backup;

• operations for creating images of hard and removable discs;

• management of secure electronic communication;

• cryptographic algorithms and their implementation;

• tools for the acquisition, analysis and safeguarding of log files.

The CD also proposes a number of standardized forms to improve organization
and facilitate interactions between organizations that analyze the incident and the
different targets involved in the attack. Specifically, an incident report form and a
chain of custody form are provided. The latter is a valuable document for keeping
track of all information regarding the evidence.

The CD-ROM may be used to do an initial examination of the configuration of the
compromised computer.

The tools included offer the possibility to carry out analyses of the discs, generate
an image of them and examine logs in order to carry out a preliminary analysis of
the incident. The IRItaly CD-ROM (http://www.iritaly.org) is bootable and contains
a series of disc and log analysis tools. All the programs are on the CD in the form
of static binaries and are checked before the preparation of the magnetic support.

http://www.iritaly.org
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After booting, the tool launches a terminal interface that the examiner can use to
start certain applications such as TCPDump, Ethereal, Snort, Swatch and so on.

The CD can thus be used for a preliminary analysis of the logs present on the
machine or for an analysis of the machine using the TASK/autopsy tool, which is
more specific to the analysis of the hard disc. The correlation process, in this case,
involves the comparison of logs present on the machine with others on other ma-
chines. In this case, the IRItaly CD essentially works in very small environments or
even in one-to-one contexts, as illustrated inFig. 7.

Here, T1, T2 and T3 represent various targets that may be booted with the IRItaly
CD and connected to the main forensic workstation with the aid of Netcat or Crypt-
cat. As stated above, the main limitation of the use of the completely functional CD
is that it cannot be used in a distributed architecture due to obvious management dif-
ficulties. However, the IRItaly workgroup is carrying out a series of tests of a new
version of the CD that should resolve some of the above problems with the aid of
other tools.

FIG. 7. IRItaly CD-ROM normal use.
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4.2 Further Developments: IRItaly Version 2

The IRItaly Project has already begun work on two fundamental tasks for the
resolution of several of the issues illustrated in this chapter. The first regards the
release of a new version of the CD-ROM, which will contain a full implementation
of Python FLAG.

According to the Project Documentation, FLAG was designed to simplify the
process of log file analysis and forensic investigations. Often, when investigating
a large case, a great deal of data needs to be analyzed and correlated. FLAG uses a
database as a backend to assist in managing the large volumes of data. This allows
FLAG to remain responsive and expedite data manipulation operations.

Since FLAG is web based, it is able to be deployed on a central server and shared
with a number of users at the same time. Data is loaded into cases which keeps
information separated. FLAG also has a system for reporting the findings of the
analysis by extensively using bookmarks.

FLAG started off as a project in the Australian Department of Defence. It is now
hosted on sourceforge. PyFlag is the Python implementation of FLAG—a complete
rewrite of FLAG in the much more robust python programming language. Many
additional improvements were made. Some of the most obvious features are:

• Disk Forensics
◦ Supports NTFS, Ext2, FFS and FAT.

◦ Supports many different image file formats, including sgzip (compressed im-
age format), Encase’s Expert Witness format, as well as the traditional dd
files.

◦ Advanced timelining which allows complex searching.

◦ NSRL hash support to quickly identify files.

◦ Windows Registry support, includes both win98 variant as well as the Win-
dow NT variant.

◦ Unstructure Forensics capability allows recovery of files from corrupted or
otherwise unmountable images by using file magic.

• Network Forensics
◦ Stores tcpdump traffic within an SQL database.

◦ Performs complete TCP stream reconstruction.

◦ Has a “knowledge base” making deductions about network communications.

◦ Can construct an automatic network diagram based on TCPDump, or real
time.
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• Log analysis
◦ Allows arbitrary log file formats to be easily uploaded to database.

◦ GUI driven complex database searches using an advanced table GUI element.

The ultimate objective is to integrate PyFlag into IRItaly’s CD-ROM, in order to
provide first responders with a tool that can guarantee a minimum of correlation that
is significantly broader than that offered by the current version.

Another research project included in the IRItaly CdRom, and related to Log
Analysis, is called SecSyslog. As stated in the first part of this chapter, one of
the most critical problems related to Syslog is Integrity. This part of the CIA Par-
adigm (Confidentiality, Integrity Availability) could be violated by compromising
authentication between machines, even spoofing addresses and intercepting traffic.
SecSyslog wants solve this problem using covert channels. In a hypothetical scenario
where the machine “A” is syslog sender and the machine “B” is receiver/daemon,
SecSyslog would use the following factors:

(1) tcp in addition to the “simple” and inadequate UDP to establish connection
between the machines;

(2) the “syslog” packets are encapsulated in particular fields of the UP packets
using crypto. In this way, even an interception would not be able to understand
which kind of traffic is passing the line;

(3) Once at destination, the syslog packets are “decrypted” by the SecSyslog Dae-
mon and the messages can be analyzed.

It is clear that with the use of SecSyslog (which has many differences rather than
solutions such as Syslog NG and so on) is an example of a “good dual use” of hackers
techniques. Using SecSyslog could solve many integrity and confidentiality prob-
lems, related to the lack of security and the “forensic compliance” of many logging
architectures.

5. SecSyslog and Covert Channels in Detail: Introduction
and Definition

The commonly accepted definition states that a covert channel is “any communi-
cations channel which can be used to transmit information using methods that violate
existing security policies.1”

1 Department of Defense Trusted Computer System Evaluation Criteria. The translation is ours.
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A second definition similarly describes a covert channel as “any method that al-
lows the transmission of information via one or more global system variable not
officially designed for that purpose.2”

5.1 Categories

Covert channels can be divided into two main categories:storage channelsand
timing channels. Their purpose is basically the same; they differ only in how the
information is made available.

The first category uses a sharedglobal variable(an area of memory for IT spe-
cialists, for example, or a letter for a prisoner) which acts as a transmission channel
in which one of the two communicating parties can make changes to be read directly
or indirectly by the other. The second category allows us to transmit information by
modulating use of particular system resources (CPU time, receipt of a packet and
the relative response and so on), so as to exploit the differences from normal opera-
tion to codify the information transmitted. We can also create hybrid covert channels
combining the two methods described above to make the hidden channel even more
difficult to detect.

Where earlier research focused on covert channels that allowed information flows
between different processes in the same system, more recently interest has shifted
to allowing information to be sent from one host to another using channels exploit-
ing various possibilities offered by network protocols that are today the basis of the
Internet.

5.2 Network Covert Channels: Current Use

TCP/IP protocols offer many ways to establish covert channels and transmit data
between hosts. Such methods can then be used for the following purposes (see next
page):

• To by-pass perimeter security devices;

• To implement techniques to evade network sniffers and NIDS;

• To encapsulate information, encrypted or otherwise, in ordinary packets for
secret transmission in networks that prohibit such behavior (this is known as
TCP/IP Steganography).

Here we will not only discuss techniques for manipulating TCP/IP headers, but
also those used for the ICMP protocol and higher levels such as HTTP and DNS.

2 Estimating and Measuring Covert Channel Bandwidth in Multilevel Secure Operating Systems,
by Shiuh-Pyng Shieh. The translation is ours.
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Let us now turn to some of the common techniques used to create covert channels
and describe the tools to implement them.

5.2.1 Information Coding in IP Headers

TCP and IP headers provide numerous fields in which information can be sent
secretly.Figure 8shows the header format for the IP protocol.

In this case the only field that can be used to set up a covert channel that is not
easy to detect is theIdentificationfield, which we will look at more closely below.

The header of the TCP protocol provides several possibilities, but again the covert
channel must be difficult to detect and the best field to use for this is theSN(Sequence
Number) field. The TCP header looks like inFig. 9.

We can use the Sequence Number field in two ways: using the Initial Sequence
Number or the Acknowledge Sequence Number.

0 4 8 16 19 24 32
---------------------------------------------
VERS HLEN Service Type Total Length

---------------------------------------------
Identification

∣

∣ Flags Fragment Offset
---------------------------------------------

Source IP Address
---------------------------------------------

Destination IP Address
---------------------------------------------

IP Options
∣

∣ Padding
---------------------------------------------

Data
---------------------------------------------

FIG. 8.

0 4 8 16 19 24 32
------------------------------------------------

Source Port Destination Port
------------------------------------------------

Sequence Number
------------------------------------------------

Acknowledgment Number
------------------------------------------------

HLEN Reserved Code Bits
∣

∣ Window
------------------------------------------------

Checksum Urgent Pointer
------------------------------------------------

Options
∣

∣ Padding
------------------------------------------------

Data
------------------------------------------------

FIG. 9.
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5.2.2 Manipulating the IP ID Field

The ID field of the IP protocol is used by routers and hosts to reassemble the
packets received. It works by giving a unique value to every packet so that they can
be reassembled correctly after fragmentation.

This method substitutes the ID field for a value that represents the information (for
simplicity we can use an ASCII character) to be coded and sent. The transmission is
not altered in any way, only what is transmitted, and the recipient only has to read
the ID field and translate it, using a decoding algorithm, into the ASCII value which
the source intended to transmit.

Here is a brief example of traffic received byTcpdumpshowing how the text string
(“MICKEY”) can be transmitted to a Web server. The decoding algorithm subtracts
one from the ID field and then performs Mod 256 to obtain the original ASCII value.

Ascii(‘M’) = 77 Ascii(‘I’) = 73 Ascii(‘C’) = 67
Ascii(‘K’) = 75 Ascii(‘E’) = 69 Ascii(‘Y’) = 89

10:38:59.797237 IP (ttl 47, id 26702) foo.bar.com.57459 >
test.bar.com.www: ...
Decoding: ... (26702 - 1) mod 256 = 77 = ‘M’

10:39:00.797237 IP (ttl 47, id 34378) foo.bar.com.48376 >
test.bar.com.www: ...
Decoding: ... (34378 - 1) mod 256 = 73 = ‘I’

10:39:01.797237 IP (ttl 47, id 36164) foo.bar.com.17583 >
test.bar.com.www: ...
Decoding: ... (36164 - 1) mod 256 = 67 = ‘C’

10:39:02.797237 IP (ttl 47, id 23884) foo.bar.com.26587 >
test.bar.com.www: ...
Decoding: ... (23884 - 1) mod 256 = 75 = ‘K’

10:39:03.797237 IP (ttl 47, id 27206) foo.bar.com.18957 >
test.bar.com.www: ...
Decoding: ... (27206 - 1) mod 256 = 69 = ‘E’

10:39:04.797237 IP (ttl 47, id 20048) foo.bar.com.31769 >
test.bar.com.www: ...
Decoding: ... (20048 - 1) mod 256 = 79 = ‘Y’

This method uses a forged ad hoc packet with correct destination and source fields
and the coded information contained in the ID field. The remote host receives the
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data by listening to port 80 with a daemon that can distinguish the covert channel
packets from regular HTTP requests, decode the former and send the latter to the
Web server.

The method is fairly robust and easy to implement, but we can see that it is also
fragile and vulnerable to failure if there is a firewall or a natting machine in place
between the two hosts. In that case the IP header could be altered with a resulting
loss of data. In addition this system can easily be detected because the ID field values
are not randomly calculated but pre-determinable.

5.2.3 Initial Sequence Number Method

In the TCP protocol the ISN value guarantees flow reliability and control. Every
byte transmitted by the TCP stream has an ‘assigned’ sequence number. Each con-
nection (defined as a pair of sockets in communication) can be used for several flows
and the stronger the ISN calculation algorithm the more streams are available. At the
moment of connection the client host must determine the ISN value and launch the
so-called “three-way handshake.”

The ISN field is ideal for transmitting clandestine information because of its size
(32 bit). We can exploit this field in a similar way to the example given above. An
ISN value is generated from the ASCII character that we wish to code and transmit.
The packet with just the SYN flag active is the one that contains the coded data. The
recipient only has to read the ISN value and, in the following example, divide this by
65 536∗ 256= 167 77 216. Below is an example showing transmission of the string
“MICKEY.”

Ascii(‘M’) = 77 Ascii(‘I’) = 73 Ascii(‘C’) = 67
Ascii(‘K’) = 75 Ascii(‘E’) = 69 Ascii(‘Y’) = 89

12:11:56.043339 foo.bar.com.57645 > test.bar.com.ssh: S
1300938487:1300938487(0)
Decoding: ... 1300938487 / 16777216 = 77 = ‘M’

12:11:57.043339 foo.bar.com.46235 > test.bar.com.ssh: S
1235037038:1235037038(0)
Decoding: ... 1235037038 / 16777216 = 73 = ‘I’

12:11:58.043339 foo.bar.com.46235 > test.bar.com.ssh: S
1140809246:1140809246(0)
Decoding: ... 1140809246 / 16777216 = 73 = ‘C’

and so on.
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Note that the calculated ISNs are very close to each other and this could raise
suspicions in anyone paying close attention. However, with 32 bits available, one
could adopt ISN calculation algorithms that produce much more random results.
Such values would be more credible making the covert channel less likely to be
detected.

5.2.4 Acknowledge Sequence Number Method

This method depends on the use of IP spoofing allowing the sender to ‘bounce’ the
packet off a remote server and on to the proper destination. The technique fools the
recipient into thinking that the server off which the packet was bounced is actually the
source host, thus achieving an anonymous communication, but only in one direction.
This type is covert channel is very difficult to detect, especially if the bounce-server
is heavily loaded.

This technique rests on a particular feature of TCP/IP protocols whereby the des-
tination server responds to the connection request by sending a packet with an ISN
increased by one. The sender needs to forge an ad hoc packet changing the following
fields:

– Source IP;

– Source port;

– Destination IP;

– Destination port;

– TCP Initial Sequence Number containing the coded data.

The choice of the destination and source ports is entirely arbitrary. The destination
IP must be that of the bounce-server, and the source IP that of the destination host.
The packet is thus sent by the client to the bounce-server, which proceeds to forward
it to the destination machine (with the ISN increased by one) for decoding.

A correctly configured router/firewall should not allow a packet with the ACK
flag active to pass, if it does not recognize that the destination host is responsible
for opening the connection. Widespread use of stateful racket filters means that this
method is becoming increasingly ineffective, but it may still work if the configura-
tion can be altered. Using known bounce-servers (.mil, .gov web sites, for instance)
may also block other types of filters which might be applied on the destination host
network.
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5.3 Covert Channels Using ICMP Tunnels

Even today many systems are vulnerable to this type of covert channel which were
discovered as long ago as 1996. The only requirement in order to send clandestine
information via ICMP packets is that the system permits ICMP_ECHO traffic.

Many consider this kind of traffic benign, as indeed it is in scope, the ICMP proto-
col being used to test or measure network performance or for network management.
ICMP packets are encapsulated in the IP datagrams. The first 32 bits of the ICMP
header are always the same and the rest of the header may contain any of fifteen
different types of message allowed by the protocol.

The ICMP messages that are vulnerable to this ‘defect’ are ICMP_ECHO (query)
and ICMP_ECHOREPLY (reply). But while we can send queries and get responses,
the protocol’s design also makes it a potential vehicle for hidden data-streams. The
utility Ping, for example, sends and receives just such messages. So how can we send
and receive data using an ICMP tunnel?

ICMP_ECHO messages allow you to enter information in the Data field, normally
used to hold information on delay times and so on. However, the Data field is not
subject to control by any particular device and can therefore be used to send arbitrary
data thus creating a covert channel.

5.3.1 HTTP/S Tunnel

Various factors may be taken into consideration when designing a covert channel
based on HTTP, and there is no one way to do it. For instance one could look at
the server model to be implemented (such as http daemon, proxy or CGI); how to
confuse the traffic so as to disguise the channel further (proxy chains, generation of
noise, etc.); or the type of functionality required. Having examined these aspects, we
can turn to actually applying the model in practice; what http methods to use (GET,
CONNECT, POST. . .).

It may be useful, as with any covert channel implementation, to consider stegano-
graphic or cryptographic techniques to further confuse anyone observing the traffic
generated and render the communication even more invisible.

In principle, though, there must be two processes capable of working in synchrony:
one inside the network from which we wish to obtain information (or the network
into which we want to intrude) and another on the outside. The external server should
be accessible from the inside and if contacted must not raise the suspicions of any
controlling mechanism, whether automatic or not. Typically, given that we are deal-
ing with HTTP requests, the server must act as if it is capable of processing such
requests, while the client should send suitably coded information formally presented
as normal HTTP requests.
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HTTP-based covert channels can therefore take many forms, making the protocol
the ideal vehicle for anyone wishing to hide illicit traffic.

Many open-source and closed-source tools use HTTP tunnels for a wide variety of
purposes. For example, tools designed to “track a stolen computer, wherever it is, as
soon as it is connected to the network” will send the necessary locating information
by, say, e-mail invisibly using covert channels based on TTP tunnels. The SOAP
protocol (RPC over HTTP) is itself based on the use of HTTP tunnels.

So covert channels are not used exclusively for illicit purposes. Studying the loop-
holes which network protocols involuntarily leave open can provide valuable input
for useful projects.

Two tools we might mention whose function is worth examining, even for merely
academic purposes, arehcovert andGNU http-tunnel , whose code is freely avail-
able over the Internet. To find out more about HTTP tunneling and see a few of
the possible techniques it affords, readers should go toExploitation of data streams
authorized by a network access control system for arbitrary data transfers: tun-
neling and covert channels over the HTTP protocol, available to read at the site
http://www.gray-world.net.

5.4 DNS

The possibility of using ordinary DNS requests/responses to send all kinds of data
has aroused great interest recently. In 2004 Dan Kaminsky demonstrated tools that
allowed him to achieve SSH sessions and to transmit/receive audio traffic via normal
DNS servers, though he is not the first to exploit the weaknesses of the DNS protocol.

DNS manages a hierarchical naming system (.com; .bar.com; .foo.bar.com) and
this leads us to a number of interesting considerations. If we can control a DNS
server, thanks to the authority granted by a certain name domain, we can change the
tables which provide the information needed to satisfy the client requests.

Exploiting this feature it is clearly possible to create a covert channel using cer-
tain records from the DNS table. What is surprising is the ‘bandwidth’ available.
Using the CNAME record to code transmitted information we can send/receive 110
bytes per packet, while the TXT record gives a full 220 bytes per packet. This is an
enormous amount of data when compared with that offered by TCP and IP headers.

Many tools use this technique. We should just mention NSTX and note that ru-
mors abound that botnets and other malignant codes may be able to exploit DNS
servers to exchange clandestine data. It will surprise no-one if the next generation of
viruses and worms use precisely this method to synchronize themselves and receive
the command to launch another DDoS of the sort we have become used to in recent
years.

http://www.gray-world.net
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The DNS protocol does however share a number of similarities with the HTTP
protocol:

– DNS works on blocks of data;

– DNS does nothing until the client submits a specific request;

– DNS works on character sets (Base32/Base64).

As we have seen above, many tools have been developed to exploit HTTP tun-
nels. Given the similarities between the two protocols, there must be numerous ways
of using DNS for our purposes and tools similar to the existing ones for HTTP.
The effective implementation of these techniques can be studied in the work of Dan
Kaminsky, who developed the OzyManDNS, a proof-of-concept downloadable off
the Internet.

A final remark on this technique regards the fact that whereas for HTTP and nu-
merous other protocols the first products to filter requests are becoming available,
this is not yet possible for DNS and for various reasons it is quite unlikely to hap-
pen near term. Meanwhile, intense DNS traffic could easily raise suspicion. This is
only partly counter balanced by the high bandwidth (max 220 bytes per packet) the
method offers. From this standpoint, it is still far more effective to use a HTTP tunnel
when a sizable transmission bandwidth is required.

5.5 SecSyslog: Proposal for a Syslog Daemon Using Covert
Channels

There are numerous open and closed-source implementations of thesyslogpro-
tocol available. Each of these adds functionality to the protocol’s original features
and answers specific known weaknesses. Today, given the importance of logs both
for troubleshooting and for legal purposes, it is widely considered essential, for
instance, to guarantee that messages reach their destination, and that the communi-
cation remains unaltered, secure and secret. Each version brings both advantages or
disadvantages over the others, so the choice is purely a matter of personal preference
based on a detailed understanding of the particular version and additional features it
offers, weighed against the added complexity of configuration.

In this section we wish to describe a possible implementation of a new system
logging solution using covert channel communications and list the advantages and
disadvantages it offers over other softwares.
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5.6 Why Use DNS Covert Channels?

Why might it be useful to use a covert channel? Let’s imagine the case of a com-
pany that has many branch offices and needs to centralize its logs. How can it send
these without keeping theSyslogservice publicly open?

Somesyslogdaemons allow you to authenticate the clients that are allowed to send
messages. Although this is easy to configure, thesyslogmessages are still transmitted
in the clear and require the log service to be public on the net. It might be a good idea
to tunnel the messages in SSH encrypted sessions, but this simply shifts the problem
onto another service that you may want to close with a firewall. Another solution
could be to use a VPN, but configuration is expensive and in some cases costly to
maintain.

None of the above ideas is inherently wrong. Any decision has to take into account
a variety of factors: simplicity, cost, availability, and so on. What advantages does a
covert channel offer in this case, especially considering the peculiarities of the DNS
service?

If we want to implement a project using covert channels we have to consider the
task to be performed. By analyzing the requisites we can decide which techniques
are best suited to provide the desired solution. We could start by examining the data
transmission bandwidth required.

What kind of data does asyslogclient transmit to the server? How frequently
are log messages sent to the server? As we mentioned earlier, if we need to con-
tact the server many times it might be a good idea to mask the covert channel in a
very common type of traffic, like HTTP GET or DNS queries. This would make the
communication less visible and suspect.

Syslogis simply a system for exchanging text strings. This does not excludea
priori the use of HTTP tunneling, but this offers a huge amount of bandwidth, most
of which is unnecessary. Thesyslogdaemon does not make very heavy demands
since it only needs to send strings of a few characters at a time. On the other hand,
techniques using TCP and IP headers are hardly suitable either. They provide limited
bandwidth so that a single message might generate an enormous volume of traffic
which would quickly attract attention.

Furthermore, DNS tunneling techniques are interesting and as yet little used. The
fact that there are still no application filtering techniques (unlike those for HTTP)
gives this method a big advantage. Indeed it is likely that viruses and worms in the
future, if not already, will base their communications on DNS covert channels.

One other advantage is the very widespread availability of DNS servers. Every
medium/large company has one or more internal DNS server, some of which are
also accessible to various clients in the subsidiaries. Often the service is not even
filtered.
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In practical terms, a DNS covert channel can be used to send logs invisibly from
branch systems to a centralized SecSyslog server at another site miles away, by sim-
ply ‘bouncing’ the data off the DNS at the second branch’s premises. What better
solution to sendsyslogmessages between geographically distant locations transpar-
ently and almost invisibly? What better way to hide a data flow than passing under
the nose of anyone wishing to intercept the messages?

Such considerations explain why sending logs with SecSyslog via a covert channel
is so powerful, and why DNS tunneling provides an excellent solution to the problem.

5.7 Suggested Implementation

Figure 10shows a rough diagram of how the SecSyslog project might work. Below
we describe the problems faced and the solutions that we are examining to resolve
them. As the project is still only at the design stage, these might not be the best or
most workable solutions, but it illustrates a possible application of DNS to establish
a covert channel.

FIG. 10. Project.
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Basically the idea is to achieve communication by bouncing the information off a
DNS server on which certain hosts (SecSyslog clients, the sources of information)
may write the data to be sent by modifying the tables on a particular area managed by
the server. Meanwhile, the real destination—the SecSyslog server—makes a number
of queries to obtain records from the DNS server which in turn will answer these by
forwarding the data originally transmitted by the client.

The first problem to be addressed is to ensure that the requests sent to the DNS
server reach their destination, i.e., to guarantee the integrity of the transmission. DNS
is based on UDP but it can also answer TCP requests. In the DNS communication
mechanism the client tracks all UDP requests and waits for the answer ‘task ex-
ecuted.’ If no answer is forthcoming within a given timeframe the client sends a
second identical request through a TCP session.

At the moment of writing we have demonstrated that, in any case, if the dimension
of the packet containing the request is higher than 512 octets, it is immediately sent
via TCP. In this way the problem is resolved by the DNS service protocol itself.

5.8 Authentication of Clients

Interaction with the DNS server involves modifying its tables, but we cannot allow
a situation where the DNS server is open to editing by anyone. Basic principles of
security require that we look at a way to authenticate and authorize specific subjects
to make the necessary changes.

In solving this problem implementation of the Dynamic Update mechanism on the
domain name servers can be of use to us. By configuring the system accordingly (us-
ing allow-update{} inside the zone definition) we can declare that, among the various
queries received from the clients, only update requests with specific signatures may
be successfully executed. In effect, the DNS server defines, for each zone managed,
who can alter the tables and who cannot.

We can also use the allow-query{} construct to define which hosts may request
to read records for a specific zone and get their queries answered. Such mechanisms
(or DNS server equivalents other than BIND, which we use) allow us to control who
can send and who can receive SecSyslog messages.

5.9 Authenticity and Integrity of Messages

In order to guarantee the legal validity of the logs transmitted, we must be able to
guarantee the authenticity and integrity of thesyslogmessages received through the
covert channel. SecSyslog provides these guarantees via DNS Security Extensions,
using asymmetric key cryptography and various hashing algorithms. Encryption also
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provides a further level of secrecy to the message and prevents unauthorized publi-
cation of the logs.

The DNS server publishes the public key for write access via specific records
(KEY and SIG), thus allowing the clients to download it and control its authenticity
by verifying the signature. The DNS server may periodically adopt a new key, so it
is helpful to implement a mechanism to synchronize the key updating event with the
downloading by the clients.

Once thesyslogmessage is encrypted, the results of the three most widely used
hashing algorithms—MD5, SHA1 and RIPE-160—are added, in specific order, be-
low the message. The encrypted message and the three hash values thus constitute
the effective payload which is sent to the DNS.

5.10 How Communication Works
Figure 11illustrates the communication algorithm for publication of thesyslog

message and downloading by the server. Each passage is described in detail below.
These are the steps taken by the SecSyslog client to publish the messages.

1. The client encrypts the message to be sent and calculates the three hashes,
adding them at the bottom to complete the payload.

2. The client updates the message header inserting the timestamp of the previous
packet, the length of the encrypted message, the number of parts contained
within it, the current part number and the message ID.

3. The client updates the DNS zone publishing the header and payload in a TXT
field for the host by the name of <HOSTID><timestamp>, where the timestamp
is the current time (calculated at the moment the packet is composed) in tai64
format. This value must be stored for inclusion in the header of the packet to
be sent later, so as to recreate the full list of packets transmitted.

4. When the last packet containing the last part of thesyslogmessage has been
published to the DNS, the client must update its own CNAME field, the
<HOSTID>LW. This record is used as a list ‘index,’ i.e., a starting point for
reading the messages to be downloaded by the server. In other words the
timestamp of the header represents the ‘marker’ for the previous item.

The tasks performed by the SecSyslog server to download the messages are as
follows.

1. For the controller host, the server asks the DNS for the alias corresponding to
the last published message, sending a query to <HOSTID>LW.

2. The server now knows the last message published by that client and can
thus query the TXT record to download the last packet sent, requesting the
<HOSTID><timestamp> corresponding to the alias.
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FIG. 11. Syslog communication.

3. The server reads the packet header, finds the timestamp of the previous packet
and continues to download packets corresponding to that timestamp, in effect
repeating step 2, until it reaches the timestamp of a message already down-
loaded.

4. Having filled the message stack, the server can now process the data received
to write the messages into log files for the configured host.

5. After a brief wait, the server can check another of the configured hosts and
download newsyslogmessages. The waiting time must be brief enough to en-
able it to check all the hosts before the DNS cache expires (TTL).

Note that with a little tuning of the TTL, the DNS server cache will not be unneces-
sarily overpopulated since the oldsyslogmessages sent to the client are automatically
deleted from the DNS daemon when the cache expires.
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0 8 16 32 48 . . . 96
-----------------------------------------------

Previous packet (timestamp tai64)
-----------------------------------------------

Part Number of N Parts Message Length Msg ID
∣

∣

-----------------------------------------------
Data

-----------------------------------------------

FIG. 12.

In Fig. 12we can see the format of the packet sent by the client and published to
the DNS server. This example uses the TXT record which allows it to publish 220
bytes, 18 of which for the header.

6. The State of the Art in Research; Solving Emerging
Issues

The internal tool validation process remains one of the most pressing problems
in digital forensics, including the tools we discussed in this chapter. The validation
process that the IRItaly Project, for example, is seeking to complete offers as a de-
liverable a checklist of tools that comprise the daily toolset of a forensic investigator,
according to master documents in the literature. The ultimate purpose of this deliver-
able is a checklist to ensure that the tools used are state-of-the-art. The priority is to
guarantee a minimum of compliance with best practices and a solution to the prob-
lems of integrity and security defined in this article. This is currently not possible
since the issues expressed regard the acquisition phase and not the analysis phase,
which is essentially done off-line with the tools cited above.

To date we have completed the daemon architecture and we are writing the code to
be submitted for in-depth testing at the IRItaly laboratory (Incident Response Italy)
located at the DTI in Crema. Implementation studies will be largely geared to ver-
ifying in practice what we have described above, with particular reference to the
forensic compliance of the daemon we have decided to implement. We believe this
project may represent a valid alternative to advanced syslogging systems such as
those cited at the top of this chapter and that SecSyslog, as described, can guarantee
reliability for a system that was not developed for digital forensic purposes, but which
can satisfy these functions when circumstances require it. In most criminal trials in
which we have been called as expert witnesses, the defense attorney has questioned
the integrity of thesyslogproduced as evidence, citing its vulnerability to intercep-
tion and attack by hackers. We believe that, after satisfying certain implementation
requirements, the SecSyslog daemon will be ready for peer review (we are aiming
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to publish our results on sourceforge by the end of 2005) and stable implementation
in architecture requiring secure and forensically compliant stealth-based syslogging.
Following you have the test bed graphical representation of the SecSyslog model
(Fig. 13).

We decided to install a SecSyslog implementation in our TestLab placed at Uni-
versity of Milano at Crema. It will help us in integrating our existing Honeynet with
two more modules.

In any case, the objective of this chapter is to act as a tutorial for log and event
correlation. To ensure that the operations comply with the general principles of dig-
ital forensics, the tools used have to meet a series of requisites. The IRItaly Project
is currently seeking to achieve precisely this objective. At the moment, the most im-
portant problems to resolve are the manageability of distributed architectures, with
particular emphasis on top-down and real time approaches. We currently see a gap
between the two approaches, which are pursued, respectively, by ISVs and by the
GPL world. The latter is famously less well financed than the former, and for this
reason cannot use the same methodology. In any case, the hope is to guarantee a
minimum of autonomy to those operators who are not able to invest large sums in
complex distributed systems.

A number of current scientific conferences are unquestionably important. Some of
them deal with applied digital forensics, others delve into forensic engineering. The
most recent Digital Forensics Research Workshop (http://www.dfrws.org), for exam-
ple, hosted a series of innovative papers discussing how the investigative paradigm
is changing, needs that have developed over time, and past experiences.

There are studies that show the effectiveness of network forensics and corre-
lation tools, at least in the prototype stage, supported by advanced display tools.
Researchers at the Iowa State University Department of Electrical and Computer En-
gineering have developed a prototype network forensics analysis tool that integrates
presentation, handling and automated analysis of intrusion evidence. In this case, the
evidence graph was proposed as a novel graphic tool to facilitate the presentation
and handling of intrusion evidence. For automated evidence analysis, a hierarchical
reasoning framework that includes local reasoning and global reasoning has been
developed. In local reasoning, a Rule-based Fuzzy Cognitive Map (RBFCM) was
deployed to model the evolving state of suspicious hosts. In global reasoning, the
project aims to identify groups of strongly correlated hosts involved in the attack and
determine their relationships within that scenario.

While part of the scientific community is engaged in creating new tools, another
part concentrates on investigative methods. One of the most frequently reported prob-
lems is the high percentage of errors in the so-called incident reproduction phase.
According to the dominant doctrine, there are three types of reproduction: Physical,
Logical, and Theoretic. The first is when investigators succeed in wholly reproduc-

http://www.dfrws.org
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ing (even using identical hardware) an event or chain of events. Logical reproduction
refers to the situation where the reproduction environment is completely or partially
similar to the original but not identical physically. Lastly, “theoretical” reproduction
comprises revealing a pattern of abstract reasoning in order to identify a possible set
of events that led to the current state of a specific piece of evidence.

A group of researchers has presented a three-component model of a digital inves-
tigation which comprises: determination of input-output layers, assignment of read
and write operations associated with use of forensic tools, and time-stamping of read
and write operations. This builds on work of several authors, culminating in the new
model presented at DFRWS which is generic, scalable, compatible with all functions
in the system, and guaranteed to produce high quality reproducibility. It uses sci-
entifically derived and proven methods for the collection, identification, validation,
preservation, analysis, interpretation, documentation, and presentation of digital ev-
idence derived from digital sources for the purpose of facilitating or furthering the
reconstruction of events found to be criminal, or helping to anticipate unauthorized
actions shown to be disruptive to planned operations.

While the above research has focused on the incident reproduction phase or at
least on the findings, another group of researchers has dedicated their attention to
the search step. Before I go on, however, I should point something out. There is an
important difference between the “survey” phase and the “search” phase. The latter,
also known as the “analysis phase,” has two infungible requisites:

1. The work is much more meticulous and in-depth than the survey phase. Auto-
mated tools may be used, but in cases where special skills are required for the
reconstruction of scattered digital evidence (a procedure known as “chaining”)
human intervention is vital;

2. In many cases the search phase requires greater expertise than the survey phase,
which is usually the purview of the so-called community of practitioners. That
is why we are beginning to see a gap between “simple” digital investigators
and the true computer forensic analysts.

Having said this, at Purdue University automated search functions have been de-
veloped. It is almost a countertrend to the preponderance of manual activity seen
over the past three years. The research presented in DFRWS 2005 starts from a prac-
tical experience with the Honeynet Project. In the research paper, authors introduce
techniques to automate the searching process by suggesting what searches could be
helpful. Researchers also use data mining techniques to find files and directories cre-
ated during the incident. The results from using these techniques on a compromised
honeypot system were pretty good and showed that the data mining techniques detect
a higher percentage of files than a random sampling would, but there are still many
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false positives. More research into the error rates of manual searches is needed to
fully understand the impact of automated techniques.

Managing digital forensics cases is becoming more and more complex in a way
that is directly proportional to the capacity of the media that are the objects of in-
vestigation. As has been said before, it is not possible to create a complete image
of the file system of Google. For this reason, in any forensic investigation, planning
and analysis activities are required in order to determine what digital media will be
seized, what types of information will be sought in the examination, and how the ex-
amination will be conducted. Existing literature [Bogen and Dampier] and suggested
practices indicate that such planning should occur, but few tools provide support for
such activities. Planning an examination may be an essential activity when investi-
gators and technicians are faced with unfamiliar case types or unusually complex,
large-scale cases. In complex, large-scale cases it is critical that the investigators
provide computer forensics technicians with the appropriate amount of case data
supplemented with keyword lists; too much case data or too little case data can make
the forensics technician’s task very difficult.

Bogen and Dampier’s paper presents the concept for a novel application of ontol-
ogy/domain modeling (known as case domain modeling) as a structured approach
for analyzing case facts, identifying the most relevant case concepts, determining
the critical relationships between these concepts, and documenting this information.
This method may be considered as a foundational analytical technique in computer
forensics that may serve as the basis for useful semi-automated tools. The approach
sounds very interesting but, like every model related paper, it lacks implementa-
tion.

6.1 AntiForensic Tools

So far we have talked about what the scientific community is doing to improve
digital forensics techniques and management on a large scale. The Black Hat com-
munity, on the other hand, is researching tools and processes for obfuscating data
that the investigators would like to analyze. At the Black Hat Conference 2005, the
Metasploit Anti-Forensic Investigation Arsenal (MAFIA) was presented. It is a mul-
tilevel tool which claims to be able to modify a range of information that is usually
sought both in the survey and in the search & analysis phases. The Timestomp mod-
ule, for example, is a first-ever tool that can modify all four NTFS timestamp values:
modified, accessed, created, and entry modified. Another component of MAFIA is
Slacker, another first ever tool that allows you to hide files within the slack space of
the NTFS file system.

It is clear that there are potential problems of obfuscation here, not only at this
level but also at others. There are tools, in fact, that do the same thing as Slacker but
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hide data in the so-called HPA (Host Protected Access) area and manipulate the De-
vice Configuration Overlay (see below) maliciously. HPA is defined as a confidential
area for data storage outside the normal operating file system. This area is hidden
from the operating system and file system, and is normally used for specialized ap-
plications. Systems may wish to store configuration data or save memory to the hard
disk drive device in a location that the operating systems cannot change. If an HPA
area exists on a suspect’s drive, tools for forensic seizure operation will detect this
area and copy all the contents of the suspect’s hard disk drive sectors, including all
the HPA hidden sectors, to the evidence drive.

6.2 Device Configuration Overlay (DCO)

DCO allows systems to modify the apparent features provided by a hard disk drive
device. It provides a set of commands that allow a utility program to modify some
of the commands, modes, and feature sets reported as supported by the hard disk
drive. It can be used to hide a portion of the hard disk drive capacity from being
viewed by the operating system and the file system. If DCO is detected on a sus-
pect’s drive, tools for forensic seizure operation will copy all the contents of the
suspect’s hard disk drive sectors including all the DCO hidden sectors to the evi-
dence drive.

Unlike MAFIA, these tools are independent of the operating system and hence
even less controllable. While HPA activities are becoming worrisome, the first tools
are appearing that are designed to counter certain other tools such as Transmogrify,
a first ever tool to defeat EnCase’s file signaturing capabilities by allowing users to
mask and unmask user’s files as any file type, and Sam Juicer, a Meterpreter module
that dumps the hashes from the SAM, but does it without ever hitting disk.

7. Conclusions

We have talked about a number of general issues in this chapter and listed those
which are still unresolved. We have introduced forensic imaging under UNIX, with
emphasis on dd, which is currently one of the few tools able, at least on paper, to
recognize and create an image of the HPA and DCO on a 2.6 or higher Linux kernel.
Based on my personal experience, I believe that the above listed issues are something
to keep an extremely careful eye on, especially in distributed environments and re-
garding remote forensics since there is currently little practical experience with them
and a need to find a more organized approach. Hopefully the technical community
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will soon deploy valid countermeasures. An appropriate awareness of the potential
threats may help greatly in preventing the recurrence of a gap between attacks and
countermeasures that not so very long ago caused a great host of problems for busi-
nesses and other institutions.
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