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Preface

In one of his “News and Views” in Nature (332 (1988) 677), John Maddox wrote some 20
years ago: “Is the scandal, that so little is known about the interactions of macromolecules
and their aqueous environment, about to be removed?” This one sentence clearly defines the
aim of this book. What is the point? The water molecule, H2O, is one of the most familiar
molecules. It is the component of a species, liquid water, which we all drink daily and use in
many various ways. It is therefore no surprise that H2O is often considered a “casual” mole-
cule. It nevertheless remains surprising that it is considered at the same time a molecule with
almost no interest and which can be consequently ignored. John Maddox called this attitude
a scandal, as it is indeed untenable. It actually disregards a fundamental point: life, which
started developing some 3–4 billion years ago within the oceans, requires the presence of
these molecules to proceed. In other words, we know that in biology this molecule plays a
central role and we nevertheless often continue ignoring it. Why is this so, and will it still
remain so for long? One of the reasons for this attitude is that the water molecule is much
more difficult to observe than currently thought. However, it has been the object of many
research activities in various fields in recent years. The development and efficiency of exper-
imental methods that were previously severely hindered when used to observe the water
molecule have conveyed new pieces of information, giving evidence of subtle and discrete
properties that make it a far more active molecule than previously thought, not only in bio-
logy but also in physics and chemistry. As time goes on our knowledge of this molecule
and its role thus becomes more and more precise. The aim of this book is our present view
of this molecule, in the hope that it is no longer ignored where it intervenes, often decisively
and much more often than ordinarily thought, and also in order to clearly show what we still
have to learn about it. On reading the conclusion at the end of this book, it should be clear
that in recent years our point of view on this molecule has changed fundamentally.

Understanding the subtle properties of the water molecule, which indeed make it an
exceptional molecule, requires first having a precise knowledge of the molecular interaction
that is at the origin of all its properties: the hydrogen bond (H-bond in this book). An impor-
tant part of this book, about half of it, is therefore devoted to the properties and implications
of this crucial intermolecular bond that many scientists often use and invoke for a particular
property of its own without having an overview of all of its properties and implications. The
geometrical and thermodynamic properties of the H-bond are well known and have been
described in several classical textbooks. They are briefly but precisely reviewed and com-
mented in the first chapters of this book that precede chapters devoted to the experimental
and theoretical methods that are particularly adapted to the observation and description of
H-bonds. The dynamic properties of H-bonds, at the origin of their particularly crucial
reactivity, are examined in a separate chapter. Their fundamental importance has recently
emerged, and their study constitutes a field of a growing interest in physics and chemistry.
The description of these dynamic properties starts with that of the exceptional features it
displays in its vibrational spectra. We shall see that IR spectroscopy appears to be the most
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precise tool to observe both H-bonds and the water molecule, an opinion that only specialists
have shared until recently. It will also hopefully make it evident that this powerful tool, IR
spectroscopy, is not so hard to handle as commonly thought. It should thus help stimulate
more scientists to use vibrational spectroscopy with confidence, as it is now well under-
stood. Even if it requires some care in its interpretations, it is no longer a method to be used
only by specialists. The introduction of anharmonicity, a concept that naturally explains the
exceptional spectroscopic properties of H-bonds, makes it moreover easy to understand how
H-bonds are the path through which protons and hydrogen atoms can be transferred between
molecules. Some kinds of proton transfers, such as those that are at the origin of all acid/base
chemistry, are reasonably well known. Some others, which occur in such biomechanisms
as photosynthesis or vision, are the object of intense research activity and are less known.
Even less known, however, are transfers of H-atoms via tautomerism, which we now suspect
to be crucial mechanisms in enzymatic activity, or more generally to be the basic mecha-
nisms of bioreactivity. In these transfers, water molecules play a crucial role, and at the end
of this part devoted to H-bonds, it should clearly appear that if H-bonds are at the origin of
nearly all the properties of the water molecule, they could not play the central role they
have in chemistry and biology if water molecules did not exist. In other words, H-bonds
and water molecules are so intricately linked that they cannot be separated.

In view of the above noted contradictions and paradoxes that the simple-looking and
familiar water molecule conveys, and which have only recently been recognized, it is now
timely to clarify what we know, what we ignore of this crucial and ubiquitous molecule and
of the H-bond which gives it nearly all its properties, and also what questions and/or long-
term implications the newly revealed aspects of this molecule raise. One of these questions,
a fundamental one already outlined above, is: how is it that life occurs within water, and
within water only? An older but somewhat vague answer is that water is important in bio-
logy to provide a medium for biosystems. In the light of recent studies this answer can be
made with much more precision and constitutes a guideline for the whole book. It is: water
molecules, with their unique ability to develop a particularly dense, evolutive, and flexible
H-bond network, not only influence the structure of many a macromolecule, but, potentially
more important, play a crucial role in the reactivity of all bio-media, at neutral pH, by
enabling transfers of H-atoms that are now suspected to constitute the elementary reactions
in such media. This property comes in addition to the well-known one, which is that in any
aqueous system they also enable transfers of protons, the origin of all acid/base chemistry.

Such a book, which attempts to make a synthesis of what is known, what is being studied
and what is at stake in a field of research of growing interest (water and aqueous media are
ubiquitous; H-bonds are central in molecular biology) has the ambition of being a refer-
ence book for various scientists in many different fields of interest, which extend from
physics to biology and naturally includes chemistry. It is aimed at collecting from an
appreciable part of the whole scientific endeavour and presenting with some unity items of
knowledge all related to the water molecule. From another point of view, many scientists in
completely different fields often encounter the H-bond or the water molecule in their own
domain. They may be eager for more precise knowledge of what they are dealing with in
order to place their own field of research in a wider domain. This book is aimed at helping
them do so. With this view an appreciable part of the book concerns various methods that
can be used to observe different features of H-bonds and of the water molecule. This book
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might thus help in defining strategies for many studies where these two entities, the H-bond
and the water molecule, are encountered. It should also interest science students who have
to learn physical chemistry, biophysics or biochemistry, the physics of the atmosphere, of
ice or of this special liquid: water. It might also help instructors lecturing on H-bonds,
water molecules and many related domains.

This book has been written with the rigor and criticism that a physicist or a chemist
requires. It has also been written in such a way that a biologist should not encounter difficul-
ties reading it, because biology is the field where H-bonds and water molecules show their
fundamental and even vital importance. Biologists also require rigor and criticism in their own
domains, but the objects they study being different and particularly complex, they do not
put the emphasis on the same points. With this in mind, the necessary mathematical develop-
ments to describe some particular points are often given in appendices at the end of chap-
ters. When they cannot be avoided in the text, as for instance in the description of the H-bond
network of liquid water, which is still presently the object of passionate discussions in the
community of chemical physicists, or in the mechanics of H-bonds necessary to understand
their IR spectra, a sentence indicates what in the following developments the uninterested
reader can skip and where he or she should resume reading. Will it be enough to make this
goal of having a book that is intended to be read by such a wide variety of scientists of 
different cultures viable? No answer can be given at present but the question itself points
to the challenge encountered in writing this book.
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– 1 –

The Hydrogen Bond: Formation,

Thermodynamic Properties, Classification

CHEMICAL BONDS

Electrical forces that act on positively charged nuclei of various atoms and negatively
charged electronic clouds that extend around these nuclei rule chemistry. The three other
fundamental forces in physics, namely strong and weak interactions that act on the protons
and neutrons of the nuclei and gravity, do not play any role in chemistry. The first two 
are much stronger than electromagnetic forces and consequently correspond to much
larger energy level separations than energies due to electromagnetic interactions. It implies
that in chemistry all nuclear levels are ground state levels or, in other words, nuclei are
always in their fundamental state. The third fundamental force, gravity, is orders of mag-
nitude too weak to have any detectable influence on electromagnetic levels. The ele-
mentary constituents in chemistry are therefore atoms, made of positively charged nuclei
that are always in their ground nuclear state and surrounded by negatively charged elec-
tronic clouds. The precise knowledge of the structures of these electronic clouds is the
object of chemistry. Atoms are the simplest arrangement of all these electrons and nuclei.
They are not the most stable ones. Two H-atoms, for instance, the simplest atoms made 
of single protons surrounded by single electrons, are attracted to each other in such a 
way that their initially separated electronic clouds mix together so as to form a single 
cloud occupied by both electrons with different spins, which keep the two protons sepa-
rated by a well-defined distance. This configuration, the H2 molecule, is more stable by
�4.5 eV than the configuration defined by the two far-away noninteracting H-atoms. This
electric rearrangement of charges with an appreciable energy gain (more precisely an
enthalpy gain) is called covalent interaction and is at the origin of formation of molecules.
Enthalpies of covalent bonds typically fall in the range of about �5 eV, with for example
the formation of O2 from two far-away O-atoms being at the origin of an enthalpy gain 
of �5.2 eV, that of two H2O from two H2 and one O2 molecules of �2 � 2.5 eV, which
gives, with the enthalpy of formation of H2 of �4.5 eV, an enthalpy for a single O�H 
bond of �4.8 eV. These covalent interactions are short-range interactions. In the case of
the H2 molecule, for instance, its energy is of the order of �4.5 eV when the distance
between the two protons is in the vicinity of 0.8 Å, but it rapidly approaches zero when this
distance increases. In this book we shall often have to deal with these covalent interactions.

3
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Atoms may also undergo other interactions. Charged atoms that have lost or gained one or
more electrons are ruled by ionic interaction that we may occasionally encounter. The
magnitudes of the enthalpies of these ionic interactions are comparable to those of cova-
lent interactions. Contrary to covalent interactions, however, ionic interactions are long-
range interactions: when two ionized atoms are separated by a distance R this interaction
asymptotically tends towards a Coulomb interaction in 1/R2 when R increases, which is 
a relatively slow decrease, much slower than that of a covalent bond with distance.
Furthermore, ionic interactions are barely directional, contrary to covalent interactions that
are strongly directional.

The energies of covalent bonds are smaller than atomic energies and much smaller 
than nuclear energies. Ejecting an electron from an outer orbital of an atom thus requires
about 10 eV, which corresponds to the energy hn of a near UV photon. The inner elec-
trons require some keV to be ejected from their atomic orbitals. It corresponds to hn of 
an X-ray photon having a wavelength of the order of 1 nm. We thus see that chemical 
interactions, with enthalpies typically of about �5 eV, only imply outer electrons of atoms,
the much greater energies of the inner electrons being hardly affected by the chemical
state. Nuclear energies are still greater. Thus ejecting a neutron from an atomic nucleus
requires about 10 MeV. A fission reaction requires about 100 MeV. Energies involved in
chemical reactions, some eV, are thus clearly much too small to induce transitions from
ground state levels of nucleons towards excited states, as such transitions require at least
some MeV.

INTERMOLECULAR BONDS

Van der Waals interactions

Covalent interactions are at the origin of the stability of molecules and govern their struc-
tures. Molecules are well-defined entities that appear as stable arrangements of atoms at
room temperature, typically 300 K. At this temperature the energy kT typical of thermal
fluctuations is equal to 0.026 eV, with the Boltzmann constant k equal to 1.38 � 10�23 

J K�1, as mentioned in the appendix of this chapter. Compared to enthalpies of covalent
bonds, this energy is weak and temperature has consequently almost no influence on the
structure of molecules as long as it is not much higher than 300 K. When two identical
molecules come in close proximity they, nevertheless, suffer residual electrostatic inter-
actions called Van der Waals interactions. These are at the origin of the condensations 
of gases into liquids when temperature decreases, with the notable exception, however,
of liquid water where these interactions are negligible and condensation is almost entirely
due to another interaction that we shall consider throughout this book and define below:
the hydrogen bond. Energies of Van der Waals interactions are typically of the order 
of about 0.01 eV for small molecules, which is at least two orders of magnitude smaller
than the energies of covalent bonds. Their origin is electric dipole–dipole interactions,
also called Keesom interaction, or induction (called Debye interaction in solids), which is
at the origin of a dipole moment induced in an apolar molecule that interacts with the per-
manent dipole moment of a polar molecule, or dispersion interaction (also called London
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interaction), which is at the origin of phase correlations between electronic displace-
ments. If R labels some average distance of the two molecules, then this interaction is 
represented by a potential well with a minimum for some value of R. At larger R it is attrac-
tive and varies as �R�n with n � 6, which indicates that such an interaction most rapidly
falls off with distance. At smaller values of R, on the other side of the well, it is strongly
repulsive, meaning that it hinders molecules from coming into close contact. It allows 
all atoms to take on a “Van der Waals radius”, which is the effective (approximate) size
this atom occupies when it is part of any molecule. It is equivalent to approximating 
the various atoms of a molecule by hard spheres with radii equal to their respective 
Van der Waals radii. No sphere of any atom of another molecule, also characterized by 
its own Van der Waals radius, can penetrate this hard sphere. It thus defines the shortest
distance at which atoms of various molecules can aggregate (Figure 1.1). Beyond this 
distance the interaction between the molecules is attractive but decays rapidly. The Van 
der Waals radii of most common atoms are RH � 1.2 Å for H-atom, RO � 1.5 Å for 
O-atom, RN � 1.55 Å for N-atom and RC � 1.71 Å for C-atom. They have been initially
measured by the excluded volume method that consists of measuring the volumes of 
molecules in their solid state(s) and determining the greatest volume this molecule 
occupies if one assumes each of its atoms is a hard sphere with radius equal to its Van 
der Waals radius. More recent measurements are based on X-ray and neutron scattering
techniques.

As already seen, thermal fluctuation of the order of kT at room temperatures cor-
responds to thermal energies of the order of 0.025 eV, greater than an average Van der
Waals interaction of 0.01 eV. Most species made of small molecules interacting through
Van der Waals interaction are consequently gases at room temperature. They become liq-
uids when temperature is so lowered that kT becomes smaller than this average Van der
Waals interaction.

Intermolecular Bonds 5

Figure 1.1 Van der Waals spheres for an alcohol and a water molecule. All atoms X are at the 
centres of spheres with radii RX equal to their Van der Waals radii. With the O�H distance equal 
to 0.95 Å, RH � 1.2 Å and RO � 1.5 Å, the shortest O�O distance of this molecular Van der Waals
complex is 3.65 Å.
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Hydrogen bonds

Between these two electrical interactions—covalent between atoms and Van der Waals
between molecules—exists an intermediate interaction, called the “hydrogen bond”, that
requires some conditions to be fulfilled. In the rest of this book we shall abbreviate “hydro-
gen bond” to H-bond. It occurs between a molecular group, most often O�H or N�H,
which carries an H-atom and exhibits a marked electric dipole moment, and the O- or 
N-atom of another molecule. This latter atom is characterized by the presence of at least
one nonbonding orbital that can point towards the H-atom of the polar group of the first
molecule and is filled with a lone pair of electrons. This H-bond “acceptor site” may also
exceptionally be an extended � electronic cloud such as is found with aromatic rings, also
filled with electron pairs that point towards this H-atom. The “donating” molecular groups,
O�H or N�H made of covalently bound atoms, retain their identities upon establishment
of this H-bond. This property is shared with Van der Waals interactions. We represent an
H-bond by a dotted line that clearly differentiates it from a covalent bond represented by
a solid line. Throughout this book an H-bond will be shortly labelled in the text as
X�H�Y, where X�H and Y are molecules or parts of molecules. When we have to partic-
ularly specify the atoms of X or Y that are involved in the H-bond, we shall preferably
write it in the form �O�H�N� when the atom of X involved in the H-bond is an O-atom
and that of Y an N-atom. Typical H-bonds are shown in Figure 1.2. The polar group that
carries the H-atom is called the “donor”, while the group O or N with a nonbonding orbital
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Figure 1.2 H-bonds X�H�Y between various X�H molecules having �O�H, �N�H or Cl�H polar
groups and two molecules H2O and NH3 that present on their O- or N-atom a (greyed) nonbond-
ing orbitals filled with lone pair electrons pointing towards the H-atom of X�H. Arrows stand for
electric dipole moments. The acceptor O-atom has another masked and consequently not drawn
nonbonding orbital occupied by two electrons.
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is called the “acceptor”. This denomination immediately calls for a caveat: the (H-bond)
acceptor acts as an electron donor, and vice versa. In consequence, we shall always in this
book consider H-bond acceptors and donors and will avoid considering electron donors 
or acceptors. An “acceptor” or “donor” will always implicitly be an H-bond acceptor or an
H-bond donor.

As already mentioned, the establishment of an H-bond does not destroy covalent bonds.
It means H-bonds are most of the time interactions between two molecules that retain their
individualities. This is the reason why we classify such bonds as intermolecular interac-
tions, even if in the following we may encounter H-bonds established inside single mole-
cules that will then be called “intramolecular” H-bonds. These intramolecular H-bonds 
do not destroy the covalent bonds of the molecule they are part of. We may also note that
only H-atom, with its isotopic variations D (deuterium) or T (tritium), establishes such 
H-bonds. It indicates that the especially small sizes of these atoms are crucial in the for-
mation of H-bonds. These latter isotopic forms of the H-atom have identical electronic
structures when they are part of a molecule, which consist of a single s-orbital filled with
two electrons. The O�O distance between the two O-atoms of an �O�H�O� bond is
shorter than the distance defined by Van der Waals radii, 3.65 Å (Figure 1.1). It is typically
2.8 Å for an �O�H�O� bond, but may vary between 2.5 and 3 Å, depending on the mol-
ecules X�H and Y they belong to. The enthalpy of formation of such an H-bond is 0.1 eV
for a weak H-bond and can reach 0.7 eV for a strong H-bond. These enthalpies are conse-
quently intermediate between the enthalpies of covalent and Van der Waals bonds. As will
be seen in Ch. 2, this energetic hierarchy of chemical bonds corresponds to the hierarchy
of primary, secondary and tertiary structures of proteins. The enthalpy of an H-bond is thus
typically somewhat less than 10 kT at room temperature, with kT � 0.026 eV at 300 K. We
shall see in Ch. 2 and later in this book that this is one of the fundamental properties of 
H-bonds, at the origin of their ubiquity. In opposition to Van der Waals interactions most
H-bonds are directional: the three atoms X, H and Y in X�H�Y are collinear in their 
equilibrium state. When they depart from linearity a force tends to restore this linearity.
This force is at the origin of “bending intermolecular vibrations”. We shall discuss this in
Chs. 4 and 5.

THE H-BOND: HISTORICAL AND PROSPECTIVE ASPECTS,

GENERAL BIBLIOGRAPHY

The concept of the H-bond slowly emerged during the 20th century and took some time 
to be fully accepted. H-bonds have for long been considered as anecdotic interactions. Their
fundamental importance, in particular how much life rests on them, a point this book is
aimed at establishing, became clear to scientists only in recent years. It suggests H-bonds
might still be concealing some even more fundamental aspects that could make them even
more crucial in the future. Following Lippert (1) and Jeffrey (2), who wrote precise his-
torical accounts, Werner (3) seems to be the first who described an interaction we would
now call an H-bond. In 1902, he suggested that hydrated ammonium NH4OH should better
be written H�O�H�NH3. He called this interaction Nebenvalenzbindung, a nearly covalent
bond. Later, in 1910, Hantzsch (4) described the presence of such a bond in acetoacetic

The H-Bond: Historical and Prospective Aspects, General Bibliography 7

CH001.qxd  1/11/2007  3:41 PM  Page 7



acid ester, while in 1912, Moore and Winmill (5) described a weak union for amines in
water and in 1914, Pfeiffer (6) discovered the structure of acetic acid dimers found in
acetic acid vapour. These cyclic structures, established by carboxylic acid dimers, consti-
tute excellent models of H-bonds that we shall encounter in Ch. 4, Figure 4.4, and occa-
sionally later. In 1920, Latimer and Rodebush (7), two students of G. N. Lewis, postulated
that if an H-atom lies between two electronic octets, a weak bond appears. This was one
of the first serious breaches in the then sacred rule of the octet. It was during this same
period of time that the H-bond was recognized as responsible for the anomalous proper-
ties of liquid water. The concept itself and the denomination “hydrogen bond” were devel-
oped in the years after 1930 (2), and Pauling’s (8) famous “Nature of the Chemical Bond”
was the book that made H-bonds known to chemists. It followed several earlier articles by
Pauling on F�H�F�, and on water and ice. Meanwhile infrared (IR) spectroscopy
appeared as early as 1936 as a particularly efficient method to detect and observe H-bonds.
As developed in Chs. 4 and 5 of this book, IR spectroscopy is now the most precise and
sensitive tool to observe H-bonds. Knowledge of the H-bond progressed in the years fol-
lowing 1950, when X-rays and, somewhat later, neutron scattering established a property
that will appear in the course of this book as fundamental to H-bonds: they are directional
and, consequently, at the origin of organized molecular structures that are crucial in chem-
istry and biology (Ch. 2). These were the years of Nobel prizes rewarding Pauling for 
the structure of proteins and Watson and Crick for the structure of DNA, two discoveries
that have been at the origin of the exploding development of biochemistry. In the 1970s,
scientists became aware that the dynamical properties of H-bonds might be even more 
fundamental. Several chapters of this book, Chs. 4, 6, 9 and 10, deal with these specific
dynamical properties of H-bonds and their importance in aqueous media. Finally, it was
not before the 1990s that the ubiquity of H-bonds in our surroundings was clearly appre-
ciated, in particular with the ubiquity of the H2O molecule and its fundamental role in bio-
reactions at the molecular level. These aqueous media have for long been considered as
casual media devoid of any special property and, consequently, of any interest. In the
course of this book, this perception will be challenged: they are media with subtle proper-
ties that are crucial for our knowledge of many processes, particularly life processes, but
that we are still far from understanding precisely. They are basically made of assemblies
of H2O molecules that have the unique ability to develop a hyperdense “H-bond network”
inside which reactivity, particularly bio-reactivity, occurs. The poor knowledge we still
have of this H-bond network and of its reactivity based on transfers of protons and of 
H-atoms was called a scandal by Maddox in one of his “News and Views” in Nature, 1988
(9) (see Ch. 10). It illustrates how these most familiar water molecules are indeed still
poorly known and how they are furthermore far less easily observed than the familiarity of
liquid water might suggest. It points to the direction research on H-bonds and on the water
molecule is likely to adopt about 100 years after the concept of the H-bond began to emerge.
We may predict that it will constitute an important field of research in the near future:
the precise knowledge of the dynamical properties of H-bonds is certainly a necessary
achievement before we can start having a clear idea of how life proceeds at the molecular
level.

The preceding paragraph shows that research on H-bonds has a history, and most likely
a future, as we are far from understanding its properties, especially its dynamical properties.

8 1. The Hydrogen Bond: Formation, Thermodynamic Properties, Classification

CH001.qxd  1/11/2007  3:41 PM  Page 8



H-bonds have consequently been the subject of various books. Among those that had an
impact on research on H-bonds, are as follows:

– L. Pauling (8) (1939) “The Nature of the Chemical Bond”. A book that marked a
period of time and introduced the H-bond.

– D. Hadzi (Ed.) (1959) “Hydrogen Bonding”, Pergamon Press, London. Papers presented
at the first symposium on H-bonding that clearly established its basic properties.

– G. C. Pimentel and A. L. McClellan (10) (1960) “The Hydrogen Bond”. The first
exhaustive compilation of the basic properties of H-bonds, mainly thermodynamic,
structural and spectroscopic properties. Still a reference book for these properties.

– P. Schuster, G. Zundel and C. Sandorfy (Eds.) (1976) “The Hydrogen Bond: Recent
Developments in Theory and Experiments”, North Holland, Amsterdam. Three volumes
dealing with the state of our knowledge of H-bonds and related problems around 1975.

– H. Ratajczak and W. J. Orville-Thomas (Eds.) (1980) “Molecular interactions”, John
Wiley and Sons, Chichester. Our view on the nature of H-bond and understanding of
its exceptional spectroscopic properties some years later.

– G. A. Jeffrey and A. Saenger (11) (1994) “Hydrogen Bonding in Biological Structures”.
An exhaustive modern compilation of structures of biological interest that involve 
H-bonds. The crystallographers’ point of view on H-bonds.

– G. A. Jeffrey (2) (1997) “An Introduction to Hydrogen Bonding”. A textbook on H-bonds,
for a large part is devoted to structural aspect of H-bonds.

INTERMOLECULAR AND INTRAMOLECULAR H-BONDS

Most H-bonds X�H�Y are formed between two independent molecules X�H and Y, as rep-
resented in Figure 1.2. These are “intermolecular H-bonds” and when speaking of H-bonds
in the following with no other specification, we always refer to this type of H-bond, which
represents the large majority of them. Another category of H-bonds however exists, the
“intramolecular H-bonds”, where molecular groups X�H and Y are both parts of a same
molecule. Even if they represent only a minority of H-bonds, these intramolecular H-bonds
include quite a large variety of H-bonds. Two typical examples are shown in Figure 1.3.

These two types of H-bonds have macroscopic manifestations that are different: an
intramolecular H-bond involves a single molecule, whereas an intermolecular H-bond
involves two molecules that become independent upon disruption of the H-bond. As a con-
sequence, intermolecular H-bonds, which establish relatively strong interactions between
molecules in a liquid, are known to strongly influence the magnitudes of the temperature
and heat of evaporation of this liquid. This is particularly marked in the case of liquid
water. This is not at all so for intramolecular H-bonds that do not modify the interactions
between molecules, which most often remain Van der Waals interactions. In a gas, inter-
molecular H-bonds are at the origin of deviations from perfect gas law, which is not so for
intramolecular H-bonds. Also, in an intermolecular H-bond the relative positions of the
donor and acceptor groups, X�H and Y, are only ruled by the H-bond interaction. The other
groups of the molecule have almost no influence on these relative positions, as may be
seen in Figure 1.2. This is not the case with an intramolecular H-bond. Thus the relative

Intermolecular and Intramolecular H-Bonds 9
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positions of the three atoms that compose the �O�H�N� or �O�H�O� bonds in Figure
1.3 are first governed by the surrounding covalent bonds that are predominant and impose
their own steric conditions. The �O�H�N� H-bond of the Schiff base of Figure 1.3 is, for
instance, not straight, but bent. Also the symmetry of the maleate ion in this figure is C2v

when the H-atom of the H-bond is in its ground vibrational state. It loses this symmetry
when the stretching vibration of this H-atom is in its first excited state (12), because the
amplitude of vibration has then increased and has the effect of ejecting the H-atom out of
the plane of symmetry of the ion that is also the plane of the drawing.

There exist many intermediate cases, particularly in polymers or macromolecules. They
are intramolecular bonds that suffer only weak constraints from covalent bonds. This
decrease of constraints may have several origins. One of them may be the great separation
along the successive covalent bonds of the acceptor and donor groups that may occur in
large molecules together with the possibility of folding that may offer a sufficiently close
proximity of these groups to allow formation of the H-bond. A typical example is the 
�-sheet secondary structure of proteins we examine in Ch. 2 (Figures 2.5 and 2.6). Another
example is given in Figure 1.4. It represents the repeat unit of chains of cellulose that we
also examine in Ch. 2 (Figure 2.3). We may see that the H-bond established between
�O3�H�O5� atoms is possible because of the existence within the covalent bond network
of three degrees of freedom represented by rotations around axes C1, �O4, O4�C4 and
C3�O3. By comparison, the intramolecular H-bonds of Figure 1.3 are more constrained
because both molecules are planar, due to the conjugation of the well-developed �-orbital
systems. The only degree of freedom left to establish these H-bonds are single rotations
around the C�O bonds of the C�O�H groups that establish these H-bonds.

ELECTRONIC STRUCTURES OF HYDROGEN BONDS

We have seen that when two neutral atoms with their positive nuclei surrounded by spheri-
cal electronic clouds approach each other, this results in a strong distortion of the electronic
clouds and finally leads to the formation of more stable molecules where the nuclei adopt
fixed relative positions and are surrounded by electrons that occupy new orbitals around
them. More precisely, the inner orbitals of the atoms of the molecule are but slightly modi-
fied with respect to those of the isolated original atoms. The outer orbitals are completely 

10 1. The Hydrogen Bond: Formation, Thermodynamic Properties, Classification
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Figure 1.3 Two intramolecular H-bonds in an aromatic Schiff base (left drawing) and in maleate
anion (right drawing).
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different. Instead of atomic orbitals with spherical symmetry, they are now �- or �-type
orbitals, and the whole new electronic distribution has energy lower than that of the whole
initial atomic outer orbitals. This is at the origin of covalent bonds, which are nowadays fairly
well described by quantum chemistry, at least for molecules having a limited number of
atoms. Quantum chemistry consists of establishing an as-precise-as-possible description of
the electronic structure of molecules. Incorporating H-bonds with energies roughly one order
of magnitude smaller than covalent bonds requires an accuracy that is at the limits of the pos-
sibilities of these methods. H-bonds cannot be treated in the same way as Van der Waals
interactions that we have seen only slightly modify the covalent orbitals by mutual polariza-
tion and can therefore be handled on the basis of perturbations of orbitals of the noninter-
acting molecules. H-bonds have stronger effects than covalent bonds, which means that they
require treating the whole H-bonded complex as a supermolecule or molecular complex. It
involves a great number of orbitals that rapidly surpasses the possibilities of any computing
facility, so that a full “ab initio” treatment of H-bonds can only be performed on small 
H-bonded complexes such as F�H�OH2, for instance, or water dimers. Ab initio calculations
are computations of electronic orbitals with no other hypotheses than Coulomb interactions
between all electrons and nuclei with electrons obeying Fermi statistics with the Pauli exclu-
sion principle. It leads to orbitals being occupied by pairs of electrons with opposite spin
states. The precision of such a method depends on the number of basic orbitals on which all

Electronic Structures of Hydrogen Bonds 11
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final molecular orbitals are decomposed. This number grows extremely rapidly with the
number of atoms, which can therefore only be small. It means that even in the case of small
dimers such as F�H�OH2 or water dimers, a particular treatment of electronic correlations
should be added to this ab initio treatment (13) if one wishes to keep enough accuracy. This
additional treatment is responsible for a gain in energy of about 1.2 kcal mol�1 for an H-bond
of about 5 kcal mol�1, and cannot consequently be avoided.

Modern techniques of quantum chemistry, such as represented by “Density Functional
Theories” often labelled DFT, give satisfactory descriptions of H-bonds. Their principle 
is the optimization of wavefunctions with respect to electronic densities, which is different
from classical SCF (self-consistent field) approaches that optimize wavefunctions them-
selves. Their inconvenience, however, is that a physical interpretation is not straightfor-
ward with these methods. In order to have a simplified image of the nature of the H-bond,
we have then to rely on older methods of quantum chemistry that, even if less accurate,
give an image of the nature of H-bonds. Coulson (14) could thus put into evidence four
mechanisms that play a role in the formation of H-bonds X�H�Y. The first one is polar-
ization of the nonbonding orbital of Y by the dipole moment of the X�H group. It results
in a deformation of this nonbonding orbital by this dipole moment. This interaction, which
also exists in Van der Waals interactions, may be the only one in weak H-bonds. It is still
there and may even remain predominant in strong H-bonds. It is responsible for the direc-
tionality of H-bonds (15). For stronger H-bonds, which have shorter X�Y equilibrium
distances, as we shall see in Ch. 2, quantum forces appear with the overlap of electronic
orbitals of X�H and Y. It results in a partial transfer of an electron from the nonbonding
orbital of the acceptor atom of Y to the donor molecule X�H. In a first approximation, this
transfer occurs towards the antibonding orbital of X�H (16) and is accompanied by an s-p
rehybridization of the acceptor atom on Y, as suggested by photoelectron and X-ray spec-
troscopy (17). It has the effect of weakening the X�H covalent bond, which induces a
weakening of the force constant that binds X and H. It also has the effect of increasing the
X�H equilibrium distance and of strongly increasing the variation of the electric dipole
moment 	m/	q when the distance q of X�H is varied. These are signatures of the presence
of H-bonds that, as we shall see in the following chapters, appear with an exceptional
intensity in the IR spectra of H-bonds (Chs. 4 and 5). Another quantum effect is due to the
Pauli exchange principle of electrons of both X�H and Y that cannot be distinguished.
Finally, phase correlations between electronic displacements, known as London dispersion
forces, also appear. These last two interactions are typical of covalent interactions. They
are especially important in strong H-bonds, such as F�H�F�. All these quantum effects
are, however, so much intermixed in this particularly strong H-bond that this decomposi-
tion becomes irrelevant. It nevertheless gives a useful image of the electronic structure of
more weaker H-bonds, even if it remains an approximate one.

THERMODYNAMICS OF H-BONDS: ELECTRONIC AND 

VIBRATIONAL CONTRIBUTIONS TO ENTHALPIES

H-bonds may be characterized by various quantities, such as their enthalpies of formation,
or their X�Y equilibrium distance, or, better, the wavenumbers of the centres of some of
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their characteristic spectral bands. Although it will appear at the end of this section that the
enthalpies, 
H, of H-bonds are not the best quantity to characterize them, we examine in
this section a peculiarity of their own: the contribution to these enthalpies of vibrations.
The main contribution to enthalpies of covalent bonds arises from rearrangements of elec-
trons in new nuclear geometries. After such rearrangements molecular vibrations are
somewhat modified, but with only relatively small changes of their energies. C�H groups,
for instance, roughly keep their frequencies of vibrations, whatever be the molecule they
are part of. The vibrational energies have consequently small relative contributions in the
enthalpies of formation of covalent bonds. This is not so for H-bonds that see one vibra-
tion, the stretching X�H vibration ns, described in detail in Chs. 4 and 5, strongly modi-
fied by the establishment of an H-bond, X�H�Y. It implies a vibrational contribution to
enthalpies of H-bonds that we examine in this section. We do it considering an isolated
(intermolecular) H-bond and writing the minimum number of equations to make this point
understandable. These equations rely on general principles of quantum description of mol-
ecules such as the Born–Oppenheimer separation of electrons and nuclei that we briefly
comment upon. They are written in an intuitive form that is more rigorously established in
Chs. 5 and 7. They allow establishing eq. (1.7) from which conclusions are drawn.

The enthalpy 
H of an isolated H-bond is defined as the enthalpy of the reaction:

(1.1)

It is equal to

(1.2)

where EX�H�Y is the total energy of the H-bond X�H�Y, EX�H and EY are the total ener-
gies of the X�H and Y molecules when they are separated by a long distance and conse-
quently do not establish H-bonds. The corresponding quantities are
the thermal averages of these quantities. The calculation of EX�H�Y requires first calculat-
ing the energy V(q,Q) of the ground electronic state of the complex X�H�Y that is pre-
cisely defined in eq. (7.A4) of the appendix of Ch. 7. It depends on the relative positions
of the atoms of the H-bond. These positions are defined by coordinates q for the X�H dis-
tance and Q that represents the three “intermonomer coordinates” that define the relative
positions of X�H and Y in X�H�Y. These intermonomer coordinates Q consist of the
X�Y distance Qs and of two angular coordinates that are defined in more detail in Ch. 2,
Figure 2.1. Vibrations other than those represented by these coordinates are present in the
X�H�Y system. We suppose they are little affected by the formation of the H-bond,
a supposition that will indeed be revealed as realistic. Following eq. (1.2) they consequently
have no contribution in 
H, as they equally contribute to EX�H�Y and to either EX�H or EY.
In the Born–Oppenheimer approximation of separation of rapid electrons and slow nuclei
of the molecules, which is examined in more detail in Ch. 7 and which is nearly always a
very good approximation for molecules and molecular complexes, V(q,Q), the energy of
the ground electronic state acts as the potential energy for vibrations q and Q. The total
average energy of the H-bonded complex X�H�Y is then

(1.3)E V q Q V V q Q E Eq QX H Y HB
HB

� � � � � �� ( , ) ( , )0 0 0 0

E E EX H Y, X H Y and� ��


 � � �� �H E E EX H Y X H Y�

X H Y X H Y� � �� �
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where q0 and Q0 are values of q and Q for which the electronic energy V(q,Q) is minimum.
is the average thermal energy of vibrations around these equilibrium values that decom-

poses into the sum of an average energy of the stretching vibrations of the H-atom
(coordinate q � q0) plus an average energy E

–
Q of the three intermonomer vibrations of the

X�H�Y complex (coordinates Q�Q0). This decomposition naturally occurs in the harmonic
approximation that is valid for nearly all molecules when vibrational amplitudes are small.
It is still valid in the case of H-bonds that display a strong anharmonic coupling between
q and the Qs, a characteristic feature of all H-bonds described in Chs. 4 and 5. As excited
states of the stretching vibration of the H-atom (q � q0) have energies above the ground state
of this vibration that are much bigger than kT at room temperature, only the ground state of
this vibration is populated. It implies that is equal to the energy of the ground state for the
vibration in q � q0.

In a similar way, the thermal averaged energy of the system composed of the two far-away
X�H and Y molecules may be written as

(1.4)

where V(q0, �) is the energy of the ground electronic state for both molecules X�H and Y
when they are separated by a very great distance Qs, which is equivalent to writing Q equal
to infinity, as, in this case, the two other angular intermolecular coordinates have no influ-
ence on the energy of the system. is the energy of the stretching vibration q of X�H
alone, which is, for the same reason as above, equal to the energy of the ground state of
this vibration. It is different from , a difference that reflects the strong effect the for-
mation of an H-bond has on this vibration. The last term of eq. (1.4) is the average ther-
mal energy of the three relative translations or rotations of the two independent moieties
X�H and Y. The position of each component X�H and Y is defined by three coordinates,
which make six coordinates for the set X�H � Y. However, three of them are for the cen-
tre of gravity of this set. We do not write them in eq. (1.4) because they are exactly coun-
terbalanced in the value of 
H by a similar not written term in eq. (1.3), which represents
the average energy of the centre of gravity of the X�H�Y complex. It is equivalent to con-
sidering centres of gravity of both X�H�Y and the set X�H � Y as fixed. The enthalpy

H is then equal to

(1.5)

The first two terms define the enthalpy gain due to the rearrangement of the electrons
when the H-bond is formed. They constitute the preponderant term in 
H. When the H-bond
X�H�Y is stretched, that is the X�Y distance is increased with respect to its equilibrium
value, the corresponding change in energy due to the rearrangement of electrons becomes
V(q0,Qs) � V(q0, �) where Qs is the X�Y distance that is also the coordinate of the stretch-
ing intermolecular vibration of the X�H�Y complex. It is one of the three intermolecular
coordinates of the complex represented in the preceding equation by Q. In Figure 1.5 the
shape of this quantity is drawn; supposing the two other angular intermolecular coordi-
nates are fixed at their equilibrium position, we can keep X�H�Y linear. It takes on the
form of a potential well. The depth of this well, which is the object of calculations of the
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electronic structure of H-bonds at fixed atomic distances, is often labelled De. It is also
called the binding energy of the H-bond. It is equal to �{V(q0,Q0) � V(q0, �)}.

As evident from eq. (1.5) this binding energy is not equal to 
H, even if it is the pre-
ponderant term. The energy involved in the third and fourth terms of eq. (1.5) is equal to
the difference of the energies of the ground vibrational states of the stretching vibrations
of the H-atom, defined by coordinate q, in X�H�Y and X�H. It is, in a good approxima-
tion, equal to

(1.6)

where v’s are equal to vibrational frequencies n’s multiplied by 2� and � � h/2� with 
h being the Planck’s constant (see the appendix). Subscript c with v’s and n’s in eq. (1.6)
implies values at centres of the bands and as before superscripts “HB” and “free” are for
X�H�Y and X�H, respectively. We shall see in Ch. 4 that these stretching vibrations 
in X�H�Y are at the origin of exceptionally broad bands. The frequencies of their
centres strongly depend on the strength of the H-bond. For a medium-strength H-bond of
the type �O�H�O�, it corresponds to a wavenumber around 3000 cm�1, where, as defined
in the appendix of this chapter, wavenumbers are equal to frequencies divided by c, the
velocity of light. For nearly all free O�H groups with no H-bonds, stretching O�H vibra-
tions are at the origin of relatively narrow bands in the vicinity of 3600 cm�1. For a
medium-strength H-bond, we therefore have
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Figure 1.5 Schematic shape V(q0,Qs) � V(q0,�) of the electronic contribution to the enthalpy 
H of
an H-bond X�H�Y. The intermolecular coordinate Qs is the distance X�Y, and q0 is the equilib-
rium X�H distance. The two other intermolecular coordinates are set at their equilibrium values.

CH001.qxd  1/11/2007  3:41 PM  Page 15



As defined below, the enthalpy of such an intermediate-strength H-bond is of about �20
to �40 kJ mol�1, out of which some �3.6 come from vibrations. Without being prepon-
derant this contribution due to stretching vibrations of H-atoms is consequently not negli-
gible. The contribution of intermolecular vibrations, represented by the last two terms of
eq. (1.5), is markedly smaller and in this rapid evaluation may be neglected. This is not
possible in the case of Van der Waals complexes where, in opposition to H-bonds, the third
and fourth terms of eq. (1.5) are negligible, whereas the last two terms, which contribute
less than the first two at low temperature, become preponderant above a certain tempera-
ture, implying disruption of the complex.

Some confusion exists in the literature between the various energetic quantities we have
defined above for H-bonds. This is because different experimental or theoretical methods
often measure or calculate different quantities. Thus, theoretical methods most often con-
sider the binding energy De. It is not equal to the enthalpy of formation of H-bonds, as it
neglects the vibrational non-negligible contribution. Also, thermodynamic methods, such as
for instance calorimetry, measure values of 
G of a set of H-bonds that differ from 
H by
the presence of an entropy term �T
S. This last term is often small in solids, somewhat
greater in liquids, but may become important in gases where the disorder that is character-
ized by this term is great. We shall see in this book other methods, such as IR spectroscopy
(Chs. 4 and 5), X-ray (Ch. 3) spectroscopy, etc. from which thermodynamic quantities can
be extracted, which may be 
H, 
G or other quantities. All this means that great care
should be taken when one compares values of thermodynamic quantities obtained by vari-
ous methods. A typical example is the enthalpy of H-bonds in ice, which has been found to
vary (10) between �3 and �6 kcal mol�1. All measurements were precise, at least precise
enough that this discrepancy could not be assigned to errors. But not all referred to 
H, and
this is still the case with many thermodynamic quantities in the literature.

We may conclude from this section on thermodynamics of H-bonds that the enthalpy of
formation, 
H, of an H-bond, which is in principle the quantity that characterizes an 
H-bond and which has been the object of many early measurements (10, 18), is in practice
a quantity that is not so well defined and measured. It exhibits sufficiently great imprecision
that it is not a quantity we shall retain to characterize an H-bond. We shall see that geo-
metrical parameters we describe in Ch. 2 or, better, spectroscopic parameters we describe
in Ch. 4, provide much more accurate characterizations of H-bonds.

EXAMPLES OF WEAK, INTERMEDIATE AND STRONG H-BONDS

Following the values of their enthalpies of formation, 
H, H-bonds are roughly classified into
three categories: weak, intermediate (or medium-strength) and strong H-bonds. We illustrate
this classification by few selected examples.

Weak H-bonds

Weak H-bonds are for instance “� hydrogen bonds” that have acceptors that are not atoms
with nonbonding orbitals, but a set of atoms with polarizable orbitals such as �-orbitals
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extending, for instance, over aromatic systems. Such an H-bond is drawn in Figure 1.6 in
the form of a water molecule, H2O, as a donor and a benzene ring as an acceptor. The bind-
ing energy De of such a complex trapped in Ar solid matrices at very low temperatures has
been evaluated to be around 2 kcal mol�1 (about 8 kJ mol�1) by microwave spectroscopy
(19). The distance between the O-atom of the H2O molecule and the centre of the benzene

Examples of Weak, Intermediate and Strong H-Bonds 17

Figure 1.6 Examples of weak, intermediate and strong H-bonds. The strong H-bonds that 
involve F�H and a noble gas can adopt the two forms drawn in the bottom, middle and right-hand
side (27).
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ring has been measured equal to about 3.3 Å, with both H-atoms of the H2O molecule
pointing towards the benzene ring. By photoionization of a mixture of benzene and water
molecules in a supersonic expansion beam, a value for De equal to about 3.3 kcal mol�1

(13.8 kJ mol�1) (20) has been measured. Other authors (21) calculated a value of about
3.9 kcal mol�1 (16.3 kJ mol�1) for this complex. Mass spectrometry of a cooled beam of 
a similar system where the H2O molecule has been replaced by a phenol molecule gives 
a binding energy De of about 4 kcal mol�1 (16.7 kJ mol�1) (22). IR spectra of similar systems
reveal that this energy remains the same when the benzene acceptor is replaced by other
molecules that also exhibit �-orbitals (23), such as an alkyl molecule containing a CH�CH
group or an acetylenic molecule containing C�C group.
More common weak H-bonds are found in simple molecules such as ammonia, NH3;
water, H2O; or methanol, CH3OH. The enthalpies 
H of homogeneous H-bonds formed
with these molecules are thus of about �3.5 kcal mol�1 (�14.6 kJ mol�1) in the ammonia
dimer, of about �5 kcal mol�1 (�21 kJ mol�1) in the water dimer and of about �4 kcal mol�1

(�16.7 kJ mol�1) for the methanol dimer (10, p. 212). These H-bonded dimers are shown
in Figure 1.6. Heterogeneous H-bonded dimers formed by mixtures of these various mol-
ecules, for instance H2O as donor and NH3 as acceptor, have enthalpies of comparable
magnitudes. The absolute values of these enthalpies are of the order of 5 kT to 10 kT at
300 K. As a consequence, the corresponding H-bonded complexes are stable at room tem-
perature. They can, however, easily be disrupted or transformed, and their formation is
reversible. It is therefore not so very surprising that we shall have to deal with weak H-bonds
in liquid water, where their extremely great density is at the origin of exceptional physical
and chemical properties, or in aqueous media that also displays particularly original chem-
ical properties. In biomedia, which are a very special type of aqueous media, they are at
the origin of the precisely defined sophisticated molecular complexes that we examine in
Ch. 2. These complexes are stable but at the same time they are flexible, evolutive and
adaptable, a set of properties that covalent bonds are unable to provide. It is not a surprise
then if weak H-bonds are often encountered in biomedia.

Medium-strength H-bonds

The absolute values of enthalpies of medium-strength H-bonds extend from 5 to
10 kcal mol�1, that is from 20 to 40 kJ mol�1. Two typical examples of such intermediate
H-bonds are drawn in Figure 1.6. The first one consists of the centrosymmetric cyclic dimers
of carboxylic acids that are found in vapours of these acids, where they are in equilibrium
with monomers with no H-bonds. These particular dimers are stable, with a well-defined
structure, and are moreover easy to manipulate. All throughout this book we shall encounter
them. They are excellent models of H-bonds. The enthalpies of formation of acetic acid
dimers are found equal to 
H � �7.5 kcal mol�1 � �31.4 kJ mol�1 for one H-bond, and
also for one D-bond, as deduced from analyses of IR spectra (24, 25). Corresponding val-
ues for formic acid are slightly smaller. A second example is given by phenol-amine bonds

�O�H�N�. For phenol triethylamine, 
H has been found in the vicinity of �9 kcal mol�1

(�38 kJ mol�1) (18). These are bonds that may be qualified as strong H-bonds by bio-
chemists, who compare these bonds to the average H-bond strength of the hyperdeveloped

18 1. The Hydrogen Bond: Formation, Thermodynamic Properties, Classification

CH001.qxd  1/11/2007  3:41 PM  Page 18



H-bond network they are working with, that is the H-bond network of biomedia strongly
developed by H2O molecules. The average strength 
H of this H-bond network 
falls around �5 kcal mol�1 (�21 kJ mol�1), as mentioned above. Such an H-bond with

H � �9kcalmol�1 is consequently stronger. For chemists it nevertheless remains an inter-
mediate H-bond, because stronger bonds have been isolated.

Strong H-bonds

Strong H-bonds with |
H| greater than 10 kcal mol�1 (40 kJ mol�1) are scarce. A few exam-
ples are nevertheless known. They often imply charged acceptor groups and have been
observed in crystals. Thus acid salts of either carboxylic or carbonic acids have |
H| that
varies between 10 and 20 kcal mol�1, that is between 40 and 80 kJ mol�1. Their structure 
is drawn in Figure 1.6. A neutral form of trichloracetic acid as a donor and trioctylphos-
phine oxide as an acceptor has also been reported to display an enthalpy of formation of
�29 kcal mol�1 (�120 kJ mol�1) (26). Other strong H-bonds imply F�H in various forms.
The strongest H-bond ever detected is F�H�F� which displays a 
H equal to about
�37 kcal mol�1 (�150 kJ mol�1) (2). It is the energy of a covalent bond and the electronic
structure of this complex that make it a molecule where the H-atom is indeed divalent.
More recently, strong H-bonds implying F�H and some noble gases such as Ar, Kr or Xe
have been identified. Their structure is also drawn in Figure 1.6. Their 
H has been cal-
culated to fall between �13 and �18 kcal mol�1 (between �54 and �75 kJ mol�1) (27).
In opposition to preceding strong H-bonds they are not charged complexes.

NONCONVENTIONAL H-BONDS

We have seen above that H-bonds are formed between a molecular donor group, typically
�O�H or �N�H, which displays an appreciable electric dipole moment, and an acceptor
group that displays a polarizable part, most of the time a lone pair of electrons in a non-
bonding orbital. C�H groups exhibit in their great majority no dipole moment and no non-
bonding orbitals. They are consequently thought to be neither H-bond donors nor H-bond
acceptors. There exist, however, molecules where these C�H groups display an apprecia-
ble dipole moment. This is the case, for instance, of hydrogen cyanide H�C�N, where the
difference of electronegativity of atoms N and C is at the origin of this important electric
dipole moment. It makes H-bonds established by such C�H groups possible, and dimers
of hydrogen cyanide of the form N�C�H�N�C�H are known that display a H�N dis-
tance of about 2.1 Å, smaller than the sum of Van der Waals radii of H- and N-atoms. This
is also the case of some molecules such as chloroform CCl3H or chlorofluoroforms with
same formula with one or several Cl-atoms replaced by F-atoms. Upon addition of mole-
cules such as cetones or diesters that exhibit acceptor groups of H-bonds, a clear deviation
from the “ideal behaviour” can be detected. The ideal behaviour is that of a mixture of dif-
ferent gases that obeys the perfect gas law. More recently, H-bonds with calculated bind-
ing energies De ranging around somewhat less than 4 kcal mol�1 (16 kJ mol�1) (28, 29) have
been detected by IR spectroscopy with C�H groups of these chlorofluoroforms as H-bond
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donors and the O-atom of either dimethyl ester CH3�O�CH3 or of acetone CH3�CO�CH3

as acceptors, or with pentachlorocyclopropane as donor (30). Also the splitting into two
bands of the C�O stretching band in cyclopentanone in its liquid or solid state has recently
(31) been reassigned to the existence of a weak C�H�O�C interaction in these con-
densed states with a 
H of about �1.4 kcal mol�1 (�6 kJ mol�1). It explains the difference
with gaseous cyclopentanone where the C�O stretching band exhibits a single component.

There is consequently no doubt that C�H groups may interact with usual H-bond recep-
tors such as O-atoms of esters or carbonyl groups. Should such an interaction be called an
H-bond? The answer is not straightforward and is the object of many discussions that
started about 35 years ago (32). The corresponding interactions are therefore (momentarily?)
called “unconventional H-bonds” to distinguish them from usual H-bonds X�H�Y with
X�H, a classical polar group. Except in the particular cases where the C-atom of these 
CH groups is covalently bound to a strong electron-withdrawing atom such as N in hydro-
gen cyanide, or Cl and F in chlorofluoroforms or other compounds, these bonds have ener-
gies weaker than any H-bond. Such weak energies are very hard to measure, and only IR
spectroscopy has enough sensitivity to H-bonds to allow deciding whether a weak interac-
tion exists or not. Unfortunately, these unconventional H-bonds affect IR spectra in a way
most of the time opposite to the way all conventional H-bonds display, which is charac-
terized by a dramatic increase of the integrated intensity of the stretching band ns of the 
H-atom upon establishment of an H-bond, an increase that is always accompanied, as
described in Ch. 4, by an important shift of the centre of this band towards lower wavenum-
bers. In molecular complexes with unconventional H-bonds, integrated intensities of
stretching C�H bands are smaller than in the absence of interaction and most of the time the
shift of their centre is towards higher wavenumbers. Such unexpected shifts towards higher
wavenumbers occur even with most (but not all) chlorofluorocarbons we have seen to clearly
reveal the presence of an interaction. Furthermore, the integrated intensities of the CH stretch-
ing bands increase for some of them upon formation of an unconventional H-bond while
it decreases for others, so that no correlation between shift and integrated intensity of this
band (29) can be put into evidence as in the case of classical H-bonds.

Beyond the existence of a well-established interaction between polar C�H groups and
H-bond receptor groups (33), one may wonder whether such an interaction established by
C�H groups that are not especially polar is anecdotic or commonly encountered. Thus
some crystallographers consider that it exists for amino acids where many C�O distances
of 2.6 Å are measured, just at the edge of the sum of Van der Waals radii and may conse-
quently reveal a systematic interaction. Also, quantum chemists (16, 34) explain the shift
towards higher wavenumbers as having the same origin as that towards lower wavenum-
bers in classical H-bonds, with nevertheless a supplementary electronic rearrangement in the
case of C�H groups that cause this inverse trend. Ab initio calculations of the energy of for-
mation of formamide (see Figure 2.4) and N-methyl acetamide dimers reveal the formation
of a classical N�H�O�C H-bond of about �7 kcal mol�1 (�29 kJ mol�1) to which about
�1 to �2.5kcalmol�1 (�4 to �10kJmol�1) should be added that comes from a C�H�O�C
interaction (35). Other crystallographers conversely consider such a nondirectional inter-
action as nonexistent. It does not exist for many spectroscopists either: classical X�H�Y
H-bonds exhibit dramatic effects in IR spectroscopy, as described in Ch. 4. Their absence in
the case of unconventional C�H� interactions, or their weak amplitude most often in an
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opposite direction, is a sufficiently clear criterion to exclude them from H-bonds. The
problem of the existence of unconventional H-bonds remains consequently open.

H/D SUBSTITUTIONS IN H-BONDS

The H-atom may easily be replaced by its isotopic equivalent, the deuterium D-atom,
sometime written 2H. The latter, whereas scarcely encountered, has the advantage of clearly
indicating that the only difference between H- and D-atoms lies in their nuclei: whereas
the nucleus of the H-atom is composed of a single proton, that of the D-atom has a neu-
tron in addition to the proton. The two nuclei have accordingly a different mass: that of D
is twice that of H. But they have the same charge. In consequence, the electronic structures
of both H- and D-atoms are exactly the same. This remains true when these atoms are parts
of molecules and their electrons are found in s-orbitals. As we have seen that the origin of
H-bonds has a pure electric character, only ruled by Coulomb interactions between vari-
ous charges, we see that a “deuterium” bond (D-bond) X�D�Y has the same electronic
structure as its homologous H-bond X�H�Y, with same energy V(q0,Q0), defined in eq. (1.3).
This is also true of the electronic structures of X�H and X�D that have same energy V(q0, �).
The binding energy defined above, De � �{V(q0,Q0) � V(q0,�)} of a D-bond is conse-
quently the same as that of its homologous H-bond. It stresses the interest of this quantity
that is otherwise the quantity that easily comes out of quantum calculations of electronic
structures.
These binding energies being the preponderant quantities that enter values of enthalpies of
H-bonds, we may deduce that enthalpies of H-bonds are nearly the same as those of their
homologous D-bonds—nearly the same, but not identical, because the terms due to
stretching vibrations of the H-atom, , in eq. (1.5) are not the same in an H-bond
and in a D-bond. These differences between H-bonds and D-bonds are examined in more
detail in Ch. 7, as a H/D substitution often conveys original information on H(D)-bonds.
We do not reproduce them here, but we only indicate that for an intermediate-strength 
H-bond with total enthalpy of about �20 to �40 kJ mol�1, the contribution of this stretching
vibration of the H-atom amounts to about �3.6 kJ mol�1 (eq. (1.7)). In a D-bond frequen-
cies of stretching vibrations of D-atoms are, in a first approximation, equal to those of an
H-bond divided by , the square root of the ratio of D to H masses. As a consequence,
the contribution from these vibrations is also divided by . The difference of enthalpies
between an H-bond of medium strength and the corresponding D-bond is therefore:

(1.8)

It therefore represents a percentage of the enthalpy of the H- or D-bond. This quantity
is still reduced for a weak H-bond as found in most aqueous media for which the centre 
of the O�H stretching band falls now around 3400 cm�1. We may conclude that isotopic
effects displayed by H-bonds are small for what concerns thermodynamics and geometry.
As shown in more detail in Ch. 7, this is not so for dynamical properties of H-bonds, par-
ticularly transfers of protons or of H-atoms examined in Ch. 6, which drastically vary
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when a D-atom replaces the H-atom of an H-bond. It implies that if a H/D substitution 
has limited effects in physics and chemistry, this is not at all so in biology, where such 
a substitution has nearly always lethal consequences.

APPENDIX: ENERGIES AND RELATED QUANTITIES

In the international unit systems energies are expressed in joules (J). This is not a practi-
cal unit for molecular systems. We shall therefore encounter in this book other units, such
as the electron-volt (eV), which is related to joule by the equation

E � 1 eV � 1.60 � 10�19 J (1.A1)

The eV is well adapted to electronic transitions between outer orbitals of atoms or mol-
ecules that correspond to energies of the order of a few eV. For H-bonds that are weaker
bonds than covalent bonds, other units, such the kilocalorie per mole or kilojoule per mole,
are often encountered. They are related to eV by the equations:

E � 1 eV � 23.04 kcal mol�1 � 96.3 kJ mol�1 (1.A2)

Other quantities of a different nature and consequently with different units, such as tem-
perature, frequencies or wavenumbers, may also be proportional to exchanges of energies.
Thus energies of thermal fluctuations are expressed in terms of kT, with the Boltzmann
constant k � 1.38 � 10�23 J K�1. Quanta of energies carried by an electromagnetic wave of
frequency n are equal to hn with the Planck’s constant h � 6.626 � 10�34 J s. They are by
definition the energies of photons, the names of these quanta. In this book, we do not char-
acterize electromagnetic waves by their frequencies, expressed in Hz, but rather charac-
terize them by their wavenumbers expressed in cm�1. One wavenumber is the number of
wavelengths in the unit distance l0 � 1 cm � 10�2 m. It is defined as

(1.A3)

where l is the wavelength of the electromagnetic wave, expressed in meters, and c�2.998�
108 m s�1 the velocity of light. Let us note that eq. (1.A3) may be simply written 
if we express c in cm s�1. This is true for subsequent equations that exhibit this factor 102.
This formulation is used in figures of various chapters of this book.

From all these definitions we conclude that an energy E � 1 eV has equivalent temperature
TeV, equivalent frequency neV and equivalent wavenumber that verify the equation:

(1.A4)

with TeV � 11,600 K, � 8054 cm�1 and neV � 241 THz (1 THz � 1012 Hz). It defines the
correspondence between eV, K and cm�1. We shall not use in this book the correspondence
with THz, which may nevertheless be encountered in microwave experiments. It should be,
however, kept in mind that correspondence does not mean equality, as these various quan-
tities have not the same dimensions and are consequently not expressed in the same units.
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From the definition of wavenumbers in eq. (1.A3) we deduce another correspondence
that, although neither used in this book, may be useful having in mind. Thus

(1.A5)

implies

(1.A6)

which means that an electromagnetic wave with wavenumber 1 cm�1 has a frequency in 
a close vicinity of 30 GHz. We have already seen the photon emitted or absorbed by such
a wave has an energy of 1/8054 eV. In the following, we shall often encounter in vibra-
tional potentials the quantity v � 2�n instead of n. The quantum of vibrational energy in
the harmonic approximation is then hn � �v with � � h/2p � 1.055 � 10�34 J s.
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– 2 –

Geometrical Properties of H-Bonds and 

H-Bonded Organized Supramolecular

Structures

GEOMETRIES OF H-BONDS AT EQUILIBRIUM

In the preceding chapter thermodynamic properties of H-bonds have been examined. 
In this chapter their geometrical properties are described and related to thermodynamic
properties. The appearance of well-defined fundamental supramolecular structures of
macromolecules, a consequence of the special geometrical and thermodynamic properties
of H-bonds, is then examined in the form of a description of some illustrative examples.
The relative positions of X�H and Y in an H-bond X�H�Y are defined by three “inter-
monomer coordinates”, labelled Q throughout this book. Q encompasses Qs, the X�Y dis-
tance when the H-bond is in its linear conformation, and two angular coordinates u and w
(Figure 2.1) for the relative orientation of the acceptor group Y with respect to X�H. When
the donor group of X is, for instance, a �C�O�H group that establishes an H-bond
�C�O�H�Y, u is the angle of projection of the �O�H�Y group on the C�O�H plane and
w is the angle of the projection perpendicular to this plane (Figure 2.1). In some cases it is
preferable to substitute Cartesian coordinates Qu and Qw to these angular coordinates. They
are equal to these angles multiplied by a distance, for instance the H�Y distance, equal
to (Qs � q) when u and w are small. When u and w are no longer small, as is often the case

25

Figure 2.1 Definitions of intermonomer coordinates of an H-bond �C�O�H�Y. The C�O�H group
defines the plane of the diagram. The in-plane angle u is that of the O�H direction with the projec-
tion of H�Y on this plane. The out-of-plane angle w is that of the O�H direction with the projec-
tion of H�Y perpendicular to this plane. Qu and Qw are Cartesian coordinates equal to angles u and
w multiplied by a distance (see text, or see Ch. 4).
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for such a small molecule as H2O, for instance, several choices for this distance, and con-
sequently for Qu and Qw, are possible.

In this chapter we focus on the equilibrium values Q0, u0 and w0 of the three coordinates
Qs, u and w, respectively. They define the geometries of H-bonds X�H�Y at equilibrium.
Departing from these equilibrium positions provokes the appearance of “intermonomer”
vibrations that are examined in Ch. 4. The coordinate of the “stretching intermonomer”
vibration is then Qs � Q0 and those of the two “bending intermonomer” vibrations are u � u0

and w � w0.

Equilibrium angles u0 and w0

These angles have been measured by X-ray diffraction for H-bonds found in crystals. The
histograms of a series of several hundreds of such H-bonds (1) that had been examined
around 30 years ago show that the distribution of equilibrium “solid angles” is a Gaussian
distribution centred around 0 and having a width of about 15�. In other words, the average
H-bond examined is directional and linear within about 15�, that is the three atoms A, H
and B of the �A�H�B� complex are on an average positioned on a straight line at their
equilibrium position, with a mean square deviation of 15�. This directionality is a funda-
mental property of H-bonds. It differentiates H-bonds from Van der Waals interactions that
do not exhibit this property, at least at room temperature. It allows for building well-
defined supramolecular structures. Some important structures are described later in this
chapter. The H-bonds involved in these special structures are weak H-bonds that we have
seen in the preceding chapter to have energies of formation of about 5–10 kT at room tem-
perature. These supramolecular structures are consequently stable at room temperature but
exhibit flexibility, capacities of evolution and adaptability because H-bonds, their cement,
can be easily disrupted at the cost of energy that can be provided by thermal fluctuations.
Covalent bonds are also directional and offer an even greater stability. They are, however,
very stiff, offering only possibilities of rotations around �-bonds and are consequently
unable to provide enough flexibility and capacities of evolution or adaptability at room
temperature. Van der Waals interactions offer no stability, as they are too easily disrupted
at room temperature. With their directionality and their enthalpies of about 5–10 kT at room
temperatures, H-bonds are consequently the only type of chemical interaction that can
offer both stability and flexibility, two properties that are necessary in molecular biology.
We begin to see the origin of their importance. We shall also see later in Ch. 6 that another
property of their own strongly enhances their importance.

Some authors have postulated the existence, beside ordinary H-bonds, of “bifurcated 
H-bonds” or “three-centre H-bonds” that can be occasionally encountered and consist of a
single X�H donor group that simultaneously interacts with two acceptor groups Y and Y�.
These multicentred H-bonds lose the properties of directionality of ordinary H-bonds. These
authors are mainly crystallographers (2; pp. 136–146) who measured, by X-ray or neutron
diffraction, distances X�Y and X�Y� that are nearly the same in an appreciable number of
systems. The existence of such H-bonds has never been experimentally put into evidence
by other techniques, particularly IR spectroscopy, the most sensitive method to observe 
H-bonds (Chs. 4 and 5). It has been occasionally used as an ad hoc explanation of some
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otherwise poorly understood results, especially in the case of the exceptional physical
properties of liquid water. Bifurcated H-bonds are consequently a concept that has not con-
veyed the proof of its validity and the arguments given by X-rays and neutron diffraction
experiments are weaker than they may appear, owing to the difficulty X-ray encounters in
detecting H-atoms and other types of difficulties neutrons encounter with the relatively
small coherent scattering factor of these H-atoms with respect to their great incoherent
ones (see Ch. 3). This finding of equivalent X�Y and X�Y� distances may indeed be due
to a pure dynamic effect: the X�H group alternatively establishes H-bonds with neigh-
bouring Y and Y� molecules, making a kind of flip-flop motion between the two equiva-
lent H-bonds X�H�Y and X�H�Y�. We expect such a behaviour to be quite natural in
the case of a molecule such as H2O that has such a small moment of inertia that it exhibits
an especially rapid rotational dynamics, with characteristic time of the order of 1 psec
(10�12 sec) (Chs. 4 and 9). In these conditions, scattering techniques see the average struc-
ture. Such a situation would then correspond to the existence of two energetically equiva-
lent possibilities of establishing H-bonds, with two equivalent equilibrium positions. These
equilibrium positions would, however, each correspond to two directional H-bonds
between which the X�H group would oscillate. It is not consequently a bifurcated H-bond
where neither the X�H�Y nor the X�H�Y� angle is zero.

Equilibrium distances Q0

For all H-bonds the X�Y equilibrium distances Q0 decrease with the strengths of the 
H-bonds as defined by their enthalpies �H. For an �O�H�O� bond this distance varies
between 2.95 Å for a very weak H-bond to 2.5 Å for a very strong H-bond. For an
�N�H�O� bond these distances become 3.1 Å for a weak H-bond and 2.6 Å for a strong 
H-bond. For an �N�H�N� bond these distances are 3.2 and 2.7 Å, respectively. Distances
of other H-bonds X�H�B� with X, a halogen, and the receptor atom B, either an O- or 
N-atom, have been precisely measured in gases by microwave or IR spectroscopy, as
described in Ch. 3. In this gas state these H-bonds are isolated. Some typical values for
X�B distances are given in Table 2.1, together with corresponding values for �H. For 
H-bonds in solution with such an apolar solvent as CCl4, relatively precise values of Q0

can be indirectly deduced from IR spectra, as shown in Ch. 4. Some of these distances
determined using this method are displayed in Table 2.2, together with corresponding �H
values measured by calorimetry or by IR. In both Tables 2.1 and 2.2 it clearly appears that
the stronger the H-bond, the shorter is its equilibrium distance Q0. It implies that a short
Q0 corresponds to a strong H-bond. This is, however, true for intermolecular H-bonds. In
the case of intramolecular H-bonds, short Q0s may also be the consequence of strong ster-
ical constraints of the covalent bonds. The consequence is that for a given value of Q0 one
may find H-bonds with various �H values, which extend from weak to strong H-bonds.
Shortening of H-bonds is consequently not correlated with increasing enthalpy of forma-
tion in these intramolecular H-bonds.

In the preceding chapter, it has been shown that characterizing H-bonds by their �H
values conveyed many uncertainties. In some cases, for instance crystals with H-bonded
molecules, Q0 distances are relatively easy to measure. The same is true of H-bonds in
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gases where microwave spectroscopy allows relatively precise measurements of moments
of inertia of H-bonded complexes from which fairly precise values of Q0 can be deduced.
It is then tempting to better characterize H-bonds by their Q0 distances, a quantity meas-
ured with a better accuracy. We shall furthermore see in Ch. 4 that one of the most power-
ful and general method to observe H-bonds is IR spectroscopy, a method that can be
routinely used in most laboratories. It allows us to rapidly deduce the value of Q0 from 
the wavenumber of the centre of the ys band of this H-bond. Q0 is consequently a better
characteristic quantity for an H-bond than is its �H value.

28 2. Geometrical Properties of H-Bonds

Table 2.1

Enthalpies �H and equilibrium distances Q0 of some isolated H-bonds in gases

H-bond X�H�B �H (kJ mol�1) Q0 (Å)

Cl�H�NH3 –6.8 3.1
Br�H�NH3 –7.3 3.25
F�H�NH3 –13 2.7
F�H�N�C�R –21 2.8
F�H�OH2 –26 2.7
F�H�O(CH3)2 –43 2.6
(HCOOH)2 –2 � 30 2.7
(CH3COOH)2 –2 � 31.4 2.7

For H-bonds with NH3 as the acceptor, values for �H are calculated (14) while values for Q0 are experimental
values deduced from microwave spectroscopy (14–16), as described in Ch. 3. For H-bonds with F�H as donor
and various acceptors other than NH3, and also for carboxylic acid dimers, �H comes out of the measurement of
the equilibrium constant between separated monomers and H-bonded dimers by IR or microwave spectroscopy,
and Q0 is directly measured using these methods (17) otherwise described in Chs. 3–5. Acetic and formic acid
cyclic dimers are shown in Figures 1.6 and 4.4.

Table 2.2

Enthalpies of formation �H and equilibrium distances Q0 of a selection of H-bonded dimers in
solution in CCl4

H-bonded dimer H-bond formula �H (kJ mol�1) Q0 (Å)

Ethanol�dioxane CH3�O�H�O�(CH2�CH2)2�O –13 2.95
Methanol�acetone CH3�O�H�O�C�(CH3)2 –15 2.95
Ethanol�acetone C2H5�O�H�O�C�(CH3)2 –15 2.95
Ethanol�dimethylformamide C2H5�O�H�O�CH�N�(CH3)2 –16 2.85
Phenol�acetonitrile C6H5�O�H�N�C�CH3 –18 2.8
Phenol�dioxane C6H5�O�H�O�(CH2�CH2)2�O –20 2.75
Phenol�diethylether C6H5�O�H�O�(C2H5)2 –21 2.75
Phenol�pyridine C6H5�O�H�NC5H5 –29 2.7
Phenol�triethylamine C6H5�O�H�N(C2H5)3 –36 2.65

Values for �H are those given by Ratajczak et al. (18). Values of Q0 are calculated from centres of ns IR bands
given in the same reference (18) using Novak’s curve for �O�H�O� H-bonds (Figure 4.5).

CH002.qxd  1/11/2007  3:42 PM  Page 28



Equilibrium distances q0

These are the O�H or N�H equilibrium distances in H-bonds �O�H�Y or �N�H�Y. This
distance is of 0.95 Å (1, 2; p. 95) for a free O�H group that does not establish an H-bond
and of somewhat less than 1 Å for a free N�H group (1). This distance is slightly elongated
by the establishment of an H-bond, thus reaching a value of 1 Å for a medium-strength
�O�H�O� bond with corresponding O�O distance of 2.6 Å and reaching a value of 1.1 Å
for a strong �O�H�O� bond such as that encountered in acid salts shown in Figure 1.6
with corresponding O�O distance of 2.5 Å. In this latter case the H-atom comes close to
the middle point between the two O-atoms. This increase of the X�H distance with the
strengths of the H-bonds X�H�Y is quite general. It is very well taken into account by
the theory that considers the H-bond as mainly resulting from a transfer of electronic den-
sity from the nonbonding orbital of Y to the antibonding orbital �* of the X�H group (3).

ORGANIZED SUPRAMOLECULAR STRUCTURES 

OF MACROMOLECULES

We have seen above that the conjugation of structural and thermodynamic properties of
weak H-bonds, namely their directionality combined with their enthalpies of about 5–10 kT
at room temperature, allows building well-defined molecular structures that combine sta-
bility with flexibility and adaptability or evolution. Such structures are most important in
the organization of macromolecules, especially biomacromolecules for which the appear-
ance or disappearance of such supramolecular organization may completely change their
properties, making for instance a living protein irreversibly becomes a bio-inert polypeptide.

The primary interaction that defines the structure of a molecule or a macromolecule is
covalence, the strongest interaction in molecules. H-bonds intervene in their structures
only inside the few degrees of freedom that may be left after covalent interactions have
been established. In molecules, most of these degrees of freedom left by covalent bonds
come from free rotations around bonds such as C�C, or other �-bonds that are not part of
a cyclic structure. They make these macromolecules free to move inside a limited range of
various conformations with nearly the same electronic energies. Within this space the pos-
sibility of establishing H-bonds strongly favours some conformations that then become
more stable than other conformations with no H-bonds. These special H-bonded confor-
mations define the “secondary structure” of these macromolecules. This is what happens
in the case of cellulose or proteins. Another possibility is establishing a very great number
of intermolecular H-bonds within a special conformation of both constituent macromole-
cules, as in DNA. We select these three examples—cellulose, proteins and DNA—to illus-
trate the role of H-bonded biological supramolecular structures that are in a much greater
number than these three examples, as shown in books on biochemistry (4, 5). In cellulose,
the H-bond network has such an extension that cellulose is one of the most stable and resist-
ant macromolecule encountered in biology. It is indeed a crystal, but a crystal that exhibits
much more flexibility than ordinary mineral crystals. Proteins and DNA are two typical
types of stable biomacromolecules where flexibility and the possibilities of evolution that
are given by H-bonds are of fundamental importance. The appearance of several types of
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secondary structures of proteins that can be found throughout their very great varieties
illustrates the subtle properties that H-bonds are able to convey. DNA is a structure of ele-
mentary components, the nucleotides, that is sufficiently stable but at the same time suffi-
ciently evolutive that it has been able to keep and develop the memory of life for at least
3.6 billion years, the age of the oldest fossils of blue-green algae ever retrieved (4, 5).

Cellulose and amylose

In order to understand how covalent bonds may leave some room to build an H-bond 
network in macromolecules and how the establishment of this H-bond network modifies
properties of macromolecules, we first examine cellulose, a particular carbohydrate.
Carbohydrates form a simple class of biomacromolecules that contain only C-, O- and 
H-atoms, with the exclusion of N-atoms, and are directly obtained from atmospheric 
CO2 and H2O molecules during photosynthesis performed by plants. Cellulose is made 
of elementary repeating bricks that originate from a particular form of glucose, the 
	-D-glucopyranose linked in 1 � 4. Let us explain what all this is, noting that a minimum
amount of vocabulary is regretfully unavoidable to understand the great wealth of “saccha-
ride chemistry” (6) for which molecules with same atomic constituents adopting same
arrangements but with different stereoconformations have completely different chemical
properties. Small differences in these stereoconformations may induce great differences in
the possibilities of establishing H-bonds. This is at the origin of great differences of macro-
scopic properties. D-Glucopyranose is thus a cyclic molecule made of six C- and O-atoms
linked by �-type covalent bonds, a “hexose” shown in Figure 2.2. Like practically all hex-
oses found in biology, they adopt the stereostable “chair form”. With this form there exist
25 � 32 different isomers that come from two possible stereoconformations for each of the
five C-atoms of the ring. They are divided into 16 D “enantiomers” that provoke rotation
of a linearly polarized optical beam towards the right (dextrogyre). The mirror image of
these D enantiomers are 16 L (levogyre) enantiomers. Only the D-enantiomers are found in
the living world. These 16 D enantiomers differ by permutations of �H and �OH groups on
carbons 1, 2, 3 and 4, written as C1, C2, C3 and C4, and by permutation of H and CH2OH
groups on C5. They may be grouped into eight pairs that differ by the relative positions of
these groups on C2, C3, C4 and C5. One of them, pyranose, is represented in Figure 2.2.
It is also called glucopyranose, as glucose encompasses pyranose and another not repre-
sented form, a hexose with a five-atom cycle called furanose. Two forms of glucopyranose
are shown in Figure 2.2, the 
 and 	 forms that differ by the stereoconformations of their
C1-atom: the C5O5C1O1 dihedral angle is 60� for the 
 form, also called the axial form,
and 180� for the 	 form, also called the equatorial form.

Upon a 1 � 4 condensation, shortly written as:

�C1�OH � �C4��OH � �C1�O�C4�� � H2O (2.1)

elimination of a H2O molecule occurs. It is accompanied by condensation between the
C1�O1�H group of a D-glucopyranose molecule and the C4��O4��H group of another
identical molecule that establish a C1�O4�C4� covalent bond between the two cycles. We
obtain accordingly two different types of dimers depending on whether we use pyranoses
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of 
 or 	 forms. As can be seen at the bottom of Figure 2.2, condensation of two 
	-D-glucopyranoses allows the establishment of two collateral H-bonds that greatly stabi-
lize this dimer. Such H-bonds are obtained for precisely defined values of the rotation
angles � and 
 around �-bonds C1�O4� and O4��C4� of this dimer. These rotation angles
define the two degrees of freedom that are left by covalent bonds. In the optimum config-
urations that allow establishments of collateral H-bonds, the O3��O5 and O6��O2 dis-
tances fall around 2.7–2.8 Å and the establishment of nearly linear H-bonds that
consequently suffer almost no constraint from covalent bonds is possible. Formation of
such H-bonds cannot occur after condensation of two 
-D-glucopyranoses because other
covalent bonds do not then offer the possibilities of having such O3��O5 or O6��O2 dis-
tances, whatever be the values of � and 
.

Similar 1 � 4 condensations of glucopyranoses are possible once these dimers are
formed. We thus obtain trisaccharides and higher polymers named polysaccharides that are
widespread forms of biological carbohydrates. Those obtained from the 
 and 	 forms of
D-glucopyranose are most common but have, however, completely different macroscopic
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Figure 2.2 Upper diagram: 
-D-glucopyranose and 	-D-glucopyranose monosaccharides. Lower
diagram: 	-D-glucopyranose disaccharide after a 1 � 4 condensation of two 	-D-glucopyranose
monosaccharides. Values of angles � and 
 are such that the establishment of two collateral 
H-bonds C3��O3��H�O5 and C2�O2�H�O6� are possible. This latter H-bond may be replaced
by another H-bond C6��O6��H�O2.
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properties. Thus, 
-D-glucopyranose is at the origin of polysaccharide macromolecules
made of long chains with no possibilities of establishing intrachain H-bonds; in the same
way no intramonomer H-bonds could be established in the disaccharide obtained after con-
densation of two 
-D-glucopyranoses. A great number of alcohol sites of these macromole-
cules do not consequently establish H-bonds in the dried state. These are sites where H2O
molecules can easily do so and become consequently embedded within the macromole-
cule. Rotations around C1–O4 and O4–C4� bonds, defined by angles � and 
 in the lower
diagram of Figure 2.2, are possible and are not at the origin of preferred conformations
with lower energies that would appear if H-bonds could be established. Such a macromole-
cule consequently exhibits a great flexibility due to these two degrees of freedom that do
not favour any conformation, and can be easily hydrated. It can also be easily digested as
it can fix H2O molecules and can therefore be easily hydrolysed, hydrolysis being the
reverse reaction of condensation. Such a typical macromolecule is amylose, one of the two
main components of starch. The energy of light captured during photosynthesis can thus
be stored in the form of such polysaccharides that can be later digested. This is the way
vegetal seeds store reserve of food.

In opposition, the 1 � 4 polycondensation of 	-D-glucopyranose is at the origin of a
polysaccharide with completely different properties: cellulose. Several types of cellulose
are known but they are all made of different relative arrangements of chains similar to 
that shown in Figure 2.3. They are all crystalline, insoluble, scarcely reactive species. All
these properties are due to the well-developed H-bond network, part of which appears in
Figure 2.3. The H-bonds of this network are of two types: intrachain H-bonds established
by secondary alcohols of type C3��O3��H�O5 that are completed by H-bonds of type
C2�O2�H�O6�, as shown at the bottom of Figure 2.2, and interchain H-bonds that are
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established by primary alcohols and are of type C6�O6�H�O where this latter O-atom is
an H-bond receptor situated on another chain. Various receptors of these latter H-bonds are
possible that allow the appearance of various crystalline forms that have all the chains
shown in Figure 2.3, but where the relative positions of the various chains are different. 
In many native states these various chains are parallel. This type of cellulose is known as
cellulose I. Note that many types of cellulose are native cellulose, as it is the most com-
mon component of many vegetal species. Thus, one type of cellulose known as Tunicine
appears in cotton wool, another one known as Valonia appears in algae, etc. These paral-
lel arrangements of chains are not the most stable ones. Consequently, chemical treatments
of these native forms can produce crystalline forms, known as cellulose II, where chains
are antiparallel. When treated by supercritical ammonia, cellulose III is obtained where the
C2�O2�H� hydrogen bond is perpendicular to axis (7) and is consequently an inter-
chain H-bond. This is different from cellulose I represented in Figure 2.3. The precise
structures of the extended H-bond networks that give celluloses their macroscopic proper-
ties are still incompletely known (8).

The stability of cellulose(s) that is due to this particularly well-developed H-bond net-
work makes it one of the most widespread biopolymers that exhibits particularly interest-
ing mechanical and chemical properties. With this dense H-bond network, it is thus
insoluble in water, it is very hard to hydrolyse and consequently not easily digested by
many living organisms, among them human beings. They may nevertheless be digested 
by herbivores that possess developed batteries of special gastric juices to do so. This H-bond
network also provides mechanical properties of a crystal. Cellulose thus forms cellular
walls of many vegetal species. The dramatic difference of properties of cellulose and 
of amylose, obtained from a slightly different hexose, a 
-D-glucopyranose instead of a 
	-D-glucopyranose, illustrates the effects of H-bonds in macromolecules and the different
macroscopic properties that are related to the existence of supramolecular structures these
H-bonds allow to appear. Before looking at H-bond networks in other types of biomacro-
molecules, let us note that cellulose, even if it is the most common biopolymer, is not 
the only one to display such exceptional mechanical and chemical properties due to its
extended H-bond network. Thus, chitin and chitosan, polymers built from the same 
	 1 � 4-D-glucopyranose where, however, the C2�O2H alcohol has been replaced by a
C2�NHCOCH3 (acetamido) group or by a C2�NH2 (amino) group, exhibit an as well extended
H-bond network at the origin of mechanical and chemical properties that are similar to
those of cellulose. They form the carapaces of crabs, lobsters and of most crustaceans, as
they are, like cellulose, relatively hard, insoluble and chemically resistant materials.

Proteins

Composition: polypeptide backbone

Proteins form another class of biomaterials within which most N-containing macromolecules
of the living world are found. They form the basic components of many organs and are deeply
involved in bioreactivity. Enzymes, for instance, are proteins. Proteins are also responsible
for the structures and metabolisms of many tissues. Their hydrolyses, which either can be
performed chemically or can occur during such metabolism processes as digestion, revealed,

�

c
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more than hundred years ago, that they are obtained through “polycondensation” of amino
acids. They are consequently “polypeptides”. Let us explain these terms looking at the dia-
grams in Figure 2.4 of an amino acid, an amide and a peptide. 
-Amino acids are simple
molecules that are made of a central C-atom, labelled C
, that is bound to a primary amine
group NH2 and to a carboxylic group COOH. It is also bound to an H-atom and to a chemi-
cal group R that characterizes the various amino acids. Other amino acids exist where the
amine and carboxylic groups are not bound to the same C-atom. We disregard these other
amino acids and, for simplicity, drop the 
-characterization of the amino acids in the fol-
lowing, calling them simply amino acids. Nearly all proteins are made of 20 various amino
acids. All amino acids exhibit two enantiomeric forms, levogyre (L) and dextrogyre (D; we
have already defined these terms in the case of carbohydrates), due to the stereoasymmetry
of the C
 carbon that carries an H-atom and a C-atom that belongs to the R group. The excep-
tion is glycine that is optically inactive, as its two enantiomeric forms are identical, R being
in this case an H-atom. In the living world only levogyre amino acids are found, with the
exception, however, of optically inactive glycine, of some scarce bacterial amino acids and
of some amino acids found in proteins of amphibian skin that are dextrogyre (9). This is
also true of their derivatives, proteins or polypeptides. A dextrogyre amino acid is obtained
from the levogyre one represented on top of Figure 2.4 by a permutation of H and R groups
situated on the C
-atom, all other atoms keeping their positions unchanged.

34 2. Geometrical Properties of H-Bonds

Figure 2.4 An amino acid, a peptide and an amide. All diagrams are projections of molecules on the
plane of the figure. These projections are shown with conventional chemical symbols in the left part.
The same projections are shown in the right part with spheres that make the stereostructures appear
more clearly. For the amide in the bottom diagram, the chemical symbols correspond to the projec-
tion with spheres on the right, while the central projection (with spheres) is obtained from the other
two projections by a rotation around the N�C axis of the molecule of about 90�. In all three diagrams
of this amide, the N�C axis is the X-axis of the figure.
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We have seen in the case of cellulose and carbohydrates that condensation consists of
the elimination of a H2O molecule between two groups that belong to two molecules and
this elimination goes on with the simultaneous formation of a covalent bond between these
two molecules. In the case of amino acids it can be written as:

�NH2 � �COOH � �NH�CO� � H2O (2.2)

with the reverse reaction being “hydrolysis”. In eq. (2.2) �NH2 is the amino group of the
first amino acid and �COOH the carboxylic group of the second amino acid. The result is
the formation of a “peptide” shown in the central part of Figure 2.4. It is a molecule that
has an amine NH2 group on one of its end, called “N-terminal” and a carboxylic group 
on its other end, called “C-terminal”. Between them, two C
 type carbon atoms labelled
C
 and C
� carry levogyre groups R and R� of the initial amino acids. Between these two
C
- and C
�-atoms, an “amide bond” is formed that is called a “peptide” bond in that case
where we have an amine and a carboxylic acid at both ends of the dimer. An amide group
that has particularly well-defined chemical properties is shown at the bottom of Figure 2.4.
Its characteristic HNCO group is planar in the first approximation, which means the dihe-
dral angle H�N�C�O falls in the vicinity of 180�, with the H- and O-atoms being in a
“trans conformation”. This trans conformation is more stable by about 90 kJ mol�1 than
the corresponding cis conformation with dihedral angle H�N�C�O in the vicinity of 0�.
At room temperature this trans conformation is consequently by far predominant.

This stereoconformation is also found in peptides we have seen to be amides with amine
and carboxylic end groups. In the case of the peptide shown in the central part of Figure
2.4, the angle � is consequently fixed at a value in the vicinity of 180�. Two other angles,
� and 
 often called “Ramachandran angles” (2), equal to the dihedral angles C�N�C
��C
and N�C
�C�O remain free. These two degrees of freedom are of central importance 
in the properties of polypeptides that are obtained by having the reaction of condensa-
tion described by eq. (2.2) proceed beyond the formation of monopeptides. The peptide
shown in Figure 2.4 exhibits an amine group at its N-terminal and a carboxylic group at its
C-terminal. It can consequently perform a condensation reaction with any other amino acid
chosen among the 20 possible ones, leading to the formation of a dipeptide made of two
amide groups between an N-terminal and a C-terminal. This dipeptide can proceed on with
condensation and we finally obtain a polypeptide. Such a polypeptide is entirely defined
by the succession of its amino acids that compose it, starting from the N-terminal and end-
ing at the C-terminal. Let us note that hydrolysis of such a polypeptide leads to reformation
of its constituent amino acids. At the end of the 19th century, such constituents were called
“residues”, as they were the results of the decomposition of polypeptides or proteins. This
term “residue” is sometimes found in the literature and is used instead of “amino acids”.

Primary, secondary and tertiary structures of a protein

Proteins are polypeptides where the degrees of freedom are restrained by the establishment
of H-bonds. In a polypeptide the Ramachandran angles � and 
 of each peptide (amide)
group, shown in Figure 2.4, adopt any value. In a protein they adopt well-defined values
that allow the establishment of intrachain H-bonds. These H-bonds make the correspon-
ding conformations more stable than other ones. Such stabilized conformations constitute
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the “secondary structures” of the protein, the primary structures being defined as the suc-
cession of the constituent amino acids of the “polypeptide backbone” of the protein.
Starting from the amino acid that contains the N-terminal and is given number 1, the suc-
cessive amino acids, or residues, that are encountered along the sequence of the protein
receive numbers each time increased by 1. The residue “Serine51” of a given protein, for
instance, means that when starting from the N-terminal of this protein, defined in Figure
2.4, the R group found on the 51st C
-atom is �CH2OH, characteristic of serine, one of the
about 20 amino acids found in proteins. The number of amino acids in a given protein
varies from 129 in lysozyme, the smallest protein, to about 1000 in big proteins.

Two characteristic secondary conformations, 
-helices and pleated 	-sheets we describe
below in more detail, were defined in 1951 by Pauling et al. (10, 11) after they had deter-
mined the structure of a particular protein, keratine, found in wool, silk and other natural
materials. These secondary conformations have been later found in almost all other pro-
teins. Parts of amino acids of a protein adopt these two ordered conformations. Between
them, amino acids that adopt neither of these conformations form “random coils” within
which the values of � and 
 of amino acids (or of peptide groups) are not defined as 
in 
-helices and 	-sheets and may take a much wider range of values. The presence along
the succession of amino acids of ordered 
-helices and 	-sheets is the criterion that allows
us to distinguish a protein from a polypeptide. It is acquired during the synthesis of pro-
teins, following mechanisms that are not yet entirely understood. A given protein has a
well-defined secondary structure. Breaking the secondary structures of a living protein, a
process called denaturation, which may be provoked by changing the neutral pH of the
biomedium, heating it, dehydrating it, etc., transforms this protein into a bio-inert poly-
peptide. Such a polypeptide is an entirely random coil, which is equivalent to having no
secondary structure.

Pleated b-sheets
They are of two kinds: parallel and antiparallel. An example of a parallel 	-sheet is shown
in Figure 2.5, where the amino acids of two tetrapeptides adopt values for � and 
 in the
vicinity of �110� and �120�, respectively (2). These two tetrapeptides belong to a same
protein but are separated along the sequence of the protein by an appreciable number of amino
acids that do not belong to the 	-sheet. They are held together by bent H-bonds. A third or
even a fourth tetrapeptide sequence with same values for � and 
 and positioned on another
separated part along the sequence of amino acids of the protein may extend this sheet along
the X-axis of the figure. This conformation is a parallel one because walking along the suc-
cession of amino acids makes us travel twice in the same direction (from top to bottom in
Figure 2.5) when passing through these two tetrapeptides. Such a conformation is not lim-
ited to tetrapeptides but may be established by any set of n-peptides. The projection on the
right side of Figure 2.5 clearly shows the pleated character of this conformation. An
antiparallel 	-sheet is shown in Figure 2.6. The antiparallel character stems from the 180�
change of direction taken when one travels along the succession of peptides within this
conformation. Thus, starting from the N-terminal of the sheet shown in Figure 2.6, one
first goes downwards in that 	-sheet structure, meets a “turn” that does not belong to this
conformation and then meets again peptides that are part of this antiparallel 	-sheet. But
one then travels upwards before meeting another “turn” and then new peptides that belong

36 2. Geometrical Properties of H-Bonds

CH002.qxd  1/11/2007  3:42 PM  Page 36



to this sheet and travelling again downwards. We may see that H-bonds are in less con-
strained configurations in these antiparallel 	-sheets than the H-bonds of parallel 	-sheets,
as they can be in their preferred linear configuration with bending angles u and w of Figure
2.1 equal to 0�. Furthermore, the “turns” that separate two sequences of such a conforma-
tion can be much shorter than the sequences that separate the sets of peptides that estab-
lish parallel 	-sheets in Figure 2.5. These antiparallel 	-sheets have a tendency to be
consequently more stable and more easily formed than parallel ones. They are encountered
with � and 
 values of the peptides in the vicinity of �130� and �145�, respectively (2).
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Figure 2.5 Two projections of a parallel pleated 	-sheet established by two sets of four peptidic
groups in a protein. The left diagram is a projection on the plane of the H-bonded N�H�O�C
groups of the 	-sheet, and the right diagram is a projection of the same part of the protein rotated 
by about 90� along the Y-axis of the figure. The first set of four peptides is shown starting at the 
N-terminal of the protein. The second set appears further along the succession of peptides of the 
protein. The sequence of peptides that link these two peptidic groups are shown as white circles 
in the left diagram and are not represented in the right diagram for clarity.
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They are somewhat rigid but mechanically resistant conformations. They are typically
found in silk proteins.

a-Helices
The systematic establishment of H-bonds between N�H and C�O parts of amino acids that
are separated by a few repetitive number of amino acids along the succession of the primary
structure is at the origin of helices, called 
-helices, that have their axes roughly parallel
to all these H-bonds. Nearly all constituent amino acids of all proteins are levogyre (L), as
already seen. It favours right-handed helix structures that the great majority of 
-helices
adopt. Artificially substituting D-amino acids to the naturally occurring L-amino acids
destabilizes these 
-helices (9). These 
-helices are not easy to visualize and require the
expert eyes of a crystallographer to be detected. Projections of such helices with various
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Figure 2.6 Two projections of an antiparallel pleated 	-sheet established by three sets of four pep-
tidic groups in a protein. The left diagram is a projection on the plane of the H-bonded N�H�O�C
groups of the 	-sheet and the right diagram is a projection of the same part of the protein rotated 
by about 90� along the Y-axis of the figure. The first set of four peptides is shown starting at the 
N-terminal of the protein. The two other sets appear further along the succession of peptides of the
protein. The sequence of peptides that link these three peptidic groups are shown as white circles.
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representations are given in Figure 2.7, where it is intended to make them appear as clearly
as possible. The helix is symbolized as a ribbon in the upper diagrams. The lower diagram,
which is a projection along the axis of the helix, clearly shows we have to do with a helix.
We may see on this figure that various geometrical possibilities exist for the establishment
of H-bonds. N�H donor groups are thus all parallel. The H-bonds these N�H groups estab-
lish may be those represented in Figure 2.7, but might also be H-bonds established instead
on neighbour C�O groups. In that case, the pitch of the helix and its average diameter are
different from that represented. In order to characterize these various possible helices,
crystallographers assign them two numbers X and n (2) written as Xn, with X being the
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Figure 2.7 A projection of a 
-helix on a plane that contains the axis of the helix in a ball and sticks
representation (left) and in a conventional representation (right), with a ribbon added to mimic the
helix (upper diagrams). The bottom diagram (balls and sticks) is the same helix as above but pro-
jected on a plane perpendicular to the axis of the helix.
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number of amino acids in one turn of the helix and n being equal to 1 (H-bond) plus the
number of covalent bonds in a cyclic structure such as N�H�O�C where the N- and 
C-atoms of this H-bond are otherwise linked by a chain of (not shown) covalent bonds. 
The 
-helix shown in Figure 2.7 is accordingly a 3.613 helix, a typical representative of all

-helices.

These 
-helix structures are more flexible than 	-sheets encountered above but mechani-
cally less resistant. They exhibit the elasticity of a spring, while 	-sheets are much stiffer.
Thus, part of 
-helices of the protein that form the thread extruded from sericigen glands of
a spider are replaced by 	-sheets in the definitive cobweb. These 	-sheets give this definitive
thread its solidity, while the 
-helices of the forming thread give it the flexibility required to
be extruded. Myoglobin, a globular protein, exhibits nearly only 
-helices (4; p. 70).

Tertiary structures and beyond
Secondary structures are stabilized by H-bonds that require the angles � and 
 of each pep-
tide, which are part of this structure, to take on special values. Most of the time, secondary
structures are not independent from other ones in an active protein. It means that 
-helices
and 	-sheets should be arranged in some definite order for the protein to be active. This
ordering of secondary structures is known as tertiary structure of proteins. H-bonds play
no direct role in this ordering, in opposition to secondary structures where they are directly
involved. They may nevertheless intervene in the building of these tertiary structures
through the presence of H2O molecules that may establish H-bonds on sites other than
those that are responsible for the establishment of secondary structures. These tertiary
structures define the global forms of proteins. An example is globular form, for instance,
that is a roughly spherical form for the whole protein. The tertiary structure is particularly
important for enzymes, which are proteins that act as biocatalysts, and have to take their
optimal form so as to have their active site sterically accessible to the protein it acts upon.
Finally, some proteins require the presence of another one to play its role. These two pro-
teins should also adopt some relative order to be active. This is called the “quaternary”
structure of proteins.

Stability of secondary structures and denaturation of proteins
From the conventional view of a chemist, a protein is entirely defined by its primary 
structure that defines the succession of peptides that compose it when starting from its 
N-terminal, the remaining NH2 group of the head peptide. In other words, a protein is not
different from a polypeptide with this conventional point of view. In biology, proteins and
corresponding polypeptides are two different entities: a protein is bio-active whereas the
corresponding polypeptide is bio-inactive. This crucial difference physically appears with
the existence in the protein of secondary structures stabilized by H-bonds and sometime
tertiary structures. A given protein always has a well-defined secondary structure that 
may sometimes display some evolution during its lifetime. For most proteins, the second-
ary structure consists of the appearance along the succession of peptides of various con-
formations we have seen above, namely 
-helices and 	-sheets, plus random coils where
a definite secondary structure is absent. The formation of these secondary structures may
depend on the stereoproperties of the various groups, R, of the peptides that adopt such a
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conformation. It is thus established that the presence of such amino acids as glutamic acid,
leucine or alanine favours the establishment of 
-helices, whereas methionine, valine or
isoleucine rather favour the establishment of 	-sheets. This is, however, no well-established
law, just a tendency to make guesses, and presently no predictions of the formation of 
secondary structures can be made knowing only the primary structure.

In living organisms, the secondary structure is adopted during the synthesis of the pro-
tein following mechanisms that are not yet fully understood. The consequence is we do not
know how to transform a polypeptide into a protein. We know how to do the inverse, that
is “denaturating” a protein, which is transforming it into its corresponding polypeptide,
destroying at the same time all its biological properties. It consists of modifying the 
H-bond network established by water molecules around the protein, which makes the sec-
ondary structures stable. This can be done by changing for instance temperature, a familiar
effect that transforms the transparent albumin of an egg into a denatured white polypep-
tide. The secondary configuration of a protein represents only a few configurations, among
myriads of possible configurations of the corresponding polypeptide. It is consequently 
a low-entropy state as compared to the set of all other possible configurations of the polypep-
tide. Increasing temperature will consequently favour these less-ordered states, as it enhances
their weight characterized by a greater entropy. This is the mechanism of irreversible denat-
uration by heat. Denaturation can also occur by changing the (neutral) pH of the aqueous
biomedium, or adding denaturating agents such as urea, NH2�CO�NH2. Some chemical
agents such as trimethylamine-N-oxide (TMAO) have a tendency to restore this H-bond
network and consequently may, in some conditions, induce renaturation of the protein (12).
Destroying these secondary structures is consequently much easier to do than destroying
the primary structure, which requires breaking covalent bonds. It illustrates how bioreac-
tions are delicate as compared to reactions in ordinary chemistry. Polypeptides that are the
result of denaturation of proteins are most often easier to hydrolyse than native proteins.
Denaturation is consequently often the first step of digestion that results in breaking a pro-
tein into its constituent amino acids by hydrolysis. These secondary structures therefore
provide the protein some stability in its aqueous medium.

Denaturation of a protein may also be induced by a genetic mutation, where by accident
an amino acid at a given position in the primary structure of a protein is replaced by
another one. If this other one hinders the protein from taking its programmed secondary
structure, this mutation is likely to be lethal. If this other amino acid is not very different,
and does not hinder the protein to take on its secondary structure, it may be viable. It may
be one of the mechanisms at the origin of evolution of living species. It may also be at the
origin of diseases, such as Parkinson’s, Alzheimer’s or Creutzfeldt–Jacob diseases, that are
suspected to be induced by a mutation that favours several 	-sheets of some cerebral pro-
teins to coalesce into a single much stiffer and more extended 	-sheet, called an “amyloid
fibrillation”. It hinders these proteins from correctly transmitting neural signals.

DNA

Deoxyribonucleic acid, or DNA, is the macromolecule inside which all genetic informa-
tion of a living body is encoded. It preserves and transmits all genetic characters of all
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known living organisms. DNA is thus the universal system that keeps the memory of life.
By genetic engineering it may be exchanged between various living organisms without any
consequent damage. The particular H-bond network it possesses combines stability and
flexibility in such a way that it allows full transmission of this genetic character with an
exceptionally low rate of errors. At the same time, DNA displays a sufficient reactivity that
it allows transcription of parts of this genetic code into another kind of nucleic acid,
ribonucleic acid or RNA, that is able to carry this genetic information to definite places in
the cell, called ribosomes, where synthesis of proteins proceeds. It also allows for dupli-
cation of the whole DNA molecules in new forming cells. The “double-helix” structure of
DNA, described later, was discovered by J. D. Watson and F. H. C. Crick (13) in 1953. This
discovery, together with that of the structure of proteins by L. Pauling some years earlier, has
been the starting point of the explosive development of molecular biology. Let us examine
this structure of DNA in more detail. As established by German and American biochemists
at the beginning of the 20th century, the basic bricks of DNA are “nucleotides”, in some
way the corresponding equivalent of amino acids for proteins. These bricks bind together
to form very long chains. Nucleotides are an association of three chemical groups: a phos-
phate group, a pentose and a base, as shown in Figure 2.8. The pentose, deoxyribose, is a
cyclic saccharide of five atoms. The backbone of DNA relies on the phosphoribose group,
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composed of phosphate and pentose, which constitutes the repeat unit of the chain. Each
base is hanging on the deoxyribose part of this phosphoribose repeat unit and constitutes a
side group of the nucleotide. There are four different bases, two “puric” bases, adenine and
guanine, and two “pyrimidic” bases, thymine and cytosine that form H-bonds from there.
These H-bonds are of central importance.

The four bases adenine, guanine, thymine and cytosine, represented by letters A, G, T and
C, respectively, have different sites to establish H-bonds. They, however, establish particu-
larly stable H-bond configurations with “complementary” bases. Thus, adenine establishes
two H-bonds with its complementary base thymine and vice versa, while guanine estab-
lishes three H-bonds with cytosine and vice versa. These H-bond configurations of bases
are the only ones in DNA. They are shown in Figure 2.9. They allow the formation of dou-
ble strands of DNA that adopt a helicoidal conformation, as schematized in Figure 2.10. The
two strands are complementary because the succession of bases along one strand exactly
matches that on the other strand by replacing any base by its complementary one: A by T, G
by C and vice versa for the two pairs. The structure of DNA is therefore that of a double
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strand with the two strands being linked by the H-bonds represented in Figure 2.9 between
the two sets of complementary bases. This was in 1953 a discovery that reveals an extraor-
dinary intuition from Watson and Cricks, especially when one considers the techniques
that were available at that period of time, in particular the absence of informatics tools.
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Figure 2.10 The helicoidal double strand of DNA. In the lower part of the figure replication into
two daughter double strands proceeds.

CH002.qxd  1/11/2007  3:42 PM  Page 44



This conformation of DNA in a helical double strand appears as the optimum confor-
mation to have both an exceptional stability and at the same time enough flexibility to
exhibit some reactivity, in particular for reproducing itself with nearly no error. The sta-
bility of DNA is remarkable. In particular, its interstrand H-bond network represented in
Figure 2.10 allows it to be stable in an aqueous biomedium, as well as in a waterless, or
nearly so, medium. Thus, DNAs of organisms that have lived several thousands or tens of
thousands years ago are still enough preserved that their analysis can be performed! In this
sense, their stability is much greater than that of proteins. It owes much to its helicoidal
double strand conformation. A protein is denaturated by a lack of water molecules, which
destabilizes its secondary structure. DNA is kept intact because the presence or absence of
H2O molecules does not modify its interstrand H-bond configuration shown in Figures 2.9
and 2.10. Denaturation of DNA consists of separating the two strands. It requires a much
stronger chemical action than that required for proteins, such as putting DNA into a strong
acid or base that makes the pH of the surrounding medium completely different from that
of a neutral one and consequently modifies the H-bond network of DNA. Denaturation is
also obtained in nearly boiling water, an extreme condition that also offers a completely
different H-bond network of the surrounding medium. The H-bond network of DNA fur-
thermore allows it to be duplicated during transmission of the genetic code or to be partly
copied in view of synthesizing programmed proteins. These reactions, duplication and
copy, occur with a minimum of energy in a biomedium essentially made of liquid water. It
requires disrupting a limited number of interstrand H-bonds, following the way depicted
in Figure 2.10. The cost of such a disruption is somewhat low because during this process
disrupted H-bonds can be replaced by H-bonds with water molecules, liquid water playing
in this case the role of an infinite reservoir of H-bonds. Copying a part of DNA is some-
what different. As in duplication it requires disrupting all H-bonds between the two strands
along a limited portion of DNA. Only one of the two strands is copied in the region of dis-
rupted H-bonds. It gives a single strand, not of DNA, but of a most similar nucleic acid:
RNA, or ribonucleic acid. This RNA has the same backbone as DNA with, however, two
modifications. The first one is the substitution of deoxyribose by ribose. Ribose is the same
pentose as deoxyribose shown in Figure 2.8 where one H-atom of the CH2 group of the
five-atom cycle is replaced by an OH group. This substitution has important biological
effects: the lifetime of an RNA strand is limited because of the possibility of hydrolysis
this OH groups provides, whereas that of DNA is very long. The second modification is
the replacement of thymine (T) by uracil (U), another pyrimidic base. The role of RNA is
to transfer the information copied on DNA to ribosomes, the sites where proteins are syn-
thesized in the cell. This synthesis requires several steps that are now rather fairly well
understood, at least in their gross features. Once this synthesis has been carried out, RNA
is destroyed by hydrolysis, but the memory of the way this synthesis is to be performed is
kept intact in DNA.

The four bases A, T (replaced by U in RNA), C and G are the four letters of an alphabet
that allows encoding the genetic code of all living species along sequences of DNA that are
also read sequentially. The encoding unit, or codon, is based on a set of three letters that
materialize by three nucleotides. Each set of such three letters encodes for a particular
amino acid that belongs to the set of about 20 amino acids that are at the origin of all pro-
teins. There is some redundancy in this encoding, as a particular amino acid can be defined
by several sets of three bases. The significance of this redundancy is not known. This is
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not surprising: even though we know the principle of the genetic code, as described above
and which is in itself the result of a huge interest that has made biology progress signifi-
cantly during these last tens of years, we still completely ignore many points. The genetic
code of some living organisms, among them humans, has thus been recently read. It means
that the whole set of genes of these organisms has been transcripted into sequences of three
letters. We still ignore, however, the meaning of the great majority of these sequences. It
has furthermore been established that only a part of DNA encodes the genetics of a species.
The role of the nonencoding part is still obscure. In other words, we are still far from 
having understood the universal code of life.

CONCLUSION

H-bonds are directional. They share this property with covalent bonds that are at the ori-
gin of molecules with well-defined geometries, that is well-defined arrangements of the
atoms that form the molecule. In a similar way, the directionality of H-bonds is at the ori-
gin of supramolecular arrangements that can also adopt well-defined geometries. H-bonds,
however, differ from covalent bonds by their enthalpies of formation, which we have seen
in the preceding chapter to be one order of magnitude weaker than those of covalent bonds.
The consequence is that the energies required to form these supramolecular arrangements
are this same order of magnitude weaker than those required to form molecules. It falls then
in the vicinity of about 10 kT at room temperature. As a consequence, these supramolecular
arrangements held by H-bonds can be easily modified, as the energy of such modifications
can be easily provided by thermal fluctuations. No surprise then that H-bonds are central in
molecular biology: they are at the origin of stable but nevertheless flexible, adaptable and
evolutive supramolecular structures. In this chapter we examined three of such supramole-
cular structures: cellulose, proteins and DNA, which represent three classes of macromole-
cules that are central in biology. These are not the only ones found in nature, as thousands
of other structures could have been mentioned. We have thus not mentioned another class of
biomaterials: lipids. They are not macromolecules. They are for the most part “amphiphile”
molecules, that is molecules that have one or several sites to establish H-bonds on one of
their sides and no sites to establish H-bonds on their other side. They do not develop a well-
defined H-bond network like the structures we have examined previously in this chapter,
but they nevertheless adopt typical conformations described in Ch. 9 when they are immersed
in the huge H-bond network of liquid water.

The three kinds of structures described in this chapter are representative of the central
structuring role of H-bonds, which takes on a special importance in molecular biology. The
helicoidal double strand of DNA thus displays such a stability while at the same time
allowing a sufficient reactivity that it appears certainly the best compromise to build a
material capable of keeping the genetic memory of all living species and transmitting it to
all newly born organisms. Its universality, together with that of the amino acids that com-
pose proteins, is one of the strongest argument that firmly establishes the foundation of the
theory of evolution proposed in the 19th century by C. Darwin, at an epoch when DNA
was unknown. It strongly suggests that all living organisms have a unique and common
ancestor cell. This compromise is so good that it has ruled life for more than 3.6 billion
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years. The central biomaterials, proteins, also owe very much to H-bonds that allow them
to adopt, within the degrees of freedom that are left by the succession of peptides (or
amino acids) along their chains and that are ruled by laws of covalence, particular confor-
mations, called their secondary structure. The conformations adopted in these secondary
structures allow them to be biologically active and distinguish them from biologically inert
polypeptides. Two main conformations compose these secondary structures: 
-helices and
	-sheets, in addition to a nonorganized structure called random coils. Along its sequence
of amino acids, a protein exhibits various parts that adopt these conformations. Finally,
a rather simple H-bond network allows a particular carbohydrate, cellulose, to be a widely
spread polymer that gives many materials exceptional mechanical properties. Carbo-
hydrates are molecules that are formed during photosynthesis, from atmospheric CO2 and
H2O molecules. They are found in many bioenergetical processes.

The two properties of H-bonds, directionality and enthalpies of formation of about 10 kT
at room temperatures for weak H-bonds, are thus fundamental and explain the central role
they play in molecular biology. We shall, however see, in Ch. 6 and the following ones,
that they have a third property that makes them even more crucial: they allow transfer 
of protons or of H-atoms between the two molecules they link. This third property of 
H-bonds is at the origin of the reactivity of aqueous media, particularly biomedia.
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– 3 –

Methods to Observe and 

Describe H-Bonds

In this chapter various methods to observe or describe H-bonds are examined. Among
them are experimental methods that allow the measuring of various quantities that are
related to these H-bonds. These are thermodynamic quantities, such as their enthalpies of
formation we have already discussed in Ch. 1 or their free energies. They may also be geo-
metrical quantities, already seen in Ch. 2, or spectroscopic quantities. Spectroscopic meth-
ods may be encountered in the present chapter, but the specific signatures of H-bonds, as
they appear in IR spectroscopy, which is the most sensitive and precise method to observe
H-bonds, are the subject of two special chapters, Chs. 4 and 5. In this chapter, we exam-
ine various other experimental and theoretical methods, indicating the quantities they allow
to measure, together with their advantages and limitations. We concentrate on H-bonds 
in general. The case of H-bonds established by H2O molecules, which is particularly
important in all biomedia, may occasionally be mentioned in this chapter, but the specific
methods to detect and observe these water molecules, which include the determination of
the important H-bond network they develop around them, is also the subject of a special
chapter, Ch. 11. In the summary at the end of this chapter, a reverse attitude is adopted that
consists of indicating which method should be used when one has to measure a definite
quantity related to H-bonds.

CALORIMETRY

This is a traditional method. The concept of H-bonds emerged, at the beginning of the 20th
century (Ch. 1), from the analysis of calorimetric measurements. Calorimetry aims at mea-
suring temperatures where such phase transitions as melting or boiling occur and also aims
at measuring corresponding latent heats, that is differences of enthalpies that appear during
these phase transitions. As argued by Pauling (1), considerable variations of latent heats
appear between liquids formed from molecules that are mainly linked by H-bonds and liq-
uids where H-bonds are in a smaller number, and the interactions between molecules are
mainly of Van der Waals type. In the case of H-bonded liquids, evaporation requires break-
ing H-bonds, a process that implies more energy than evaporating molecules bound by 
Van der Waals interactions. Figure 3.1 illustrates this point. It represents the evolutions of
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the latent heats �H of simple hydrides HnAm of the atomic elements A up to 53 in the
Mendeleyev periodic table. The elements C, Si, Ge and Sn of the column of carbon in the
Mendeleyev table display a monotonic variation. The molecules in these liquids, CH4,
SiH4, etc., are apolar and unable to establish H-bonds. They consequently form the series
with the lowest values of �H. The hydrides with elements of the column of nitrogen, N, P,
As, Sb, show a roughly similar behaviour, with the exception, however, of NH3, a mole-
cule that is able to accept and donate H-bonds. It consequently shows a marked departure
from the monotonous behaviour displayed by the other elements of this column. It indi-
cates that PH3, AsH3 and SbH3 are molecules that hardly establish H-bonds. The same
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Figure 3.1 Latent heats of evaporation �H for various hydrides HnAm in their liquid state, with A
being a single atom. Lines join hydrides with their A’s that belong to same columns in the
Mendeleyev periodic table.
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trend appears for the elements F, Cl, Br, I of the halogen column: liquids made of HI and
HBr molecules have difficulties establishing a great number of H-bonds and consequently
display relatively small values for �H. HCl has less difficulties doing so and starts depart-
ing from this behaviour illustrated by hydrides of elements of the C column. HF, which
establishes strong H-bonds, displays an anomaly for halogens. The same trend is found for
elements of the O column. The exception, liquid water, is the most marked of all. We shall
see in Ch. 9 that liquid water is characterized by weak H-bonds that are, however, so
numerous that their numbers equal that of covalent bonds, an exceptional and unique situ-
ation. It is no surprise then that H2O is the molecule that displays the most exceptional
behaviour in Figure 3.1. It also shows that H2S is a poor molecule to establish H-bonds
with similar H2S molecules, especially if compared to its analogue molecule H2O. Boiling
and melting temperatures (1; 2, p. 214) of these same hydrides exhibit mostly similar
behaviours. It clearly shows the influence of H-bonds on these quantities. The boiling tem-
perature of liquid water, for instance, is higher by more than 150� over that which it would
have if it were a normal liquid with no H-bonds such as H2S, H2Se or H2Te.

From measurements of latent heat of vapourization of these liquids, enthalpies �H of
formation of H-bonds can be deduced. Measurements similar to those described in Ch. 8
give the enthalpy of H-bonds in ice. These calorimetric measurements work particularly
well in those cases where we have to do with homogeneous mixtures of small molecules,
as those of Figure 3.1. In the case of more complex molecules, Van der Waals interactions
between molecules may not be negligible, as is in the case of these simple molecules, and
deducing values of �H from calorimetric measurements often requires supplementary
measurements. When they can be used, calorimetric measurements are relatively precise,
especially with modern techniques, such as differential scanning calorimetry (DSC) or
thermogravimetry that measures both mass and heat exchange. Calorimetric measure-
ments are therefore often used in conjunction with other methods, providing complemen-
tary data.

MODERN EXPERIMENTAL METHODS

Most modern experimental methods to study molecules or molecular complexes are based
on interactions of these molecules with a wave that acts as a probe for this molecule or
molecular complex. Most of the time this wave is an electromagnetic wave that consists of
coupled oscillating electric and magnetic fields that propagate along some direction. Such
a wave is defined by its frequency or its wavenumber, a proportional quantity as defined
in the appendix of Ch. 1. The studied molecule has various ways to interact with it. It may,
for instance, interact with its electric field or with its magnetic field. This wave may also
not be that of an electromagnetic field, but may be, for instance, one associated with par-
ticles such as neutrons or electrons. It means that a lot of different methods enter this kind
of experiments based on the interaction of the molecular H-bonded complex with a wave.
We classify these methods into two categories: absorption methods, which imply a single
photon, or occasionally a single particle, and are consequently a first-order process, and
scattering methods that imply two photons or particles and are second-order processes. In
each category several subcategories may be found.
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Absorption of an electromagnetic wave

Optical spectroscopy is typical of the kind of methods in this category. This is a “one-
photon method” where a photon may be either absorbed or emitted. Absorption of a sin-
gle photon of an electromagnetic wave provokes excitation of the probed molecule or
molecular complex. Emission of a single photon is a consequence of the de-excitation of
a molecule or molecular complex initially in an excited state. These two processes, absorp-
tion or emission, are thus the same processes with, however, magnitudes of opposite sign.
In the following we only consider absorption, the predominant method, but all that is said
can be applied to emission. Absorption is a resonant process: the energy difference �E of
the molecule after and before absorption of the photon is equal to the energy of this 
photon, which is itself equal to hn, with n being the frequency of the electromagnetic wave
and h the Planck’s constant, equal to 6.626 � 10�34 J s. Absorption consequently strongly
depends on the frequency of the electromagnetic wave. When this frequency is that of 
a UV or visible wave, electrons are excited, because the energies of the photons of such
waves correspond to differences of energies of electronic states of molecules. In the case
of H-bonds this kind of spectroscopy is scarcely used, because it allows detection of a 
difference of electronic energy levels between H-bonded and non-H-bonded molecules 
but does not otherwise convey much information on H-bonds themselves. By contrast,
spectroscopy in the IR and far-IR (FIR) regions conveys a lot of information on H-bonds
themselves, as they correspond to vibrational transitions that are strongly affected by the
establishment of H-bonds, as described in detail in Chs. 4 and 5. In this chapter, we mainly
consider a particular type of oscillations that has much to do with vibrations: rotations, and
we briefly mention IR spectroscopy only as a tool to determine rotational spectroscopic
signatures of H-bonded complexes. We concentrate on two kinds of absorption spec-
troscopy that operate at frequencies different from optical spectroscopy: microwave spec-
troscopy that involves electromagnetic waves with frequencies n in the range 3–300 GHz,
that is wavenumbers n in the range 0.1–10 cm�1 (wavenumbers are defined in the appen-
dix of Ch. 1), and nuclear magnetic resonance (NMR) spectroscopy that involves radio-
waves with frequencies in the range 100–1000 MHz (� 1 GHz). We also briefly mention
X-ray absorption spectroscopy, which operates at the other extreme end of electromagnetic
radiation, with frequencies in the range of 1020 Hz.

Microwave spectroscopy

The energy levels that absorb photons with wavenumbers typically of 1 cm�1 have ener-
gies typically of 10�4 eV, as seen in the appendix of Ch. 1. These energies are those of rota-
tions of isolated molecules or of isolated H-bonded complexes in gases. The techniques
used to emit and detect radiation in such a range are microwave techniques, and are com-
pletely different from the optical techniques used in the FIR neighbouring region. Thus,
even if they share a common spectroscopic region and look at identical physical mecha-
nisms, microwave and FIR spectroscopies are considered as two different methods.
Microwave spectroscopy of H-bonds consists of inducing transitions between rotational
levels of isolated H-bonded molecular complexes found in the gas phase. Such transitions
occur when these H-bonded complexes have permanent electric dipole moments. This
condition excludes the study of such model systems as cyclic dimers of carboxylic acids
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(RCOOH)2 that we have already mentioned in Ch. 1 and shall encounter later in this book.
They are shown in Figure 4.4, where it clearly appears that the presence of an inversion
centre prohibits the existence of such a permanent dipole moment. Most H-bonded com-
plexes display no such inversion centres and consequently exhibit permanent electric
dipole moments. Rotations of such complexes induce variations of the dipole moment in
the laboratory setting within which the electromagnetic wave propagates. These variations
couple to the electric field of the wave, inducing absorption of photons one by one when
the energies of these photons are equal to energy differences of rotational levels. These
rotational levels depend on two quantum numbers: j that defines the magnitude of the total
kinetic moment and m that defines the magnitude of one component of the rotational
moment along a chosen axis Z. j and m are integer numbers, j being positive or zero and
m taking on integer values between �j and �j. Transitions induced by absorption of a pho-
ton can only occur between levels that have j and m each differing by �1, 0 or 1. These
rather simple “selection rules” are of a great help for the interpretation of spectra, particu-
larly the assignments of m and j of the initial and final state of all experimental bands.

The Hamiltonian HR that governs rotations of isolated H-bonded molecules in the gas
phase is particularly simple when, in a first approximation, this H-bonded molecule is con-
sidered as rigid, as no potential energy is present. It therefore consists of only a kinetic
energy term that is written as

(3.1)

where JX, JY and JZ are the components along axes X, Y and Z of the molecular complex of
the total angular momentum and IX, IY and IZ are the moments of inertia of this molecu-
lar complex with respect to these three axes. The moment of inertia IX, for instance, is
equal to the sum over all particles (electrons and nuclei) that compose this molecular com-
plex of mass mi multiplied by the square of its distance ri,X to the X axis, the three axes X,
Y and Z having as a common origin the centre of gravity of the molecular complex:

(3.2)

We thus see that quantities that are measured by such a technique are magnitudes of
moments of inertia. As the number of rotational bands that enter such microwave spectra
is large, determination of the geometry of the H-bonded molecule can be performed with
great accuracy. Microwave spectroscopy is consequently a very precise tool to determine
the geometry of simple H-bonded dimers, sometimes of trimers, etc. The first prerequisite,
however, is that these dimers exist in the gas phase, because molecular free rotations that
appear in gases and are characterized by the absence of potential energy terms in eq. (3.1)
are replaced in liquids and solids by hindered rotations that are characterized by the
appearance of additive potential terms in eq. (3.1). These hindered rotations appear there-
fore at higher frequencies in the FIR region, sometimes in the conventional IR region as in
the case of liquid water. They are vibrations of rotational type. The second prerequisite we
have already mentioned: the H-bonded molecular complex carries a permanent electric
dipole moment.
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A typical microwave spectrum thus consists of numerous narrow bands. Separating
them requires having a great resolution. With modern techniques, the resolution at which
frequencies of bands are determined may indeed be great, of the order of 1 Hz in the GHz
region. However, this great resolution is useless if too many overlapping bands are pres-
ent, as assigning them then becomes most difficult. This is the case at room temperature,
because the separation of rotational levels is of the order of some cm�1. Their energy sepa-
ration is consequently a small quantity with respect to kT at 300 K (see the appendix of 
Ch. 1, where the ratio of the energy of a wave with wavenumber to ther-
mal energy kT is equal to 1 for T � 1.44 K and consequently equal to about 5 � 10�3 at
room temperature), which implies that a great number of rotational levels are populated at
this temperature. In consequence, many transitions can be induced from these populated
levels. Having a small number of populated rotational levels only, and consequently a
smaller number of transitions in the spectra, requires lowering the temperature down to
some K. This cannot be simply done, because all gases at these temperatures condense into
solids with vapour pressures nearly equal to 0. The solution consists then of observing gases
at such temperatures when they are out of equilibrium. One of the most used techniques to
do this consists of provoking an adiabatic cooling of this gas diluted in an inert gas such as
Ar. This adiabatic cooling is obtained by expanding the gas, through a nozzle, from a cell
at a temperature where the vapour tension is still appreciable (3), into an evacuated cham-
ber that forms the microwave cavity. Before this gas condenses when hitting the walls of the
chamber, it acquires a supersonic speed and no collision or exchange of energy between the
various molecular complexes that compose it occurs. This is equivalent to having an effec-
tive temperature of this expanding gas of some K (4) only. This expansion is not continu-
ous but pulsed, as is the microwave beam. As the Fourier transform (see eq. (5.A17) of the
appendix in Ch. 5 for the definition of a “Fourier transform”) of a pulsed wave that lasts a
very short time is an everlasting wave made of a superposition of a very great number of
waves of almost all frequencies from 0 to �, this way of operating with short pulses instead
of monochromatic waves is called “Fourier transform microwave spectroscopy”.

Systematic studies of simple H-bonded dimers such as F�H�N�C�H have been initi-
ated by Legon and Millen (3, 5) and have been later extended to many other simple 
H-bonded dimers. These authors could precisely measure the moments of inertia of these
complexes in their equilibrium positions. They were then able to determine their geome-
tries. These measurements also conveyed a wealth of information on the couplings of
vibrations with these rotations, which implies going beyond the approximation of a rigid
H-bonded complex. Information on charge redistribution during dimer formation could
also be collected. Thus precise structures of such H-bonded dimers as Cl–H�OH2 (6),
Cl–H�NH3 and various analogous complexes where the H-, N- and Cl-atoms are replaced
by various isotopes (7) could be precisely determined. H-bonds of the type
X�H�N(CH3)3 and various isotopic analogues, where X is a halogen atom Cl (8), Br (9),
or I (10), have also been precisely studied. These results constitute invaluable basic data
on the structural properties of H-bonds that we have examined in Ch. 2. Information on
transfers of protons, a fundamental mechanism in H-bonds that we examine in Ch. 6, could
also be obtained from the precise analysis of microwave spectra of these species. It could
thus be shown that no proton transfer occurs in Cl–H�OH2, Cl–H�NH3, but some ionic
character starts appearing in Cl–H�N(CH3)3 that contains some amount of Cl��N(CH3)3

�.

�n � �1 1cmhc kT�n/
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It clearly indicates that trimethylammonium N(CH3)3 is a stronger base than ammonia
NH3. This ionic character becomes more pronounced in Br–H�N(CH3)3 and complete
when the halogen atom is I (iodine), so that the H-bond established between hydrogen
iodide and trimethylammonium is I��N(CH3)3

� instead of the above written initial neutral
species I�H�N(CH3)3.

Microwave spectroscopy therefore appears to be a highly precise technique that conveys
a lot of fundamental data not only on the geometry of H-bonds, but also on transfers of
protons through H-bonds that are mechanisms at the origin of all acid–base chemistry. The
requirement that such measurements can only be performed in gases limits its interest. The
studied systems are consequently made of simple molecules only. The data obtained using
these techniques nevertheless constitute highly useful starting points for more complicated
systems that are not observable in the gas phase. They allowed understanding many prop-
erties of H-bonds. The second limitation of such methods is that the studied H-bonded
complex has a permanent electric dipole moment. A small dipole moment gives weak
microwave bands that disappear when this dipole moment becomes zero. This is not a
really strict condition as most H-bonded systems exhibit such a permanent dipole moment.

IR spectra: rotational bands

Rotational features of almost all H-bonded complexes in the gaseous phase appear in the
microwave region, with wavenumbers less than 10 cm�1. They correspond to transitions
between “pure” rotational levels, “pure” meaning that vibrations remain unchanged, or no
vibrational transition accompanies such rotational transitions. Rotational features, how-
ever, also appear in the IR spectra of these H-bonded complexes. IR bands correspond to
transitions between various vibrational levels of a molecule. When this molecule is iso-
lated, as in the gas phase, these transitions are always accompanied by transitions between
rotational levels that obey the same selection rules as pure rotational transitions detected
in microwave spectroscopy. The information conveyed by these rotational features in IR
spectra are therefore most similar to those conveyed by microwave spectra, even if the
mechanism at the origin of their appearance is different. Their interests lie in the use of an
IR spectrometer, a common instrument in many laboratories, instead of a microwave spec-
trometer, which is a much more specialized instrument. However, the resolution of usual
IR spectrometers are lower than that of microwave spectrometers that use Fabry–Perot
cavities. This IR technique has been used in the case of simple H-bonded dimers with rela-
tively small moments of inertia, such as, for instance, F�H�N�C�H (3). Such complexes
are far from simple to manipulate, but provide particularly simple IR spectra with a limited
number of bands that do not show any overlap.

NMR spectroscopy

Principles
In NMR spectroscopy a radiowave induces transitions between spin levels of the nuclei of
the molecules that compose the sample that is immersed in a static magnetic field. The fre-
quencies of these radio waves fall below 1 GHz. They consequently induce transitions
between spin levels that are separated by energies always smaller than kT, even at such low
temperatures as 1 K, as can be seen from values of constants h and k defined in the appendix
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of Ch. 1. It implies that the difference of population of these levels is always very small at
equilibrium. It is, however, compensated by a very great number of absorbing nuclei, all
protons of a sample, for instance. Furthermore the electronics technology that operates in
this range of frequencies has reached such a precision and sensitivity that precise analyses
of the shapes of bands that appear in NMR spectra can be performed. It is at the origin of
precious information related to the dynamics of nuclear spins. It is an advantage of NMR
as compared to optical spectroscopy where mostly intensities and positions of bands are
taken into account. Their shapes may be occasionally analysed, in the case of particularly
simple spectra, or in the case of the ns band of H-bonded systems described in Ch. 5, but
are most often disregarded, except in quite recent methods such as time-resolved nonlin-
ear IR spectroscopy sketched in Ch. 4.

In a typical NMR experiment the sample is positioned in a strong and homogeneous
static magnetic field, now delivered by a superconducting coil that operates at liquid He
temperature around 4 K. This static magnetic field separates the various nuclear spin lev-
els that have same energies in the absence of this magnetic field. This separation of spin
levels in a magnetic field is called “Zeeman splitting”. Radiofrequency waves with their
magnetic field perpendicular to the static magnetic field induce transitions between these
different nuclear spin levels. In a first approximation, the Zeeman splitting between these
spin levels is proportional to the amplitude B of this magnetic field. In order to induce tran-
sitions of spin levels, the frequency n of the radiowave should also be proportional to B
and equal to nn, the “Larmor frequency” of nucleus n, with

(3.3)

Larmor frequencies nn are typically of 500 MHz for a proton immersed in a static magnetic
field of amplitude B � 12 T, a very strong, but nowadays current magnetic field. In the same
magnetic field, the Larmor frequency of a fluorine nucleus F is a bit smaller, that of a 13C
carbon atom (12C that represents more than 99% of all C-atoms in natural conditions has no
spin and is consequently not directly seen in NMR) is four times smaller and that of a 14N
about 0.07 that of the proton. This first approximation consequently allows us to define
various ranges of radiofrequencies to be used to induce transitions between spin levels of
a definite nucleus, H, F, 13C, 14N, 15N, etc.

The absolute resolution of spectra in this range of frequencies around 500 MHz can be
smaller than 1 Hz. It makes NMR a method with an exceptionally great relative resolution
that approaches 10�9. It implies that in a usual experiment, only one type of nuclei is looked
at because even the limited range of frequencies of a single type of atom scanned with such
a resolution requires recording a very great number of data, and studying with the same
resolution the same species around the Larmor frequency of another nucleus is most of the
time worthless. The frequency of the radio wave is then set around the Larmor frequency
of this nucleus and absorption of this wave is recorded by scanning a limited range around
this frequency. It then appears that for a given atom, H for instance, the most interesting
atom in the case of H-bonds, resonance does not occur at quite the same frequency when
this H-atom is part of a CH2 group, or of an OH group, or of a NH group, etc. Figure 3.2
illustrates this point in the case of the NMR spectrum of ethanol CH3–CH2–OH in its liquid
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phase. The resonance frequencies of all protons are found in the vicinity of the Larmor fre-
quency defined in eq. (3.3), but nevertheless fall at slightly different values when the H-atom
is that of an OH group, or one of the CH2 group, or one of the CH3 group. Generalizing
eq. (3.3), one can account for this point by writing, in a second approximation, that a tran-
sition among spin levels occurs when the frequency n of the radiowave is equal to

(3.4)

where the index G stands for the group CH2, CH3, etc., and nH is the Larmor frequency of
the proton defined in eq. (3.3). This formula, written in the case of a proton, is valid for any
other nucleus n, provided gH is replaced by the gn of this other nucleus. The coefficients sG

account for the screenings of the static magnetic field by electrons of the molecule. These
electrons are not in the same orbital in an O�H group or in a CH2 group, or in a CH3 group,
and consequently provide different screening coefficients sG that characterize these various
groups. The magnitudes of these screening coefficients, which are dimensionless quantities,
are of the order of about 10�6. They are very small quantities that can nevertheless easily
be put into evidence, thanks to the high resolution encountered in this radiofrequency range,
and are fully reproducible. The quantity represented in abscissa of Figure 3.2 is not sG, but
the “chemical shift” dG used in practice, which is a measurement of the relative shift of fre-
quency due to this screening. The following equation relates these two quantities
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Figure 3.2 The NMR spectrum of ethanol C2H5OH (lower diagram) in its liquid phase. The upper
curve in the form of steps that appear at same d’s as bands in the lower spectrum is the integrated
spectrum, offset for clarity. d is the chemical shift in “parts per million”. The (not labelled) ordinate
is the absorbed power of the radio wave that defines the NMR intensity. From Canet (42) with 
permission.
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In this equation �nG is the difference of frequencies nG � nref of the proton in the chemi-
cal group G and in a reference chemical group, here that of tetramethylsilane Si(CH3)4, or
TMS, at the origin of a thin line that clearly appears in Figure 3.2. dG is defined for each
chemical group with accuracy of the order of 10�2. It justifies the approximation implicitly
made in the second part of eq. (3.5) where 1 � sref is written equal to 1 with sref of the
order of 10�6. dG is usually expressed in “parts per million” or ppm. In Figure 3.2 the pro-
ton of the OH group exhibits a chemical shift dOH equal to about 4.8 ppm, which becomes
3.7 for dCH2

and 1.2 for dCH3
. These are values that are retrieved when these groups are parts

of other molecules and are immersed in any magnetic field, provided, however, the same
reference, TMS, is used. A change of reference is equivalent to making a dG change of a
constant quantity when expressed in ppm. The upper integral curve in Figure 3.2 allows us
to define the number of H-atoms that are implied in each group: the height of the step of the
CH2 group is twice that of the OH group while that of the CH3 group is three times that of
the OH group. When dealing with an unknown species this might be valuable information.

NMR of H-bonds established by small or medium-size molecules
Various groups of molecules are characterized by their various chemical shifts dG. Chemical
shifts allow us to characterize H-bonds in NMR spectroscopy, because the screening of the
spin of the proton of an O�H group is not the same when this O�H group is free or when
it establishes an H-bond. Thus the chemical shift of the O�H group of liquid ethanol is
equal to 4.8 ppm (Figure 3.2) and shifts to a value of �0.7 ppm for ethanol diluted in CCl4.
In its liquid form at room temperature, most O�H groups are H-bonded, while they are free
when ethanol is diluted in CCl4. The CH2 and CH3 bands hardly move between these two
cases (11), which means that their chemical shift does not vary when a H-bond on the OH
group is established. It shows that chemical shifts are sensitive to the establishment of 
H-bonds and NMR spectroscopy has been for some time thought to be an interesting tool to
observe H-bonds (12). Thus correlations between chemical shifts dX�H�Y due to H-bonds
and X�Y distances (the equilibrium distance Q0 of Qs defined in Figure 2.1) that were
obtained from X-ray diffraction of crystals could be established. However, these results did
not suggest any systematic trend that could have been used to characterize H-bonds in
NMR spectra, as shifts of ns bands do in IR spectra. This assertion should nevertheless be
somewhat moderated, as the deuteron quadruple coupling constant, a quantity that can be
measured in NMR experiments of D-bonds, has been shown to correlate quite well with
the wavenumbers of the centres of some ns bands in O�D�O bonds of some solid hydrates
(13). It nevertheless remains a quantity of a limited use. We may thus conclude that NMR
is a method that allows us to observe H-bonds in solution.

Let us note that these latter correlations between dX�H�Y and Q0 in crystals could not
have been obtained before the problem of dipole–dipole interactions has been solved. This
problem is the following: two nuclear spins, situated on two separated nuclei interact when
a small distance separates these nuclei. This interaction is of a classical dipole–dipole type,
with these dipoles being magnetic dipoles. It is a somewhat long-range interaction and its
magnitude exceeds the chemical shift by some orders of magnitude. It depends on the rel-
ative orientation of the two spins with the orientation of the line that joins these two spins.
It is consequently at the origin of a most important broadening of most bands that completely
masks the effects due to chemical shifts. This is what happens in solids but it is, however,
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absent in the case of liquids, where rotations of individual molecules are sufficiently rapid
to average out this dipole–dipole interaction, transforming these broad bands into narrow
Lorentzian bands centred at frequencies equal to those of the centres of these broad bands.
Chemical shifts can consequently be observed, as appears clearly in Figure 3.2, despite the
presence of dipole–dipole interactions of much greater amplitudes. This averaging-out
effect is known as “motional narrowing”: a rapid intermixing of levels among some dis-
tribution, due to some external factor such as rotations of molecules in a liquid, leads to
observing only the average value of this distribution with a band centred at this average
value and having a Lorentzian shape (14). It is much narrower than the band that would be
obtained with a slow intermixing, which would have a much broader shape that directly
reflects this distribution. A rapid rotation of a solid sample at a frequency of about
20–30 kHz around an axis that makes an angle of 54.4� with the magnetic field, called the
“magic angle”, has the same effect of averaging out this dipole–dipole interaction. After
the discovery of this method NMR spectroscopy of solids has been possible, replacing
bands that are broadened by dipole–dipole interactions by narrow bands, as in liquids. It
means that NMR spectroscopy always works with conditions where these dipole–dipole
interactions are averaged out, either by rapid molecular fluctuations in a liquid or by arti-
ficially averaging them out by magic angle spinning. It allows obtaining narrow bands
within which chemical shifts may be seen.

In Figure 3.2 another interaction established by nuclear spins also clearly appears. It is
an interaction through valence electrons between the H-atoms of the CH2 groups and those
of the CH3 groups. It is responsible for the appearance of four lines in the band due to CH2

group and of three lines in the band due to CH3 groups. In this case of ethanol the splitting of
these bands is appreciably smaller than the splitting due to chemical shifts, which is respon-
sible for the separation of the bands due to CH2 and CH3 groups. In general this latter inter-
action, called “scalar coupling”, has a magnitude comparable to that of chemical shifts.

NMR of macromolecules
When applied to macromolecules, NMR faces another problem, which is that the number
of protons is great and the overlapping of bands consequently important, making the inter-
pretation of NMR spectra a difficult problem (15, p. 280). This is true, even with macro-
molecules in liquids, at the origin of narrow bands. Due to their great number these narrow
bands remain strongly entangled. They appear at slightly different frequencies because
they correspond to different nuclei that suffer slightly different chemical shifts or scalar
couplings. Information can nevertheless still be extracted, thanks to the high resolution of
NMR (16) that allows taking into account the effects of the environment on the studied
nuclear spin system. The main effect of the environment is to limit the lifetime of this sys-
tem, which appears in the form of “relaxation times” for this system. These relaxation
times convey statistical information on this environment. Sending thus a time-limited pulse
of radiowaves with their magnetic fields perpendicular to the static one B provokes transi-
tions of spins of the nuclei. Observing the relaxations of the various spins that interact
through what is left of the dipole–dipole interactions after their main parts are averaged out
by rotations of the liquid within which the macromolecule lies, allows us to observe cor-
relations between spins of various nuclei. These spins should be separated by distances
smaller than 4–5 Å (15, 17, 18) for these remaining interactions to be efficient. For longer
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distances no correlation is observable. These correlations consequently convey important
structural information in the form of “structural constraints”: they only appear when two
protons are positioned at relative distances smaller than 4–5 Å. It is widely used in struc-
tural studies of proteins. Needless to say, in that case its implementation and exploitation
could only be performed thanks to the advent of powerful informatics.

The establishment of these structural constraints makes NMR spectroscopy a basic
method to determine the structures of many macromolecules. It is then often used in con-
junction with diffraction (coherent scattering by ordered systems) methods described below
and theoretical methods. It is invaluable to determine the structure of many proteins, where
H-bonds are central for the formation of secondary structures, as described in Ch. 2. The
information NMR conveys about H-bonds nevertheless remains indirect as it only identi-
fies H-atoms that are positioned within close distances. It does not consequently directly
identify H-bonds themselves in macromolecules, as IR spectroscopy naturally does (see
Ch. 4), but only suggests the possibility of the establishment of such H-bonds. Progress in
this way is nevertheless observable with the increase of resolution conveyed by improvements
of the magic angle spinning that allowed, for instance, correlations of relaxation of spins
of the H- and C-atoms of N�H�O�C H-bonds of proteins (19) to become evident. It showed
that scalar coupling is not limited to covalency, but may also appear through H-bonds, with
smaller but now detectable amplitude. It may lead to the possibility of directly observing
H-bonds with NMR in the near future.

Conclusion on NMR
H-bonds established by small or medium size molecules can be characterized by their
chemical shifts. These do not, however, convey enough original information on H-bonds
to become a general method to observe H-bonds. In that sense, NMR spectroscopy did not
materialize the hopes that were put into it during the 1970s (12). Nevertheless, NMR spec-
troscopy remains one of the most precise, basic methods in chemical physics and analyti-
cal chemistry, due to its ultrahigh spectral resolution and the precisely known spin–spin
interaction dependence on distances. In these domains it has for long been a pioneering
method. It introduced the use of precise time-resolved experimental protocols to fully
exploit its ultrahigh resolution capacities that we have seen to allow precise correlations
between nuclear spins. These powerful protocols are now adapted in IR spectroscopy
under the name of nonlinear time-resolved IR spectroscopy which, as described in Ch. 4,
is a promising method to study H-bonds. In NMR spectroscopy they allow to establish pre-
cise correlations between various groups of a macromolecule, leading to “structural con-
straints” that convey useful complementary information to data obtained by other structural
methods such as X-ray or neutron scattering methods, described below. Even put together,
these structural methods do not constitute, however, direct methods to study H-bonds in
macromolecules. NMR spectroscopy may become one if the recent observation of scalar
couplings through H-bonds (19) becomes exploitable.

X-ray absorption spectroscopy

This is a relatively recent method that should be clearly differentiated from the usual scat-
tering of X-rays, a fundamental and very old method for the study of H-bonds we describe
below. X-ray absorption experiments require exceptional qualities of the X-ray emitting
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source and have consequently much benefited of the implementation of high-quality X-ray
beams produced by synchrotrons. Although a method that is now fully operative in chem-
ical physics, it has yet scarcely been used in the case of H-bonds, and we consequently
only sketch the potential interest of such a method. It is often labelled XAS (X-ray absorp-
tion spectroscopy), XANES or NEXAFS (near-edge X-ray absorption fine structure). It
consists of absorbing an X-ray photon that sends an electron of the core of an atom such
as O or N of a molecule into an empty electronic orbital of the molecule of high energy or
into a “free-electron” orbital. The band that corresponds to such a transition is centred
around 540 eV in the case this core electron belongs to the 1s electron of an O-atom 
(K-edge X-ray absorption zone). Around this value some fine structure may appear that falls
either in the pre-edge region with energies between 535 and 540 eV or in the post-edge
with energies greater than 540 eV. A modification of H-bonds, due to passing for instance
from ice to liquid water, or due to a temperature change, or due to solvation of ions, changes
this fine structure. It indicates that absorption of X-ray photons is sensitive to H-bonds and
may consequently be an interesting source of data on them, provided the X-ray beam is
stable enough to make possible the detection of the relatively small changes of this absorp-
tion band. It could thus be shown (20), using this method, that solvation of ions in liquid
water scarcely modifies its H-bond network. The only H-bonds that suffer some change
are those of the first sphere of H2O molecules around each ion, a result in agreement with
recent results of nonlinear time-resolved IR spectroscopy (21), described in Ch. 4. It strongly
questions the older concept of “structure breaker” or “structure maker” ions for which ions
were supposed to appreciably modify the H-bond network of bulk water, which in turn was
supposed to be at the origin of the modifications of macroscopic properties of liquid water,
such as its viscosity.

These XAS results however still require some clarification before being operational as,
for instance, the comparison of XAS spectra of ice Ih and of liquid water lead to the con-
clusion that an important proportion of H2O molecules in liquid water have only two
strong H-bonds, one accepted and the other one donated. This image conflicts with that
given by IR spectroscopy, which, as described in Ch. 9, shows that each H2O molecule of
liquid water donates two H-bonds and accepts two other ones. These H-bonds are never-
theless somewhat different from those found in ice Ih, the ordinary form of ice described
in Ch. 8. In this form of ice H2O molecules adopt a unique and rigid tetrahedral arrange-
ment, with four H-bonds around each O-atom. The tetrahedral arrangement in liquid water
is flexible, but the coordination remains equal to four. The interpretation of XAS spectra,
based on the close resemblance of bands of liquid water and of surface ice Ih where at least
one half of H2O molecules are thought to be free (not H-bonded), consequently certainly
needs some revision. On the other hand, another interpretation of XAS spectra of liquid
water at various temperatures from �22� to 15 �C indicated the presence of two kinds of
H-bonds in liquid water with enthalpies that differ by about 6.3 kJ mol�1 (1.5 kcal mol�1)
(22), a result that now agrees with those given by vibrational spectroscopy.

Scattering of electromagnetic waves or particles

In this section experiments are described where photons or particles, instead of being directly
absorbed or emitted, are scattered. These are two-photon or second-order mechanisms, in
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opposition to absorption described previously, which is a one-photon or first-order mech-
anism. Some of these scattering methods, such as X-ray diffraction, are basic and often old
routine tools in chemical physics. In all scattering methods, incident photons or particles
propagate through a transparent medium that displays no absorption. In these conditions
the great majority of these photons or particles travel through the sample and then travel
out of it in the same state they entered it. A very few of them are nevertheless scattered in
various directions, following two types of scattering: coherent or incoherent, which differ
in the conservation or not by the scattered wave or particle of the phase of the incident
wave or particle. Conservation of this phase allows waves scattered by various centres to
interfere, providing precise information on the spatial distribution of these centres, in other
words on the structure of the sample.

Coherent scattering (X-rays and neutrons)

This category has two main methods, X-ray and neutron diffractions, whereas other less used
methods, such as diffraction of electrons or Rayleigh coherent scattering of light, can also be
occasionally found. In these experiments an incident plane wave with frequency n propa-
gates through the sample. This wave is defined by a constant electric field in the case of
X-rays or light. We write all following equations for the case of X-rays. At spatial position

inside the sample and at time t the electric field of this plane waves can be expressed as

(3.6)

with i2 � �1. Instead of the electric field, which describes X-ray diffraction, any other vec-
tor characteristic of the wave in other experiments may be considered. In eq. (3.6),
defines the direction of propagation of this wave. It is called the “wavevector” of this wave.
Maxwell equations for a travelling wave show it is perpendicular to the electric field and
also perpendicular to the accompanying magnetic field. Eq. (3.6) means that the electric
field oscillates everywhere as where the time delay t of this wave between
positions and 0, equal by definition to the time this wave takes to travel between these
two points, is, following eq. (3.6),

(3.7)

As t is proportional to r// and independent of r�, points in a plane perpendicular to have
all same time delay t with respect to � 0 as they all have along the same component r//

(Figure 3.3). This is the definition of a plane wave that propagates at a constant velocity in
the direction defined by . For an electromagnetic wave, we have:

r//�ct (3.8)

with c the velocity of light. For a wave that accompanies a neutron, for instance, the same
relation holds, with c replaced by the velocity of the neutron beam. By comparing eqs.
(3.7) and (3.8), we deduce:
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with l the wavelength, equal to c/n.
Let us now examine a wave that is scattered by two scattering centres situated at the ori-

gin O and at a point R, drawn in Figure 3.3. For X-rays such scattering centres are elec-
trons. They are nuclei in the case of neutrons. The oscillation of the incident wave defined
by wavevector is written as at the origin O if the origin of time is prop-
erly defined (in case the origin of t is defined differently, an additional constant phase fac-
tor iw appears in the exponential; this constant phase factor has no effect in the following).
The wave scattered by scattering centre at O is defined by its wavevector . At a point 
M sufficiently far away from O, the oscillation due to this scattered wave is expressed as

where s is the scattering factor of both centres at O and R (in the case of 
a particle s is called cross-section). On writing this equation, we implicitly suppose that
the phase of the incident wave is kept unchanged during this (coherent) scattering. In an
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Figure 3.3 Geometry of a plane wave propagating along (upper diagram) and scattering along 
by two centres positioned at points O and R of an incident wave defined by (lower diagram).
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incoherent scattering a random (phase) factor appears within the parenthesis of the 
imaginary exponential. If a constant phase factor appears in this parenthesis, we have 
yet to do with coherent scattering. The incident wave arriving at point R, the second 
scattering centre, can be expressed as , so that the wave scattered by 

the centre situated at R with wavevector becomes when arriving at 

point M. With , this latter scattered wave can then be expressed

as so that the wave at M due to scattering of the incident wave
by the two scattering centres in O and M is then equal to

(3.10)

In a coherent scattering experiment the frequency n is the same for incident and scattered
waves. Eq. (3.9) implies then that , which means that and have same ampli-
tudes whereas their directions are different. In the case of scattering of particles, incident
and scattered particles also have same energies. Eq. (3.10) may be easily generalized to a
set of numerous scattering centres with same scattering coefficient or cross-section. If these
scattering centres are defined by their spatial density , the wave scattered by all scat-
tering centres that are defined by the wavevector can then be expressed as

(3.11)

This eq. (3.11) shows that the amplitude of the scattered wave is proportional to the Fourier
transform, defined in eq. (5.A17) of the appendix of Ch. 5, of the density r of scattering
centres. This is a particularly favourable situation, because the measurements of the ampli-
tudes of the waves coherently scattered in all directions, that is with all possible wavevec-
tors , allows in principle to calculate by an inverse Fourier transform, also defined by 
eq. (5.A17) of the appendix of Ch. 5, the density of scattering centres. This last equation
holds for a one-dimensional (1D) Fourier transform, that is a single coordinate x (or t) and
consequently a single “conjugate” coordinate k (or n in eq. (5.A17)). The extension to a
3D space defined by and , is trivial and can be found in any textbook on X-ray.
Without entering the details of calculations of inverse 3D Fourier transforms, we never-
theless have to note that in a coherent scattering experiment the measured quantities are
not amplitudes (eq. (3.11)) of vectors, which are complex quantities, with real and

imaginary parts, but their square amplitudes , called intensities, which no longer 
convey information on imaginary parts of . As a consequence, we cannot exactly calcu-
late by inverse Fourier transforms the densities of scattering centres but we can calcu-

late their correlation functions as a function of .
This inverse Fourier transform calculation of the correlations of density of scattering

centres of the sample gives particularly precise results when this sample is a crystal. In this
case is periodic. The scattered intensities are then “
 functions”, or Dirac’s functions,
that are zero almost everywhere, except for well-defined values of where they take on
great amplitudes. They are known as “Bragg peaks” for which all scattered waves have the
same phase. Interferences of all these waves are consequently constructive in the directions
where Bragg’s peaks appear. This is the consequence of the mathematical result that the
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Fourier transform of a periodic sinus or cosine is a 1D d function that is zero everywhere
except at position 0 where it is infinite with, however, its integral between �� and �� equal
to 1. It allows a precise determination of the structure of molecular complexes. The order in
crystals is of long-range type because the periodicity extends very far. This particular case of
scattering by a very great number of periodically ordered particles is called diffraction. It
occurs in the case of X-rays, allowing us to map electronic densities in the sample, and it also
occurs in the case of neutrons where it provides the densities of nuclei. Such a coherent scat-
tering also occurs when ordinary light meets a grating made of periodically arranged lines.

Besides this ideal situation of a periodically ordered crystal, coherent scattering may
still convey information in less ordered samples. Thus scattering by a liquid where some
order remains at short distance but disappears at longer distances, provides, for instance,
measurements of O�O distances in liquid water or liquid alcohols. This is reproduced in
Figure 3.4 where the autocorrelation function gOO is drawn as a function of distance R for
liquid heavy water (23, 24). This function is proportional to the probability that when sit-
ting on an O-atom of this liquid, one finds at distance R another O-atom (25). As the near-
est O-atoms are those that establish H-bonds on this O-atom we are sitting on, we deduce
that in this liquid, the value of Q0, the equilibrium O�O distance Qs of O�D�O bonds,
defined in Figure 2.1, is equal to R at first significant maximum of gOO, 2.75 Å in this case.

Modern Experimental Methods 65

Figure 3.4 The autocorrelation function gOO of liquid heavy water at 11 �C as a function of inter-
atomic distance R. The value of R at maximum of gOO is the value of Q0, the average equilibrium
O�O distance Qs of O�D�O bonds in this liquid, defined in Figure 2.1. Reproduced from Figure
1b of reference (24), with permission. Copyright (2006) by the American Physical Society.
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Second and third maxima, which occur at higher values of R, define average distances of
second and third neighbours of this O-atom. At still higher values of R, gOO takes on a
nearly constant value that indicates a random distribution of these distances. This curve is
typical of H-bonded liquids, which exhibit a well-marked order at short distances due to
H-bonds. This order disappears at longer distances. It allows measuring O�O average dis-
tances Q0 of these H-bonds. Other short distance correlation functions such as those of
O�H or H�O can also be extracted in favourable cases from diffraction patterns in these
liquids. In the experiments this diffraction pattern appears in the form of light cones cen-
tred on the sample and that all have for their axes the direction of the incident X-ray or
neutron beam. Along these cones the diffracted beam is more intense than in other direc-
tions. The existence of these cones is a consequence of the isotropy of the liquid. They are
the equivalents of Bragg’s peaks in crystals. This type of coherent scattering of X-ray or
neutrons has been used in the case of such chemically well-defined liquids as liquid water
or alcohols. It has been scarcely used for gases, which are not dense enough to allow scat-
tering intensities to be measured.

A very few highly diluted gases have, however, been the objects of coherent electron
scattering experiments. In more dense gases, absorption of electrons rapidly becomes pre-
dominant and hinders measuring scattering intensities. Diffraction of electrons thus
allowed determining with precision the structure of H-bonded cyclic dimers of carboxylic
acids (26–28) that constitute model systems of H-bonds we have already seen in Ch. 2 and
shall see later in this book. They nevertheless remain scarcely used methods.

Scattering of X-rays and of neutrons are basic structural methods. X-rays and neutrons
are now delivered by special machines that provide intense fluxes of monochromatic beams.
Thus X-rays delivered by synchrotron radiation have such high fluxes that recording scat-
tered intensities in all directions can be made within 1 day on so small samples that they
can be hardly visible. This is particularly interesting in the case of crystals of proteins, for
instance, which are much harder to obtain than crystals of organic substances. Their sizes
are consequently severely reduced. It allows extending the application of X-ray scattering
to biomacromolecules. Determination of the structures of a lot of biological systems (29),
which always remain partially disordered, has thus been carried out using these machines.
It should be nevertheless kept in mind that exploitation of data for such complicated sys-
tems, which may be recorded within 1 day, may take months of complex calculations! The
advent of especially designed nuclear reactors or accelerators of particles has also allowed
precise neutron scattering experiments to be performed after 1970. The flux of neutrons in
these machines is, however, weaker than that of X-ray photons by orders of magnitude.
The acquisition of data takes consequently a much longer time, 1 week instead of 1 day,
and only much more voluminous samples can be studied. Even with their weaker fluxes,
neutron scattering experiments remain useful when X-ray scattering cannot be performed.
This is, for instance, so when the sample can only be maintained in a metallic container,
as in some high-pressure experiments. Metals absorb X-rays much more efficiently than
organic substances and cannot be used in that case, whereas neutrons are weakly scattered
by some light metals that can then be used in neutron diffraction experiments.

In the case of H-bonds, a great wealth of structural data has been obtained, making X-ray
and neutron coherent scattering experiments basic methods to determine the geometries of a
considerable number of H-bonded systems, as extensively described in excellent books (2, 29).
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No point, then, to further stress the fundamental interest of such methods, and in this short
chapter only rapid comments are added. Most structural parameters of H-bonds have been
deduced from diffraction in crystals. The great majority of data concerns Q0, the equilib-
rium X�Y distance Qs defined in Figure 2.1. Measurements of these distances have most
often been quite accurate. They may have the same level of accuracy as the distances 
provided by microwave spectroscopy, described previously and which are, however, lim-
ited to gases. The accuracy with which equilibrium angles u0 and w0 of H-bonds, also
defined in Figure 2.1, have been measured is somewhat poorer than that for Q0 for both
these diffraction techniques. A lot of measurements concerning these angles have never-
theless been given by these diffraction methods. This relatively poorer accuracy finds its
origin in the fact that measurements of such angles too much depend on the accuracy of
the determination of the position of the H-atom of the H-bond X�H�Y. This position is
determined with a relatively poor accuracy, because the coherent scattering factor of the
H-atom is particularly small in both X-ray and neutron experiments. X-rays are scattered
by electrons and the H-atom having a single electron around it has a weak scattering fac-
tor as compared to those of the other atoms of the sample. Neutrons are scattered by nuclei,
but the positions of H-atoms are hardly observable by neutron diffraction, because the
coherent scattering “cross-section” of H-nuclei is small in comparison to their especially
great incoherent cross-section. It makes the coherent signal disappear into a much more
intense incoherent one. Fortunately, however, this is not so for the isotopic companions,
the D-nuclei, which have a much smaller incoherent cross-section and a coherent one that
is of the same magnitude as other common atoms such as C, O or N (30). It allows, for
instance, to observe with coherent neutron scattering (31) collective motions of D-atoms
of different D-bonds in H-bonded ferroelectrics, described in Ch. 6. As H-atoms that estab-
lish H-bonds are in many materials relatively easily replaced by D-atoms, for instance by
immerging the species into heavy water, structures of D-bonds may be directly observed.
As described in Ch. 7, D-bonds have, in a first approximation that is often very good, same
geometries as H-bonds. Structural properties of H-bonds can consequently be measured on
equivalent D-bonds by neutron diffraction. It nevertheless requires supplementary prepa-
rations that may not always be easy. In complicated systems with numerous H-bonds, this
indirect observation of H-bonds, due to the difficulty to detect the presence of the H-atom
itself, may be a source of errors. Thus only part of H-bonds in nucleosides (32) is detected
by X-ray diffraction, making their number estimated by this method only half the number
determined using IR spectroscopy. In more complicated systems such as macromolecules,
the spatial resolution attained by X-ray diffraction is about 1.5 Å (33, 34). It allows a fair
determination of the structures of macromolecules, but is not sufficient to directly observe
the H-bonds. In Ch. 11, it will be seen to be nevertheless enough to localize the O-atoms of
some water molecules that are parts of the structures of proteins.

All these restrictions concerning these scattering methods have nevertheless not hin-
dered them to be at the origin of banks of geometrical parameters of many H-bonds (29).

Incoherent scattering

The phase of the wave scattered by a particle at position is random and has no relation with
the phase of the incident wave or particle. It consequently gives no interference pattern

�

R
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between waves scattered by different scattering centres, and consequently no direct structural
information. Each scattering centre scatters waves or particles independently from other cen-
tres. Incoherent scattering does not consequently give Bragg peaks in crystals. Ordinary light
or neutrons can be incoherently scattered. In both cases, this incoherent scattering may be
elastic or inelastic. Elastic scattering, which we have already encountered in the preceding
case of coherent scattering, occurs when photons or particles of the scattered beam have
same energies as those of the incident beam. In the case of a wave, same energy means same
frequency of photons associated with this wave. Inelastic scattering conversely occurs when
scattered photons or particles are less or more energetic than those of the incident beam.

Incoherent light scattering
In the case of light, incoherent scattering is called “Rayleigh” scattering when it is elastic.
It is a common process that makes us see objects with our eyes, which detect light scat-
tered by these objects. Thus leaves appear green as chlorophyll pigments scatter green
light, while it absorbs blue and red lights and is transparent for green light. It is also a com-
mon process in the atmosphere that is responsible of the blue colour of a cloudless sky, that
is of a completely transparent atmosphere. This blue colour is due to the fact that scatter-
ing of blue visible light is much more effective than that of red visible light. Incoherent
Rayleigh scattering is consequently also responsible for the red colour of the sun at sun-
set, as direct light from the sun has travelled a long distance in the atmosphere and has
scattered much of its blue light and relatively few of its red light. When inelastic, scatter-
ing of light is called Raman scattering. It occurs with incident photons of frequencies n
either in the visible region or in the NIR region. The frequencies of scattered photons are
n � dn, and consequently their energies h(n � dn) are not the same as those of incident
photons. Let us note that scattering with dn � 0 has a greater amplitude than scattering
with dn � 0, but both exist. dn, called Raman shift, is usually equal to frequencies of vibra-
tions in the molecules. The energy loss or gain between incident and scattered photons in
Raman spectroscopy therefore corresponds to excitation or de-excitation of vibrations in
molecules. We shall see in Ch. 4 that we see in Raman spectra the same vibrational bands
as in IR spectra. This does not mean that the Raman spectrum of a molecule is identical to
its IR spectrum. Intensities of individual bands are not the same. Intensities of IR bands
are proportional to the square of the variation of the dipole moment of the molecule
induced by vibrations. Intensities of Raman bands are proportional to the square of the
variation of the polarizability of the molecule induced by vibrations. In the case of cen-
trosymmetric molecules, such as H-bonded cyclic dimers, only antisymmetric vibrations
appear in IR spectra as symmetric ones do not induce any change of the dipole moment
that remains equal to 0. The inverse holds for Raman bands, and the IR spectrum of these
cyclic dimers differs of the Raman spectrum. IR and Raman spectroscopies, although
observing the same phenomenon, vibrations of molecules or of molecular complexes, are
thus complementary. In the absence of centres of symmetry transition probabilities remain
different between IR and Raman bands, making intensities of common bands different.

As already mentioned, IR spectroscopy is a particularly powerful tool to study H-bonds,
and both Chs. 4 and 5 are dedicated to this technique. This is not so of Raman spectra as, in
opposition to IR bands, Raman bands are not especially sensitive to the presence of H-bonds.
As a consequence, Raman spectroscopy, which gives most similar information, even if not
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identical, is a scarcely used method to study H-bonds, because of its small sensitivity to
H-bonds, as compared to IR, and also because it is more sophisticated and harder to imple-
ment a technique than simple IR spectroscopy, a routine technique. It has for some time been
used in cases where the hypersensitivity of IR spectroscopy to H-bonds is more an inconven-
ience than an asset. This has been the case for liquid water and for many aqueous media,
where this hypersensitivity, combined with the extremely great number of H-bonds in these
species lead to catastrophic saturation effects in IR spectra. Soon after these inconveniences
have been overcome, as described in Ch. 11, Raman spectroscopy has been only scarcely
used as a systematic method to study H-bonds, even those found in liquid water or aqueous
media. On the other hand, it is still used in those spectroscopic regions where detection of IR
waves becomes hard. This is the case of the FIR region, below 400 cm�1, where Raman spec-
troscopy may then favourably replace IR spectroscopy in some cases. It is however a region
that conveys much less information on H-bonds than the mid-IR region above 400 cm�1.

Incoherent neutron scattering (INS)
This is a method that without being routine is regularly encountered in the study of H-bonds
because, as already mentioned in the case of coherent scattering, the H-atom exhibits an
exceptionally large incoherent cross-section, (30), which is to be compared
with its coherent cross-section, . Let us recall that the scattering cross-
section of a particle is equivalent to the scattering coefficient s of an electromagnetic wave,
which is given in eqs. (3.10) and (3.11). This incoherent cross-section of H-atoms is
also far greater than coherent or incoherent cross-sections of any other atoms. It means that
INS mainly sees H-atoms and is sensitive to transitions that imply H-atoms. These transi-
tions are most often vibrational transitions. In that respect, it works the same way Raman
spectroscopy does. Selection rules are nevertheless different between Raman and INS, so
that both methods are also complementary. INS has, however, the same inconvenience as
Raman spectroscopy with respect to IR spectra: it is not particularly sensitive to H-bonds
in the region of conventional IR spectra, with wavenumbers greater than 400 cm�1, and is
much less easy to implement. It becomes interesting in the very far IR region where IR and
also Raman spectra display a poor sensitivity. This is typically the case of vibrations or of
any transitions that imply changes of wavenumbers smaller than 10 cm�1, that is energy
changes less than 1 meV. This region is known as the “quasi elastic region”. In this region
relative vibrations of heavy entities such as polymers, or great parts of macromolecules,
can be observed. Transfers of protons or of H-atoms can also be observed (35) by INS.
They are large amplitude motions of H-atoms or protons inside H-bonds that cannot eas-
ily be seen by IR or Raman methods. Their interest is fundamental for H-bonds and is
described in more detail in Ch. 6. In this potentially interesting field, INS is a method that
may prove of interest in the future.

THEORETICAL DESCRIPTIONS OF THE ELECTRONIC STRUCTURES 

OF H-BONDS

These are methods where description prevails over observation or measurement. Their fun-
damental interest is to provide or predict properties of H-bonded complexes in the case of

sH
coh

sH
coh �1 8. barn
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inc �80 barn
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a lack or absence of experimental data. They rely on an as precise as possible description
of the electronic structure of these complexes. The point is that these electronic structures
only slightly differ in X�H�Y from that of X�H and Y when they establish no H-bond.
In other words, theoretical descriptions of the electronic structures of H-bonds should 
be precise to give exploitable results. For simple H-bonds established by very small 
molecules such as H2O, NH3, HF, etc., ab initio quantum methods that make in principle
no approximation can satisfactorily account for the electronic structures of H-bonded
dimers, or even trimers. Electronic structures of such gaseous simple complexes as
Cl–H�O–(CH3)2 that we have seen have been the object of studies by microwave or IR
spectroscopy in the gaseous phase, can also be satisfactorily computed. These computa-
tions allow testing theoretical methods against experimental data in view of extending
them to the prediction of other properties of H-bonds or of properties of H-bonds estab-
lished by bigger molecules that cannot be entirely computed without approximations. If
correlation of electrons situated on the two parts of the H-bond, donor and acceptor parts,
is correctly included (36), such ab initio methods allow to quite well reproduce the geom-
etry of these complexes, in particular equilibrium distances Q0 of Qs (Figure 2.1). This is
for instance the case of simple systems in the gas phase, where theoretical methods that
have given correct values of the wavenumbers of bands in IR spectra are used to predict
the geometries of H-bonded complexes (37). These theoretical methods can at the same
time provide fair values of the enthalpies �H of formation of H-bonds and of wavenum-
bers of vibrational bands. In this case of vibrational spectra, only the wavenumber of the
centre of the stretching X�H band ns in X�H�Y can be computed. The fundamental
strong anharmonic coupling with intermonomer modes this band suffers, which is
described in Ch. 5, has not up to now been reproduced by these ab initio methods, even if
it is a characteristic feature of H-bonds that shows the peculiarity of the dynamics of 
H-atoms in H-bonds. As already seen in Ch. 2, for instance, these theoretical approaches
of H-bonds allow establishing correlations between their enthalpies and values of Q0, inside
H-bonds of same types (38). These ab initio computations may also be applied to proper-
ties of H-bonds in solids, provided the hypothesis that H-bonded complexes weakly inter-
act is valid, so that the solid may be thought of as an ordered assembly of weakly
interacting H-bonds. Even in those cases, however, approximations should be made for
calculating the electronic structures of H-bonded complexes with a greater number of
atoms. This is because the number of atoms that can be fully taken into account with
almost no approximation is as low as 4 (39). Even in the case of simple H-bonded com-
plexes just mentioned above, a full ab initio treatment cannot consequently be performed,
mainly because of the limitation of the number of orbitals that form the basis on which all
wavefunctions are decomposed, and approximations are necessarily introduced. They
often consist of exactly calculating some restricted parts of the H-bonded complex in a
complete ab initio treatment and replacing the effects of the rest of the complex by simple
approximate potentials. In the case of the intramolecular H-bond of, for instance, malon-
aldehyde drawn in Figure 6.2, or of similar molecule acetylacetone (40), where H-atoms
are replaced by CH3 groups, only the electronic structure of the C�O�H�O�C parts 
are computed. This is enough to compute the height of the potential barrier that gov-
erns the transfer of the H-atom between the two configurations C�O–H�O�C and
C�O�H�O�C when O�H and C�O distances vary. It allows calculating such above
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described quantities of bigger H-bonded complexes and comparing them with experimen-
tal data.

The problem with these approximations is that all of them should be checked against
experimental results and that one type of approximation may be the best one to describe a
type of property, while another one may be the best one for another type of property.
Optimizing the approximation is, therefore, often a hard task to perform. It is often per-
formed within the frame of “density functional theory” methods, or DFT, which are often
used for H-bonds. They consist of optimizing the electronic wavefunctions with respect to
electronic densities, which is different of classical SCF (self-consistent field) approaches
that optimize wavefunctions themselves. They exhibit a favourable scaling factor with the
number of electrons (41), as the time required to calculate the electronic structure of a 
H-bonded complex of N atoms vary as N4 or higher power using SCF methods, whereas it
varies as N3 with DFT. In addition, DFT methods take on correlations of electrons more
easily, a mandatory requirement to have reliable descriptions of these electronic structures
of H-bonds, which imply small energies as compared to covalent bonds, the main contri-
butors to the total energy of the complex. Taking these correlations explicitly into account
partially compensates for the errors introduced by the limitation of the number of basic
orbitals on which all wavefunctions are decomposed. It nevertheless remains that even if
they give good results for some H-bonded systems, they should be assessed in each par-
ticular case.

H-bonds are often found in more complicated systems than gas or solids as discussed
above. They are thus most often found in liquids, aqueous solutions or solutions of other
solvents. Reproducing experiments that have been performed in these conditions then
require supplementary approximations in theoretical descriptions. It often requires a more
drastic reduction of the number of parameters to be computed by ab initio methods while
mimicking the effect of the surrounding molecules or complexes by a classical mech-
anical treatment. In the case this surrounding consists of identical complexes such an
approximation is at the origin of an iterative procedure that falls in the same vein as 
“consistent-field theory” of solids. It can alternatively feed molecular dynamics (MD)
computations of dynamic properties of the considered H-bonded complex. The potentials
used in these MD computations are then potentials where the surrounding of the H-bond
is treated as precisely as possible in this type of approach, and the H-bond itself is
described in a full quantum frame. From these two relatively precise treatments, interac-
tions between both parts are deduced in the form of simple approximate action and reac-
tion potentials. The principle of MD computations is to calculate the evolution of a system
made of many particles such as, for instance, H2O molecules in liquid water. The dynamics
of these particles is governed by a classical (not quantum) potential. The configuration of
all these particles is set in a reasonable form at time t � 0 and its evolution is calculated
applying this classical potential to these numerous particles when time is increased by
small steps of about 10�15 s. The computations stop when a statistical stability is reached.
The point is that, in order to be efficient in such a treatment of numerous particles, this
potential has to be simple. Applied to H-bonds, this simplification hinders taking into
account their directionality, one of their fundamental properties. This is at the origin of the
failure of MD to reproduce the exceptional properties of liquid water described in Ch. 9,
and more generally to predict how water molecules get embedded in macromolecules,
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where they often play important roles (Ch. 10). Other kinds of approximation can evi-
dently be made, as these approximations depend on the kind of problem that is looked at.
In all cases the theoretical results are to be precisely compared to experiments. It implies
that predictive properties of such theoretical approaches are restrained. They can be only
trusted when the approximations are precisely checked against well defined experimental
results and predictions reduce to small extrapolations from them. They can still be used to
predict entirely new properties from a model that has been shown to very well reproduce
completely different data. Even with these restrictions, they are most useful to give pre-
liminary estimations of the properties of hydrated forms of macromolecules, for instance,
or give preliminary results to still poorly known effects such as transfers of protons (40).
These are fundamental mechanisms of H-bonds described in Ch. 6, which may in the near
future become important fields of research. Presently computational methods are the only
ones to give estimates of relevant quantities for such mechanisms. They are also often
valuable methods that are used as complementary methods in experiments where they
allow the estimate of otherwise unknown quantities that are necessary to give more precise
interpretations of these experiments. It explains why thousands of publications on the elec-
tronic structure of H-bonds are found in the literature, thus showing that despite their lim-
itations stressed above, they are important methods in the study of H-bonds.

SUMMARY

Many methods have been used and will be used in the future to study H-bonds. In this chap-
ter we described most of them, with the exception of IR spectroscopy, which is described
in Chs. 4 and 5. We also left out of consideration specific methods that are used to observe
H2O molecules, as these methods are detailed in Ch. 11. Experimental methods, which
include most of the methods described in this chapter, have been divided into calorimetry,
an old but still interesting method, and “other” methods, which encompass most of more
recent experimental methods. These other methods have been divided into “absorption”,
or first-order methods, and “scattering”, or second-order methods. IR spectroscopy, not
described here, is included in the category of absorption, first-order methods. In this chap-
ter we have described these methods one by one. This summary is organized the other way:
it considers the type of property that is intended to be looked at, and then lists the possi-
ble methods that may be used.

Three types of properties are particularly important for H-bonds: thermodynamics,
geometry and dynamics.

(1) Thermodynamics quantities, such as enthalpies �H, may be directly measured 
by calorimetry on simple H-bonds found in systems that exhibit ideally a single type
of H-bonds. These enthalpies �H may also be obtained from IR, Raman or NMR
spectroscopy, in the case, for instance, where H-bonded complexes X�H�Y coexist
with their free X�H and Y components and variation of their relative proportions 
can be induced by variations of temperature, of concentration, or of any other exter-
nal parameter. Precise measurements of enthalpies �H of H-bonds of carboxylic
acids from the variations of the equilibrium constants that defines the equilibrium
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between monomers and dimers with temperature are thus described in Ch. 4. We
have already seen in Ch. 1 that these �H may also be computed, which leads to rel-
atively precise values if one can calibrate them against a limited number of calori-
metric measurements.

(2) Geometrical quantities rely on three basic methods: rotational spectroscopy, X-ray or
neutron diffraction, and IR spectroscopy. Rotational spectroscopy in the microwave
region is a highly precise method, but it works only in gases at low pressures and low
temperatures, which considerably reduces the number of H-bonds that can be stud-
ied. Furthermore, it requires the H-bonded complex to have a nonzero electric dipole
moment. This is not a serious limitation, but it nevertheless excludes centrosymmet-
ric complexes. Results obtained using these methods have been highly valuable when
precise data on H-bonds started being collected, particularly all those examined in
Ch. 2. Now relatively few H-bonds remain to be seen using this method, which requires
the molecular components X�H and Y of the X�H�Y complexes to be simple mole-
cules. It may remain interesting in astrophysics or physics of the atmosphere, but 
certainly not for aqueous or biological systems. We have mentioned that rotational
constants are mainly obtained from microwave spectra, but can also be observed and
exploited in IR spectra of similar gaseous H-bonded systems. These IR methods
applied to rotational spectra suffer the same limitations just described above.

Diffraction methods, either employing X-rays or of neutrons, are basic general
methods. Their main limitation is that they have difficulties seeing H-atoms, especially
in the case of X-ray diffraction. This is strongly compensated by the possibility they
offer to study complicated systems, such as macromolecules. They remain highly
precise for measurements of such quantities as X�Y distances. They furthermore
work in condensed states, mainly ordered crystals. Most X�Y distances of X�H�Y
H-bonds have been measured using these methods, and banks of geometrical data
concerning many H-bonded systems are thus proposed to the scientific community.

IR spectroscopy does not directly measure geometrical quantities. In Ch. 4 it is
shown that measurements of the wavenumber of the centre of the most intense ns

stretching band of a H-bond X�H�Y can be relatively precisely corre-
lated to the X�Y equilibrium distance of this H-bond. IR measurements are most
easy, in any conditions: gas, solid, liquid, solution, etc., and IR spectrometers are rou-
tine instruments in many laboratories. IR spectroscopy is consequently a basic gen-
eral method to rapidly obtain geometrical parameters of H-bonds. Let us note that
theoretical methods may also occasionally be used to estimate geometrical quantities
of H-bonds made of small molecules.

(3) Dynamic quantities such as spectroscopic constants (frequencies or wavenumbers of
various vibrations) are obtained from IR or Raman spectra. IR spectra are by far the
most precise method to measure such quantities related to intramonomer vibrations
(vibrations of X�H component, which are for some of them described in Chs. 4 and
5, are highly sensitive to the establishment of a H-bond X�H�Y), which contain 
a lot of information on H-bonds themselves. Raman spectra are more useful for
intermonomer vibrations that are found in a region of smaller wavenumbers, where
the quality of IR spectra becomes poorer. They also have been useful in the case of
liquid water and aqueous media which give such intense signals in IR spectra that

(X H Y)�
�

�
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saturation occurs and for a long time the H2O molecule was considered as a poison
in IR spectroscopy, as described in Chs. 9 and 11. Theoretical methods may also
occasionally provide information on these quantities. It is thus likely that such
dynamic quantities as transfers of protons or of H-atoms, described in Ch. 6, will be
studied by these methods in the near future. The interest in such mechanisms is
recent, and up to now theoretical methods have given the greater number of related
data, even if they are still in a stage of evaluation. We have seen in this chapter that
from microwave spectra of X�H�N�R3 complexes, with X a halogen atom, the pro-
portion of X��HN+R3 complexes with transferred proton could be measured. Up to
now they still did not convey information on the dynamics itself of these transfers.
They nevertheless may appear most useful in this domain in the near future.
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– 4 –

Infrared and Related Spectroscopies of 

H-Bonded Systems: Experimental 

Point of View

IR SPECTROSCOPY AND H-BOND VIBRATIONS

Among the various methods that are used to observe H-bonds, infrared spectroscopy 
(IR in the following) plays a special role, due to its particularly great sensitivity to the pres-
ence of H-bonds. It therefore comes as no surprise if this whole chapter and the following
one are devoted to it. Before examining the effects of H-bonds in IR spectra, let us, however,
clarify some points concerning IR spectroscopy. First, its abbreviation, IR. This was the
usual abbreviation before the appearance and generalization of “Fourier transform spec-
trometers”, around 1970. We use this abbreviation, because the other one that appeared more
recently in the literature, FTIR, refers to the technique used to obtain spectra in the IR region,
not to the principle of the method itself, which remains spectroscopy in the IR region. The
physical interaction at work in spectroscopy is the interaction between a sample and an
electromagnetic wave in the spectroscopic region we are interested in and this interaction
does not depend on the technique used to monitor it. Most of the time FTIR is based on a
Michelson interferometer, which delivers an “interferogram” that represents the value of
the IR intensity that comes out of this interferometer as a function of the optical path dif-
ference d of the two beams that interfere at the output of the Michelson (1). The IR spec-
trum itself is equal to the Fourier transform of the interferogram, and is computed from the
recorded interferogram (a definition of the Fourier transform of a distribution is given in
eq. (5.A17) of the appendix of Ch. 5). This is presently the technique that gives the best
signal-to-noise ratio in IR spectra, at least when considering broad spectroscopic regions.
In consequence most IR spectrometers use this technique, and nearly all IR spectra pre-
sented in this book were obtained using it. This is, however, only a technique, and nothing
tells us that in the future IR spectra will always be recorded using this technique. Thus
modern nonlinear time-resolved IR spectra that we examine in this chapter do not rely on
the FTIR technique. The second point to clarify is that most spectra called IR spectra are
related to spectra in the mid-IR region, that is with wavenumbers (�n/c, with n the frequency
of the IR wave and c the velocity of light) which are in the region 400 � � 4000 cm�1.
When another spectral region is considered, it will be specified as FIR (far infrared region)

�n
�n
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for � 400 cm�1 or NIR (near infrared region) for 4000 � � 12,500 cm�1. For H-bonds,
we shall be mainly interested in the mid-IR region where intramonomer vibrations appear,
that is, vibrations that mainly occur either in the X�H molecule or in the Y molecule that
constitute the X�H�Y, H-bonded complex. When the IR region is not specified, it implic-
itly refers to this mid-IR region, following the usual terminology in the literature.

In the case of H-bonded systems, two kinds of vibrations are encountered: the 
intramonomer vibrations, defined above, and the intermonomer ones. These latter vibra-
tions are the relative vibrations of the two molecules X�H and Y that establish an H-bond
and form the H-bonded complex X�H�Y. These relative vibrations are ruled by a force
constant due to the presence of the H-bond itself. In its absence this force constant is zero,
and the two molecules X�H and Y perform independent translations and rotations, with no
relative vibrations or, equivalently with vibrations having frequencies equal to 0. The force
constants that govern intramonomer vibrations are due to the much stronger covalent
bonds established inside X�H and Y. We start examining intermonomer vibrations due to
H-bonds that appear in the FIR region. Vibrations in this FIR region are scarcely observed
and the next section devoted to these vibrations is consequently relatively short. This is not
so in the case of the intramonomer vibrations invoked in a subsequent section. For some of
these vibrations the establishment of an H-bond has spectacular consequences and these vibra-
tions consequently display a lot of information on H-bonds. The theoretical descriptions of the
particular features of these intramonomer vibrations are described in the next chapter where
general theoretical aspects of spectroscopy are also developed in an appendix. Reference to
this appendix is made all along the present chapter when necessary. In this chapter, we mainly
consider isolated H-bonds, occasionally systems with two or more H-bonds. It allows us to
put into evidence fundamental spectroscopic properties of H-bonds. It will be of a great help
to later interpret IR spectra of “H-bond networks”, assemblies of closely lying and interacting
H-bonds, which naturally appear in the presence of H2O molecules.

INTERMONOMER VIBRATIONS IN THE FIR REGION

Description

The three intermonomer vibrations of a single H-bond consist of small oscillations around
the equilibrium positions Q0, u0 and w0 of the X�H�Y complex we have defined in Ch. 2
(Figure 2.1). These oscillations are defined by coordinates Qs�Q0, for the intermonomer
stretching vibration that is of a translational type, and by angles u–u0 for in-plane inter-
monomer bending and w�w0, for out-of-plane intermonomer bending vibrations that are
of rotational type. These intermonomer bending vibrations may also be called torsional
vibrations. As we are dealing with vibrations that are governed by a potential, it is easier
to consider the intermonomer bending vibration coordinates Qu and Qw, equal to
�Q(u�u0) and �Q(w�w0), respectively, instead of u�u0 and w�w0 themselves. The quan-
tity �Q is a distance that is equal to the H�Y distance (Q0�q0) (see Figure 2.1) when the
X�H molecule of the H-bonded complex X�H�Y cannot move or is much heavier than
Y. It is equal to the X�Y Q0 distance when Y cannot move or is much heavier than X�H,
or to an intermediate value when both molecules X�H and Y have no other constraints than

�n�n

78 4. Infrared and Related Spectroscopies of H-Bonded Systems

CH004.qxd  1/11/2007  4:12 PM  Page 78



being H-bonded. The point is that when one chooses u�u0 and w�w0 as representative
coordinates instead of Qu and Qw, the kinetic energy is expressed in terms of angular
momenta, and the corresponding operators in quantum mechanics are more difficult to han-
dle than operators of usual vibrations. These angular coordinates are consequently mainly
used in case of free rotations in the gas phase, described in Ch. 3, where no potential
energy term is present and where eigen functions and eigen values of angular momentum
operators are known. The point to be noted is that quantities such as Mu�Q2 and Mw�Q2

have the dimension of a moment of inertia. For simplification, we suppose in the follow-
ing that at equilibrium the H-bond is linear, that is u0 and w0 are equal to 0. Changing these
values at equilibrium often reduces to nothing except a longer writing. In the harmonic
approximation, which is valid when the amplitudes of vibrations remain small, the potential
that governs these intermonomer vibrations may be written, within a constant irrelevant
term, as

(4.1)

so that the corresponding vibrational Hamiltonian is written as

(4.2)

where Ms, Mu and Mw are the reduced masses (see appendix of Ch. 5) of the vibrations defined
by coordinates Qs, Qu and Qu and the conjugated momenta Ps, Pu and Pw are equal to

(4.3)

with � � h/2p (h � Planck’s constant). In these equations, the masses Ms, Mu and Mw are
reduced masses of molecules. They are bigger than the atomic masses encountered in the
case of intramonomer vibrations of H-atoms by at least one order of magnitude. Further-
more, the force constants and that appear in eqs. (4.1) and (4.2) are
those due to an H-bond. They are consequently weaker than the force constants that govern
intramonomer vibrations due to covalent forces by more than one order of magnitude as
shown in eq. (5.A27) of the appendix of Ch. 5. It therefore comes as no surprise that if intra-
monomer vibrations are found in the mid-IR region, these intermonomer vibrations appear
in the FIR region. Within the harmonic approximation, that is with U(Qs, Qu, Qw) defined
by eq. (4.1), vibrational energy levels of these intermonomer vibrations are equal to

(4.4)

where Ns, Nu and Nw are positive (or null) integers. They are consequently equidistant 
by energies ��s, ��u and ��w. Let us note that the absence of terms that couple Qs and 
Qu (Qw) in eq. (4.1) make these three vibrations the normal intermonomer modes (it is the
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definition of normal modes). Let us note that, as seen in the appendix of Ch. 5, the equi-
librium position for the intermonomer stretching mode Qs is not exactly Q0, but 
(eq. (5.A44)), which differs from Q0 by a correction factor due to the strong characteristic
anharmonic coupling of q (the stretching vibration of the H-atom in X�H) with Qs. We
shall discuss this point in the next section related to intramonomer vibrations, but we
presently disregard this effect, in a first approximation.

In this harmonic approximation only transitions appear between these various vibra-
tional energy levels that correspond to a change �Ni of a single Ni of eq. (4.4) being equal
to 1 or –1 (i � s, u or w) while the two other �Nj with j 	 i are equal to 0. IR bands con-
sequently appear at wavenumbers that are related to frequencies of vibrations ni and
related quantities �i by the equation

(4.5)

Experimental values of �s and �u or �w measured on simple isolated H-bonded dimers 
in the gas phase are given in Table 4.1. In these experiments, the distinction between �u

and �w was not always experimentally possible. Furthermore, these two bending vibra-
tions are often nearly degenerated in isolated H-bonds, which means they have nearly
equal energies. For these reasons, we give in this table a single value for most of them. We
may see that the number of simple H-bonded systems where such measurements have been
performed is limited. It is an indication of the difficulty to perform them. It nevertheless
gives an indication concerning the wavenumbers of these intermonomer vibrations; the
bending vibrations appear at wavenumbers that are nearly always smaller than stretching
vibrations. They often fall at the limit of feasibility of most IR spectrometers, around
50 cm�1. They are more visible in Raman spectra, which may be more adapted to this FIR
region. The exceptions to this rule are ice and liquid water (Chs. 8 and 9) where bending
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Table 4.1

Wavenumbers of FIR bands of various isolated H-bonded dimers in the gas phase

H-bonded dimer Wavenumber (cm�1) Wavenumber (cm�1) 
stretching Qs bending Qu and Qw

F�H�NCH 155 70

F�H�OH2 180 170, 145

F�H�NCCH3 168 40

F�H�OMe2 170

Cl�H�NCCH3 100 40

Cl�H�OMe2 120 50

(CH3COOH)2 171 (Bu) 48.5(Au), 56 (Au)
155 (Ag) 99 (Bg), 120 (Ag)

Values for F�H and Cl�H complexes are from refs. (9) and (2). Only in the case of F�H�OH2 can Qu and Qw be
unambiguously distinguished. Values for acetic acid are from ref. (3). The C2v symmetry of the cyclic dimers
drawn in Figure 4.4 leads to modes that are symmetric (A) or antisymmetric (B) with respect to the twofold rota-
tion C2 around axis perpendicular to the plane of symmetry and symmetric (g) or antisymmetric (u) with respect
to inversion (see ref. (3) for visualisation of these modes). IR bands are of type u, Raman bands of type g.
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intermonomer vibrations, called librations in these cases, are found around 700–900 cm�1,
whereas the stretching intermonomer vibrations fall around 200 cm�1. These exceptionally
great values of wavenumbers of bending intermonomer modes are due to the especially
small moments of inertia of the H2O molecule, which corresponds to a particularly small
effective mass of the H-atom.

Let us note that, in opposition to force constants, which greatly differ when passing from
an intramonomer vibration driven by covalent forces to an intermonomer vibration driven
by forces due to an H-bond, the vibrational amplitudes are of the same order of magnitude
for both these vibrations, as shown in eq. (5.A31) in the appendix of Ch. 5. The difference
is that the amplitudes of intermonomer modes, with their �s, �u or �w of the order of kT/�
at room temperature (around 300 K), are sensitive to temperature changes. This is not the
case of intramonomer modes: they have their v always much greater than kT/� (or fre-
quencies n 

 kT/h), and it makes their corresponding bands hardly temperature sensitive.

Anharmonicities of intermonomer modes

So far, we have considered these intermonomer modes in the harmonic approximation,
when the vibrational potential can be limited to terms in x2, of order 2 in the displacements
x � Qs, Qu or Qw of atomic distances. This is often a good approximation that allowed us
to characterize these bands by wavenumbers at which they appear in IR spectra and which
are equal to �/2pc. It may nevertheless appear insufficient in some cases. Thus, if one
stretches the X�Y distance, that is, if one makes Qs bigger and bigger, the vibrational
energy should tend towards the energy EHB of the H-bond itself. In the harmonic approxi-
mation, it tends towards infinity. In order to correct this misrepresentation, we have to
introduce supplementary terms of order greater than 2. Another more convenient way to
introduce such anharmonic terms is to suppose that the vibrational potential takes on the
form of a “Morse potential” for this stretching mode. The part of the vibrational potential
energy (eq. (4.1)) that concerns Qs is then written as

(4.6)

where dots refer to that part, which concerns Qu and Qw that we are not immediately inter-
ested in. This Morse potential osculates the harmonic potential for Qs defined in eq. (4.1),
that is, it has same tangent and same curvature for Qs in the vicinity of Q0. This may be seen
by developing the exponential term of eq. (4.6) in powers of Qs � Q0. This development also
shows that when the anharmonicity parameter � tends towards 0, the Morse potential then
reduces to the harmonic one of eq. (4.1). A Morse potential is drawn in Figure 4.1, in the
case of such a typical H-bonded complex as Cl�H�O(CH3)2 for which experimental results
exist in the literature. When Qs � Q0 is great, that is when the H-bond is greatly stretched,
the Morse potential energy of this mode exponentially tends towards the dissociation energy
EHB of the H-bond. Eq. (4.6) allows relating this value to the anharmonicity parameter �:

(4.7)
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This Morse potential implies that the average X�Y distance increases with temperature,
an effect well known as dilatation. This is because the average distance of Qs in the Nsth
excited state increases with Ns (Figure 4.1), and an increase of temperature populates lev-
els with greater Ns. Such a dilatation is not accounted for in the harmonic approximation
where the average distance remains equal to Q0 in all states. The levels of the Hamiltonian
with potential energy defined in eq. (4.6) are now

(4.8)

Instead of being equally spaced, as in a harmonic oscillator (eq. (4.4) and Figure 4.1), their
differences in energies decrease when Ns increases. The Ns � Ns � 1 IR transition becomes
smaller when Ns increases, which results in a shift towards lower wavenumbers when these
excited levels become populated, for instance when temperature increases. As this shift is
small with respect to the wavenumber of the centre of this band, 120 cm�1, it is at the ori-
gin of a small broadening of this band.

E N NN N Ns s s s
1

2 4

1

2, ,u w
� � � �

�
� �

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥� 1 �

82 4. Infrared and Related Spectroscopies of H-Bonded Systems

Figure 4.1 The vibrational potential Us of the stretching intermonomer mode Qs around its equilib-
rium position Q0 � 3 Å, for such a complex as ClH�O(CH3)2 (2), in the form of a Morse potential
(solid) or of the osculating harmonic potential (dashed). Us is that part of the vibrational potential
U(Qs, Qu, Qw) of eq. (4.1), written in eq. (4.6), which depends only on QS. The lowest energy levels
that are significantly thermally populated at 300 K, and correspond to smaller values of Ns (eqs. (4.4)
and (4.8)), are drawn for both potentials. �s (eq. (4.1) for the harmonic potential and eqs. (4.6) for the
Morse potential) is such that �s/2pc � 120 cm�1 (c, speed of light in cm sec�1). The anharmonicity
parameter � is equal to 0.067 and corresponds to a dissociation energy EHB (eq. (4.7)) of the H-bond
equal to 22 kJ mol�1. For Qs tending towards infinity, Us/hc tends towards EHB/hc � 1800 cm�1.
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The bending intermonomer modes also display similar 1D anharmonicity. By “1D” we
imply that the anharmonicity concerns a single mode. It does not mix various modes, as a
multidimensional anharmonicity does. This 1D anharmonicity of bending intermonomer
modes arises from the 2p periodicity in u or w of the vibrational potential U(Qs, Qu, Qw) in
eq. (4.1). It is schematically represented in Figure 4.2 in the form of a potential in
sin2(Qu /�Q), together with the harmonic potential that osculates this periodic potential at Qu

(or Qw) equal to 0. We may see that this periodic potential does not significantly differ from
the harmonic one at not-too-big values of Qu. This type of anharmonicity has consequently
no numerous implications, except perhaps in the case of the H2O molecule in liquid water,
which we have already seen to have such small moments of inertia that these modes have
wavenumbers around 700 cm�1, differing by more than one order of magnitude of the typ-
ical value, 50 cm�1, adopted for �u/2pc and �w/2pc in this figure, and which is typical of
many H-bonded systems. This will make intermonomer bending vibrations (librations) of
H2O molecules in liquid water play a particularly important role that is usually devoted to
stretching intermonomer vibrations in practically all other H-bonded systems.

Beyond these 1D anharmonicities, the intermonomer modes may also display a 
multidimensional anharmonicity that couples various modes. It means that the potential 
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Figure 4.2 The vibrational potential Uu of the bending intermonomer mode Qu, for such a complex
as ClH�O(CH3)2 (2), in the form of a periodic potential schematically drawn as a potential in sin2u
(solid line) and of the osculating harmonic potential (dashed line). Uu is that part of the vibrational
potential U(Qs, Qu, Qw) of eq. (4.1) that depends only on Qu. The lowest energy levels that are sig-
nificantly thermally populated at 300 K, and correspond to small values of Nu (eq. (4.4)), are drawn
for the harmonic potential. �u (eq. (4.1) for the harmonic osculating potential) is such that �u/2pc �
50 cm�1 (c, speed of light in cm sec�1). The maximum of the periodic potential is Uu/hc � EHB/hc �
1800cm�1 and corresponds to a dissociation energy of the H-bond, EHB (eq. (4.7)), equal to 22kJmol�1.
This figure is valid for u being replaced by w.
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U(Qs, Qu, Qw) has terms of the form with l � m 
 2. Their existence is strongly sug-
gested by experiments where H-bonds are compressed. They then exhibit strong distortions
and relatively small decreases of equilibrium X�Y distances Q0. Such a behaviour is due to
an anharmonic coupling of Qs with both Qu and Qw. It is not easy to visualize. We represent
part of it in Figure 4.3, where the equipotential curves for U(Qs, Qu, Qw), or contour lines, are
drawn in the plane Qs, u, with w maintained at a fixed value. In the case of an isolated 
H-bond, which is the only one we consider here, similar equipotential curves are found in the
Qs, Qw plane with u a constant. We see that for small amplitudes of Qs and u (or Qu), equipo-
tential curves are ellipses. It is the domain of the harmonic approximation, where U(Qs, Qu,
Qw) of eq. (4.1) is a constant. With Qw also a constant, this equation in Qs and Qu is that of
an ellipse in the Qs, Qu plane. At higher amplitudes of vibrations these equipotential curves
depart from an ellipse and take on the shape of a cardioid, the transition between these two
types of curves being one with a long path parallel to the u axis. It means that when Qs is
negative, diminishing the value of this stretching coordinate requires a lot of energy.
Compression then preferentially distorts the H-bond, instead of shortening it. In the car-
dioidic region, these torsional modes have limited amplitudes, but these amplitudes occur
around two symmetric equilibrium positions that differ from u � 0. The presence of this car-
dioid shape explains the effect of pressure mentioned above. Mathematically, the effect of a
constant applied pressure consists of adding to the potential U(Qs, Qu, Qw) a term linear in
Qs. It somewhat modifies the equipotentials, displacing, for instance, the central elliptical
characteristic of the harmonic approximation towards smaller values for Qs. For greater 
values of Qs and Qu, it also displaces equipotential curves that are not ellipses towards lower
values of Qs, but this displacement is accompanied by a (small) distortion. We may then see
that pressure induces a shortening of the Qs equilibrium position, which is not so much unex-
pected. What is more unexpected is that a strong distortion of these bonds accompanies this
shortening, making the equilibrium positions for bending intermonomer vibrations different
from 0. There is not, however, a single equilibrium position, but two that are symmetric in u,
that is they appear at um and –um. This rupture of symmetry, which is well known in ordinary
mechanics and is at the origin of buckling of materials, will have important consequences in
the case of liquid water, where the number of H-bonds is exceptionally high. It will then be
at the origin of many of its exceptional physical properties. This kind of anharmonic coupling
is still qualitative, and no number has yet been put on it. This is because it does not give spec-
tacular effects for most H-bonded systems, except for H2O molecules in liquid water. Let us
note that the potential in Qs drawn in Figure 4.3 for u � 0 is of a Morse type, as drawn in
Figure 4.1, and the potential in u is periodic, as drawn in Figure 4.2 with, however, a flatter
part when u takes values between p/2 and p.

INTRAMONOMER VIBRATIONS IN THE MID-IR REGION

Intramonomer vibrations are found inside the X�H or Y molecules. They consequently
exist even in the absence of an H-bond between these two molecules, in opposition to
intermonomer bands we have seen above, which exist due to the formation of the H-bond.
An H-bond has, however, marked effects on some intramonomer vibrations. It has a spec-
tacular effect on the stretching vibration of the H-atom of X�H that establishes the H-bond.

Q Ql m
s u
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Stretching bands �s

Introduction

This band is usually labelled ns, or ns(X�H�) in the literature, which is somehow redun-
dant, as n usually labels stretching vibrations in vibrational spectroscopy. It is also some-
times labelled nX�H�. We use the shortest one, ns, but may occasionally use ns(X�H�) when
we have to specify whether X�H is H-bonded or not. We illustrate the effect of the H-bond
on ns in Figure 4.4, which shows the absorbance of acetic acid vapour in the 2000–3700 cm�1

region. Absorbance is defined in eq. (5.A8) of the appendix of Ch. 5. In this acetic acid
vapour, monomers CH3COOH are in equilibrium with cyclic dimers (CH3COOH)2. As a
substitution of the H-atom in the COOH group by a D-atom proves (see Ch. 7) as also the
changes of temperature or pressure, nearly all the bands that appear in this figure are
ns(O�H�), the exception being features of very small intensities due to C�H stretching
modes that we can disregard. The ns(O�H) band that originates from monomers, that is
from O�H free groups that do not establish H-bonds, is that band that culminates around

Intermonomer Vibrations in the Mid-IR Region 85

Figure 4.3 Schematics of equipotential curves in the Qs,Qu (or u) plane of the vibrational potential
U(Qs, Qu, Qw) that governs intermonomer modes of a single H-bond, Qw (or w) keeping a constant
value.
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3600 cm�1. It displays a typical rotational structure at the origin of its three peaks. All other
bands due to this monomer display such a typical rotational substructure. They are not vis-
ible in this figure because they appear at wavenumbers lower than 2000 cm�1. They are
bands that are typical of harmonic vibrations of molecules in the gas phase. The apprecia-
ble width of ns(O�H) that is displayed in Figure 4.4 is almost entirely due to this rotational
structure, that is due to transitions between various rotational levels that accompany the
0 � 1 transition in ns. The ns(O�H) band is thus quite a normal band that can be well
described within the harmonic approximation for vibrations. We may note that this band
in the vicinity of 3600 cm�1 is typical of an O�H group that does not establish an H-bond:
in addition to carboxylic acid vapours, it appears in such different compounds as water
vapour, vapours of alcohols, vapours of other carboxylic acids, or of sulfuric acid, etc. It
allows us to unambiguously characterize such an O�H group.

The rest of the spectrum displayed in Figure 4.4, that is, the whole band that extends from
2000 to 3700 cm�1 is due to H-stretching vibrations ns of the cyclic dimer, that is, ns(O�H�)
vibrations of H-bonded O�H�O groups. When temperature increases, the intensity of this
whole ns(O�H�O) band weakens, while that of the ns(O�H) band around 3600 cm�1

increases. It means that H-bonds are disrupted when temperature increases, transforming the
cyclic H-bonded dimers into monomers. The difference between these two bands, ns(O�H)
and ns(O�H�O), is spectacular. The integrated intensity of ns(O�H�O) is greater than that
of ns(O�H) by more than one order of magnitude, as may be seen in Figure 4.4 where pres-
sure and temperature have been so chosen that the number of free O�H groups is of the same
order of magnitude as that of H-bonded O�H� groups. Its centre is shifted towards lower
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Figure 4.4 Absorbance spectrum in the mid-IR region of acetic acid vapour. The pressure and tem-
perature are such that the number of monomers is approximately twice that of dimers.
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wavenumbers by about 500 cm�1 with respect to ns(O�H). Its width is increased also by more
than one order of magnitude. It does not display any rotational structure. This is however not
so much surprising, in view of the great enhancement of the moments of inertia of the dimer
as compared to those of the monomer. ns(O�H�O) furthermore exhibits a well-marked sub-
structure with numerous minima and maxima. The point worth noting is that these specta-
cular features appear in all H-bonded systems, be they found in the gas, liquid or solid states.
In other words, these specific and greatly marked spectroscopic features are a signature of
H-bonds. We examine them in more details in the following subsections.

Integrated intensities

The denomination “intensity” may be confusing as it is sometimes used for the value of
the absorbance of a band at its maximum. This latter value, which is also called the
“height” of the band, does not characterize it, but, as shown in the appendix of Ch. 5, the
integrated intensity of a band equal to its moment M0 of order zero does characterize it.
The enhancement of the integrated intensity of the ns mode is the most spectacular effect
of H-bonds. As shown in the next Ch. 5, it is due to the exceptionally great variation of 
the electric dipole moment of X�H�Y that accompanies a stretching of the X�H distance.
It is not often invoked, however, because it requires measurements that are not easy 
to carry out and are most often imprecise. Thus, chemists rather use the shift of the centre
of ns to characterize or extract information on H-bonds, and as we shall see in the next 
subsection it is much easier to measure quantity. Let us note, however, a few measurements
of integrated intensities. Thus, the integrated intensities of ns(O�H�O) in carboxylic 
acids (Figure 4.4) has been found to be 25 times greater than that of ns(O�H) (4). In 
the case of liquid water-propanol mixtures, the integrated intensities of the ns(O�H�)
bands of the propanol-water H-bonded complex are about 2 times more intense than
ns(O�H�) of H2O molecules in liquid water (5), itself about 17 times greater than that 
of H2O molecules of water vapour (no H-bond), and about 0.7 that of ns(O�H�) of ice 
(6). The integrated intensity of ns(O�H�) in ice has also been estimated to be greater than
that in water vapour by a factor equal to 20–30 (7), which is in agreement with preceding
ones and gives an indication of the difficulty to precisely measure absolute integrated
intensities.

Even if not frequently measured, this enhancement of intensity of ns makes IR spectroscopy
a method that is hypersensitive to H-bonds. It allows a precise observation of H-bonds in
the gas phase where they are often in small number. This is of a great interest, as it allows
the study of isolated H-bonds, as shown by Legon and Millen (8–10) and others (11), which
gives access to the intrinsic properties of H-bonds. Gases at weak pressures can be expanded
at hypersonic speeds, a technique known as “jet-cooled expansion” that we have described
in Ch. 3, as it has expertly been used in the case of microwave spectroscopy. As the dis-
persion of the speeds of H-bonded complexes is then extremely reduced, this is equivalent
to studying theses gases at very low temperatures, in the vicinity of some K. The hyper-
sensitivity of IR spectroscopy to H-bonds also allows the study of H-bonds in solid matrices
of inert gases at low temperatures, that is, of H-bonded complexes that are trapped in solid
Ar, N2, etc. at cryogenic temperatures. As we shall see in Ch. 6, it gives valuable information
on the transfers of protons in such simple, isolated H-bonded complexes as Cl�H�NH3

where the transfer of protons that transforms it into its ionized form Cl��NH4
� could be
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studied and has been shown to be extremely sensitive to the presence of H-bonds in its
vicinity (12–14). It also put into evidence the weak H-bonds N2 molecules accept, a result
that may have important consequences in atmospheric chemistry. We cannot sufficiently
stress the interest of these results that have been collected using these methods, and which
eventually gave us a precise understanding of the original properties of simple H-bonds,
such as their spectroscopic properties we describe in this chapter, but also of their thermo-
dynamic properties, and of the reactivity of H-bonds we describe in Ch. 6. This is crucial,
because we shall see in aqueous systems the importance of the interactions of H-bonds,
more precisely in the “H-bond networks” that appear with the presence of H2O molecules,
and which have collective properties we could have hardly understood and could not have
defined if we had previously not got a precise knowledge of the properties of isolated 
H-bonds. It could be achieved thanks to the hypersensitivity of IR spectroscopy to H-bonds.
Microwave spectroscopy, described in Ch. 3, is also a precise technique, in particular for
what concerns the geometrical parameters of these simple H-bonded systems. The sensi-
tivity of IR spectroscopy has more general impact, as IR spectroscopy is a method of a
much wider application that may also be used with liquids and solids. Its sensitivity may
then be used to study systems where the number of H-bonds is small.

This hypersensitivity may in a paradoxical way become an inconvenience in some cir-
cumstances. This is so when the number of H-bonds becomes too big. It may then lead to
saturation of IR bands, typically when absorbance becomes greater than 3. From the defi-
nition of the absorbance in eq. (5.A8) of the appendix of Ch. 5, the intensity of the IR beam
that comes out of the sample is then smaller than 10�3 times that of the incoming beam,
causing the level of noise to become appreciable with respect to that of the signal. It ruins
all the interest in IR spectra. We shall see in Ch. 9 that it happens for liquid water. In that
particular case, IR can, however, be replaced by Raman spectroscopy which, in opposition
to IR, displays a very low sensitivity to H-bonds. In Raman, H-bonds give spectra that have
a shape similar to that found in IR spectra. They are not identical as selection rules may be
different in Raman and IR. More generally, this drawback of IR occurs when H2O mole-
cules are present, as they are always at the origin of a very great number of H-bonds (Ch.
8), which makes IR absorbance easily become greater than 3 if measurements are made
with no special care. We shall nevertheless see in Ch. 11 that methods exist that allow us
to overcome this difficulty, with IR spectroscopy still being the most powerful method to
observe H-bonds, even in the presence of numerous water molecules.

ns band centres

The shift of the centre of ns(X�H�), in Figure 4.4 of about �500 cm�1, that is towards
lower wavenumbers as compared to that of ns(X�H), is a general property of H-bonds that
may be easily measured. Although less spectacular than the enhancement of the integrated
intensity we have seen above, it provides a simple method to characterize H-bonds. It may
be accurately measured by calculating the integral values of the first two moments M0 and
M1 of ns (eq. (5.A14) of the appendix in Ch. 5). Its great interest, however, lies in the rapid
estimation that can be visually performed on the spectrum itself, with an accuracy of about
30–50 cm�1 that is often sufficient, and remains much smaller than the width of ns. This
shift always occurs towards lower wavenumbers, making always negative, with the
exception of the still controversial nonconventional C�H� H-bonds mentioned in Ch. 1.

�n

�n
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It implies that the force constant of ns(X�H�) is smaller than that of ns(X�H). This is an
indication that the X�H covalent bond is weakened when this group establishes an H-bond,
an effect well taken into account in the theoretical approach (15) that considers the forma-
tion of an H-bond as mainly due to a transfer of electronic density from the nonbonding
orbital of Y to the excited antibonding s* orbital of X�H. This charge transfer is at the ori-
gin of this weakening of the H-atom stretching force constant that is in turn partly respon-
sible for this shift of the centre of ns towards lower wavenumbers and entirely responsible
for the lengthening of the X�H equilibrium distance with the establishment of an H-bond.
It is also at the origin of the increase of the variation of the electric dipole moment we have
seen to give the general great enhancement of the integrated intensity of ns. Let us note that
this spectral shift towards lower wavenumbers is sometime called a “red shift”. In IR spec-
troscopy this qualification is ambiguous, because, in opposition to the visible spectro-
scopical region from which it takes its origin, the region of red light is found at higher
wavenumbers in IR. Consequently, we shall not use this qualification.

This shift of ns is often easily measured with the help of an IR spectrometer that is most
common and easily operable in many laboratories. The existence of correlations of this
shift with other characteristic quantities of H-bonds, such as their enthalpies �H or their
X�Y equilibrium distances, allows a rapid estimate of the magnitudes of these quantities
that would otherwise require more time and effort to directly measure them. This is the rea-
son why IR spectroscopy is so often used in routine procedures. It should nevertheless be
kept in mind that retrieving such quantities from an indirect IR measurement can only be
done within the limits of such a procedure that are mentioned in the following subsections.

Shifts of ns and enthalpies �H of H-bonds
The first relations between and enthalpies �H of formation of H-bonds have been
established by Badger and Bauer on a few H-bonded systems such as water, ethanol, cyan-
hydric and chlorhydric acids (16). The consequent “Badger–Bauer rule” states that within
the same family of H-bonded complexes, the greater �H, the larger the absolute value of

. IR allows more precise correlations to be established. The point however is, as we have
already seen, that actual measurements of �H have been performed in a small number of
systems only. They are therefore often replaced by ab initio calculations of the value of the
enthalpy. It then becomes possible to define linear relationships between these two quan-
tities. This is the case of systems made of various alcohols or phenols establishing H-bonds
on various amines (17). It allows a rapid estimate of �H from a simple IR spectrum of the
system. Let us repeat, however, that this is no general law and that even at the level of an
estimate such a correlation should be handled with care. We may nevertheless give some
values. Thus weak H-bonds such as water–benzene complexes that we have seen in Ch. 1
to have �H of about –2 kcal mol�1 (about –9 kJ mol�1) have ns bands shifted (18) by about
�70 cm�1, a relatively easily measured quantity. Stronger bonds such as in phenol–acetone
w�O�H�O�C�(CH3)2 exhibit a shift of their ns centres of about �260 cm�1 for a �H of
about �4.7 kcal mol�1 (about �19.6 kJ mol�1) (17).

Shifts of ns and H-bond distances
The relation between and average length of an H-bond (equal to Q0 in the first
approximation, see eq. (5.5) in Ch. 5 and eq. (5.A44) in the appendix of Ch. 5) is at the

Q�n
�n

�n

�n
�n
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origin of more accurate correlations. It is illustrated in Figure 4.5 that reproduces, in a
somewhat modified presentation, one of the correlations disclosed by Novak (19) between
spectroscopic and geometrical quantities of H-bonds. In this figure, the wavenumbers of
band centres of various O�H�O bonds of various crystals, most of them inorganic
hydrates, are displayed along the y axis, while the corresponding O�O distances Q0 are
displayed along the x axis. It shows a marked correlation of these two quantities. The
wavenumbers of band centres may not be exactly equal to the quantities defined in the
appendix of Ch. 5, as they were taken equal to the wavenumbers of peaks of ns bands. This
is not exactly the same as the more rigorous mathematical definition given in this appen-
dix of Ch. 5. These two quantities, however, do not differ much. It justifies making no dis-
tinction between the values Q0 and of equilibrium distances, advocated above. The
values of Q0 displayed in Figure 4.5 were obtained by a compilation of crystallographic
results in the literature. Such a correlation curve is most useful, as it allows us to deduce
from an easily obtained IR spectrum a first value for the equilibrium O�O distance of an
unknown H-bond. An example is given in Table 2.2 of Ch. 2, where values of Q0 have been
obtained using this method. Novak gives in the same article (19) other useful correlation
curves, particularly for H-bonds of types other than O�H�O, such as N�H�N, or corre-
lations of the wavenumbers of band centres with O�H equilibrium distances, which
become greater when the strengths of the H-bonds are enhanced, that is when the O�O
distances are shortened. Also, correlations between band centres of ns bands and O�O dis-
tances of O�D�O bonds have been published by other authors (20). These “Novak’s curves”

Q

n
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Figure 4.5 Novak’s correlations between centres of ns bands and equilibrium distances Q0 of a
series of O�H�O bonds in crystals. Data are from Table 2 of Novak’s article (19). The curve is the
best-fit sigmoid for these data.
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are therefore central for deducing properties of H-bonds other than spectroscopic proper-
ties from easily available IR spectra.

They should nevertheless be used with some care. First of all, the correlation drawn in
Figure 4.5 is valid only for O�H�O bonds. Other curves should be used in the case of
O�H�N, N�H�N, N�H�O, etc. bonds. Furthermore, even in the case of well-defined
types of H-bonds, such as O�H�O bonds of Figure 4.5, an appreciable dispersion exists
between the experimental points and the best-fit curve. This dispersion has several origins.
One of them, maybe the most important one, is due to the fact that the centre of ns depends
on factors other than Q0, even if this one is predominant. Thus the presence of other nearly
lying H-bonds, for instance, modifies the value of the centre of ns, because non-negligible
harmonic interactions between various H-bonds may then become effective. These interac-
tions make centres of ns vary between gas and liquid or solid state, even when H-bonds are
identical in these various states. It implies that points taken on isolated H-bonds should
exhibit much smaller dispersions than those of Figure 4.5. Unfortunately, the number of
studies presently available on such isolated H-bonds that have followed the pioneering
works of Millen and coworkers (8, 9) is still limited for each category of H-bonds, and no
such correlation that requires a minimum number of measurements could be established.
Another possibility for dispersion we shall examine below in the next subsection is coop-
erative effects between H-bonds established with the same atom. All these considerations
mean that deducing the equilibrium distance of an H-bond from the knowledge of the
wavenumber of the centre of its ns band using such a correlation curve as shown in Figure
4.5 is, without any other knowledge of the H-bond, an estimate only. It thus does not allow
us to conclude with another argument that an H-bond is weaker than another one because
its centre of ns falls at a slightly greater wavenumber. In the next subsection, we neverthe-
less show that such a conclusion may be reached when more information is available. It may
also be done when one can take the only points in Figure 4.5 that correspond to H-bonds
with a similar environment, that includes similar interactions with neighbouring H-bonds,
etc. This is what Mikenda did more recently in the case of hydrates (21), proposing a most
useful correlation to interpret time-resolved nonlinear IR spectra of liquid water (22).
Another point concerning Novak’s correlation curves: they are only valid in the case of
intermolecular H-bonds that do not suffer strong constraints from covalent bonds. In the case
of an intramolecular H-bond, a small value of Q0 may be found either in the case of a strong
H-bond or in the case of a weak but strongly bent H-bond. Between these two extreme cases,
the value of the wavenumber of ns may be completely different, another way to state that no
correlation can be established between these quantities for intramolecular H-bonds.

As can be seen in Figure 4.5 the slope of the correlation curve monotonously increases
when the equilibrium distance Q0 decreases. It allows us to roughly classify H-bonds into
three types (19): weak, medium-strength and strong H-bonds. Weak O�H�O bonds are
those with Q0 
 2.7 Å, where this curve displays a weak slope. Intermediate O�H�O
bonds are those with 2.7 Å 
 Q0 
 2.6 Å, where this curve displays a greater slope that
becomes really great for strong O�H�O bonds that have their Q0 smaller than 2.6 Å. With
this classification, weak O�H�O bonds have their band centres falling above 3200 cm�1,
medium-strength H-bonds have their falling between 3200 and 2600 cm�1, and strong 
H-bonds have their falling below 2600 cm�1. This classification retrieves that one we made
in Ch. 1 on the basis of �H values of H-bonds. It is more precise.

n
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Evidence of cooperativity between H-bonds
The sensitivity of the value of the centre to small modifications of H-bonds allows us to
put into evidence such small effects as for instance the existence of cooperativity between
H-bonds. By cooperativity, we characterize the small increase of the energy of a single 
H-bond R�O�H�Y, for instance, when another H-bond is established on the O-atom 
of R�O�H. Thus the open trimer of methanol represented in Figure 4.6 has the D-bond
established by its central CH3OD molecule at the origin of a ns band centred at lower
wavenumber (2490 cm�1) than the other D-bond (2600 cm�1). Let us note that in this case
the H-atom of O�H is replaced by a D-atom, in order to unambiguously eliminate the small
contribution of C�H stretch bands that appears in the same region as ns(O�H�). We shall
see in Ch. 7 that energies or enthalpies of D-bonds hardly differ from those of H-bonds.
This shift towards lower wavenumbers might be due to a harmonic coupling between the
two ns(O�D�) vibrations of this trimer, and also possibly with the ns(O�D) of the end
group of the trimer. There are several arguments against this possibility. First, ns(O�D�)
at 2600 cm�1 of the first group should then have the wavenumber of its centre changed
between dimer and trimer. This change is real and detectable but amounts only to a few
wavenumbers, as may be seen by comparing the middle and bottom parts of Figure 4.6.
Furthermore, no other band appears in tetramers, pentamers, etc. In these higher polymers,
only the same three bands as those visible for the trimer are present. The band at 2490 cm�1,
that is, the band that appears at lower wavenumbers becomes more intense and broader
when the n-mer becomes greater. The increase of its width is due to the harmonic interac-
tion between neighbouring ns(O�D�) bands. It means that this harmonic interaction is of
the order of this width, that is a few tens of wavenumber, too small to be at the origin of
the separation between the two types of ns(O�D�) bands at 2600 and 2490 cm�1. It
implies that the band at 2600 cm�1 is that of the first O�D� group that establishes one D-
bond but accepts no D-bond. The band at 2490 cm�1 is then that of the various O�D�
groups that establishes one D-bond and accept another one, while the band at 2690 cm�1

is that of free O�D groups at the end of the n-mer. It shows that a O�D group that estab-
lishes one D-bond and at the same time accepts another one, has a ns(O�D�) band that
appears at wavenumbers lower by about 110 cm�1 as compared to the first O�D group of
the n-mer that establishes one D-bond but accepts none. We are now in a position to con-
clude that such an H(D)-bond is somewhat stronger. This is known as cooperativity of 
H-bonds. The magnitude of this cooperative effect is not negligible, as it currently amounts
to an increase of �H of about 20–30%, which may reach a factor of 2 in polyamides (24)
and might have yet unsuspected implications for our understanding of the structure of pro-
teins. Another example of cooperativity of H-bonds may be found in the value of the static
electric dipole moment of the water molecule, which we shall see in Ch. 8 to be in ice 1.7
times that of the isolated H2O molecule. Cooperativity, a general property of H-bonds, is
also a delicate property that requires to be discerned with a sensitive probe such as IR.

More recently, anticooperative effects between the two H-bonds established by H2O mol-
ecules have also been displayed (25), by simply showing that an HDO molecule that estab-
lishes an H-bond with a pyridine or tetrahydrofuran molecule with its H-atom and none with
its D-atom has a ns(O�H�) band centred at 3375 cm�1. When the D-atom also establishes a
D-bond with another pyridine molecule, the ns(O�H�) band centre shifts to 3420 cm�1. This

n
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shift towards a higher wavenumber implies a small weakening of the O�H� bond that is cer-
tainly also accompanied by a weakening of the O�D� bond in the same HDO molecule. It
shows that cooperativity or anticooperativity are effects that come from the electronic struc-
ture of the H-bond, as they are insensitive to the isotopic form of the H-atom.

Before closing this subsection on cooperativity, let us mention that another type of “non
linear” interactions between H-bonds has also been shown by IR spectroscopy. It has also
been labelled cooperativity, but it is different from the cooperativity described above, as it
is then sensitive to the isotopic difference between H and D. It appears (26) in cyclic
dimers, similar to those of carboxylic acids drawn in Figure 4.4. The distribution of H- and
D-atoms is not completely random in these dimers, as it should be if the energies of the
dimer were independent of the isotopic H/D substitution. The concentration of HD dimers
is lower than expected and that of HH and DD dimers higher. The origin of this effect is
not yet clear.

Conclusion regarding ns band centres
In conclusion of this subsection, we may stress that the shift of the centre of ns towards lower
wavenumbers, which is found for all intermolecular H-bonds, provides an easy and rapid
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Figure 4.6 Wavenumbers of ns band centres of oligomers of deuterated methanol when dissolved in
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estimate of geometrical and thermodynamic properties of H-bonds. It may be performed for
isolated H-bonds, where it then gives immediate results. It may also be performed when sev-
eral H-bonds are present, be it in gaseous H-bonded clusters, in liquids or in solids. A more
precise measurement of these quantities is also possible but it requires a more accurate anal-
ysis, as other effects we have seen above may also slightly affect the value of this shift.

Widths of ns bands

A spectacular enhancement of the width of ns accompanies the dramatic increase of its
integrated intensity and the marked and highly useful shift towards smaller wavenumbers
that follows the establishment of an H-bond. We illustrate this effect in Figure 4.7 that
schematically reproduces the evolution of ns bands of free O�H groups and of weak,
medium-strong and strong H-bonds, as defined above by the wavenumbers of their ns band
centres. The ns(O�H) band of a free O�H group is, as already seen, a narrow band that
nearly always falls in the vicinity of 3600 cm�1. When this O�H group is that of an alco-
hol R�O�H that establishes a weak H-bond, the corresponding ns(O�H�) band appears at
a lower wavenumber and starts having an appreciable width with features such as a shoul-
der that may appear, as drawn on its low wavenumber side. Its integrated intensity is
greater than that of ns(O�H) by a factor that may reach a value of 10. When the H-bond
established by such an O�H group becomes still stronger, as in the case of carboxylic
acids, all these features become more marked. The integrated intensity of ns(O�H�) is
more than 10 times greater than that of the corresponding ns(O�H) of the same molecule
establishing no H-bond, its centre appears at lower wavenumbers, and its width is often
greater than 500 cm�1. In addition, the shoulder that appeared in the case of a weak H-bond
now becomes a collection of several submaxima and subminima. When this H-bond
becomes a strong H-bond, as in the case of carboxylate acid salts (28, 29), the integrated
intensity of ns(O�H�) has still increased its value, its centre has been shifted towards still
lower wavenumbers, and its width is now greater than 1000 cm�1. The number of sub-
maxima and subminima is often smaller than that found in the case of medium-strength 
H-bonds. The subminima are often called “Evan’s holes”, or “transmission windows”,
because the absorbance is at a minimum there, and are due to Fermi resonances described
in Ch. 5. They are often found as two Evan’s holes, due to resonance of ns with the two
bending overtones of C�O�H, one in the plane of this group and the other one out of this
plane (30, 31). As this ns(O�H�) band extends towards the region of wavenumbers
smaller than 2000 cm�1, it is overlapped by many other bands in its lower wavenumber
part. Some of these other bands are schematically drawn in Figure 4.7. Their presence,
often denser in reality than represented in Figure 4.7, makes a precise measurement of the
first moments of ns(O�H�) hard to perform. It explains why no value of integrated inten-
sities or widths of strong H-bonds have been performed. We know that they are greater
than that for weaker H-bonds, and we also know that their centres also appear at lower
wavenumbers. All this knowledge remains qualitative, however, due to this difficulty to
isolate ns(O�H�), a problem that does not exist for weaker H-bonds. Let us finally note
that the number of such bonds is limited, but there exist still stronger H-bonds, most of them,
however, not being O�H�O bonds. The widths of the ns(X�H�) bands of the few of these
extremely strong H-bonds that have been observed, are smaller than that of the strong H-bonds
represented in Figure 4.7, and are more comparable to that of medium-strength or even
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weak H-bonds. Almost nothing is known of their integrated intensities, while we know
their centres are shifted towards very low wavenumbers.

We thus see that the width of ns is also a characteristic feature of an H-bond. From Figure
4.7 we see that as H-bonds become stronger, their ns(X�H�) bands exhibit a greater inte-
grated intensity that is accompanied by a greater shift of their centres towards lower
wavenumbers, and a greater increase of their widths. This is true for nearly all H-bonds,
except for extremely strong H-bonds such as F�H�F�. These specific properties of the
first moments of ns(X�H�) are the spectral signature of an H-bond. The width s of
ns(X�H�), equal to the second centred moment and mathematically related to the moment
of order 2 of this band (eqs. (5.A15) and (5.A16) of the appendix in Ch. 5), is nevertheless
more difficult to measure than the wavenumber of its centre. This is because the value of
the second moment M2 of a band becomes sensitive to the limits of the band and conse-
quently requires a more delicate definition of the limits of this band on its wings, where
the factor takes on a great importance. s is consequently a quantity that has not
been often measured. As for the centre of ns(X�H�), an estimation of its value may be
visually performed. It is, however, far from being as precise as the estimation of , and it
is consequently a quantity that has not been much exploited. It might be worth doing it, as
it is particularly sensitive to temperature changes around room temperature. This sensitiv-
ity enables it to be measured with an enhanced accuracy (32, 33) and is at the origin of
original information on the properties of H-bonds that are described in Ch. 5.

n

( )n n� 2
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Figure 4.7 Schematic evolution of the ns bands of an O�H group, when it does not establish an H-
bond as in a alcohol vapour R�O�H, or establishes a weak H-bond as in an alcohol R�O�H� (27),
or a medium-strong H-bond as in carboxylic acid cyclic dimers (CH3COOH)2 (the true experimen-
tal spectrum is displayed in Figure 4.4), or strong H-bond as in carboxylate acid salts (28, 29).
Overlapping bands other than ns(O�H�) that appear in the experimental spectra are schematically
represented filled in grey.
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The ns band of H-bonds: conclusion

The stretching band ns(X�H�Y) is the most characteristic band of intermolecular H-bonds.
Its huge integrated intensity, increased by 1 to 2 orders of magnitude with respect to that of
ns(X�H) makes IR spectroscopy the most sensitive method to detect the presence of H-bonds,
and also to study isolated H-bonds in gases or cryomatrices, where their numbers are very
low. Systematic studies of such systems, initiated by D. J. Millen and coworkers, have con-
veyed invaluable information on the intrinsic properties of H-bonds. This hypersensitivity
of IR spectroscopy to H-bonds furthermore provides a very precise mean to decide whether
chemical groups establish H-bonds or not. An illustration is given in the case of liquid water
(Ch. 9), where IR spectroscopy unambiguously shows that nearly all O�H groups of H2O
molecules establish H-bonds, a result that goes in opposition to the common thinking, and
is in conflict with theoretical approaches that somewhat arbitrarily define an energetic cut-
off for H-bonds. This hypersensitivity, however, conveys an inconvenience—the integrated
intensity of the ns band of a sample containing identical H-bonds is equal, in a first approx-
imation, to the integrated intensity for one H-bond multiplied by the number of H-bonds.
As the first factor relative to one H-bond may vary in a great proportion when the strength
of this H-bond is slightly modified, this integrated intensity of ns is difficult to use for
measuring the total number of H-bonds in this sample. This will consequently be done most
of the time using bands other than ns. Only when all possible sources of modification of the
strength of these H-bonds, such as temperature, water vapour concentration, pressure, etc.
are fully controlled, can ns be used for such a measurement. In other words, great care should
be applied to calculate the number of H-bonds from the measurement of the integrated
intensity of ns.

The important shift of ns towards lower wavenumbers, its not less important width, together
with the presence of several submaxima, are also characteristic features of H-bonds. These
shifts and widths also appear in Raman spectra of H-bonds. In opposition to IR spectra,
however, the integrated intensity of ns in Raman spectra is lower than that of ns(X�H).
Thus Raman spectra is scarcely used to study H-bonded systems, because this ns band may
then be masked by more intense bands, such as n(C�H), for instance. The exception is liq-
uid water, where no C�H groups are present, and where the density of H-bonds is so high
that the poor sensitivity of ns Raman bands to H-bonds is no problem whereas the great
sensitivity of IR to H-bonds may be at the origin of difficulties. We shall see that point in
more detail in Ch. 9 on liquid water and in Ch. 10 on water in macromolecules, particu-
larly the ways that have been found to overcome these difficulties, thus keeping advantage
of the exceptionally good signal-to-noise ratio displayed by IR spectroscopy in the study
of these systems. The characteristic shape of ns(X�H�Y) is now well understood, as
described in next Ch. 5 and good simulations are proposed that put into light the degree of
this understanding. It is due to a strong anharmonic modulation of the force constant of ns

by slow intermonomer modes of X�H�Y, that is, relative vibrations of X�H and Y com-
ponents. This strong modulation is due to the sensitivity of the electronic structure of the
H-bond to the position of the H-atom. This sensitivity, together with the great sensitivity
of the electric dipole moment to a change in the X�H distance that is responsible of the
great integrated intensity of ns, is due to the special electronic structure of the H-bond, for
a great part characterized by the transfer of electrons from the nonbonding orbital of Y
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towards the antibonding s* of X�H (15). This strong modulation is also at the origin of
the important width of ns that furthermore allows the appearance of local transmission win-
dows, called “Evan’s holes”, that are due to resonance interactions, called “Fermi reso-
nances”, described in more detail in Ch. 5 and that are also classified as anharmonic
couplings. These features, particularly the shift towards lower wavenumbers, are easy to
measure and are often used to quickly extract information on H-bonds. It is found in iso-
lated H-bonds, and this calls for several “caveats”, as arguments based on this shift may
easily prove wrong when invoked without care.

The first caveat is that ns of single isolated H-bond being already broad the width of ns

cannot be invoked to postulate the presence of a variety of H-bonds. In the case of identi-
cal H-bonds, this width of ns that we have seen to be due to a distribution of X�Y dis-
tances or equivalently an effective distribution of strengths of H-bonds, may be seen as
reflecting the presence of H-bonds of various strengths. One should, however, keep in
mind that this is a dynamic effect, as each H-bond rapidly oscillates from weaker to
stronger at the frequency of intermonomer modes. Second caveat: as described in Ch. 5,
the shift of the centre of ns is due for its greatest part to that strong coupling of ns(X�H�Y)
with intermonomer modes. However, other mechanisms can also modify this shift. Even if
this modification is small as compared to that due to this coupling, it often hinders con-
cluding that such an H-bond is stronger than any other because the centre of its ns band
appears at slightly lower wavenumbers. Further arguments should be given to reach such
a conclusion, particularly the arguments concerning the width and shape of ns should be
consistent with the previous one concerning its centre. This is what we have done above
when putting into evidence cooperative or anticooperative effects of H-bonds. It means
that correlations of the centres of ns bands with such quantities as equilibrium distances Q0

or enthalpies of formation �H of H-bonds are only valid when one has eliminated other
causes of shifts of ns, as in considering, for instance, similar H-bonds, or a restricted fam-
ily of H-bonds.

The strong anharmonic modulation (or coupling) of ns that is detailed in Ch. 5, makes
the analysis of ns somewhat laborious, and not so much instructive for what concerns
chemical analyses. However, interesting information can be gained from the simple anal-
ysis of its first moments, particularly its centre and width. This may prove particularly use-
ful when some external parameters may be varied, such as, for instance, temperature or
deuteration. The centre and width of ns are sensitive to such variations, as shown in eq.
(5.A49) of the appendix in Ch. 5. In the case of simple systems, made for instance of a sin-
gle type of H-bonds, that may or may not interact, the analysis of the evolutions of these
first moments allowed to measure the magnitudes of the modulation by slow inter-
monomer modes, of the harmonic interaction between closely lying H-bonds, and of Fermi
resonances. In the case of liquid water, a critical analysis of the changes of these first
moments when temperature increases will be seen in Ch. 9 to provide crucial information
on the structure of its exceptional H-bond network.

All these characteristic features described above, are valid only for intermolecular 
H-bonds. Intramolecular H-bonds that are constrained by stronger covalent forces may dis-
play these features, when these constraints are not too big. They however display them in
an attenuated way (34). Thus the integrated intensity of the ns band of an intramolecular
H-bond with short X�Y distance may well be comparable to that of a free X�H when this
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short distance is imposed by covalent bonds and not a direct consequence of the existence
of this H-bond. The established H-bond is then a weak one, with spectral features of a
weak H-bond.

Other intramonomer bands

The establishment of an H-bond X�H�Y also induces changes in internal vibrations of
X�H other than ns. These changes, which we examine in this section, are less spectacular
than the changes on ns we have just discussed above, which means that in opposition to ns

these vibrations remain harmonic and are not as strongly modulated as ns by slow inter-
monomer modes. They nevertheless may be as useful as those displayed in the ns region,
in particular when the main goal is structural, chemical or biological analysis. The ns band
is most useful in physics to study the dynamics of H-bonds and in chemistry to detect H-
bonds or follow their formation. In biology, at molecular level, the spectacular properties
of ns will be less interesting, mainly because bioreactions occur in aqueous media where
the number of H-bonds is always extremely high and often different H-bonds are present,
with their broad ns bands strongly overlapping and consequently difficult to separate. They
consequently will be mostly used to check if H-bonds are established or broken, but the
core of the analysis will most of the time be carried out on these other bands. Examples
will be given in the following chapters, mainly those ones that concern water in macro-
molecules (Ch. 10) and the methods of observation of water molecules (Ch. 11).

Various categories of local vibrations may suffer changes upon the establishment of an
H-bond and the IR bands that correspond to modes that have components on these vibra-
tions are consequently changed. These vibrations are those that directly imply the H-atom
that establishes the H-bond, such as the bending band dC�O�H of a C�O�H group, dC�N�H of
a C�N�H group or dH�O�H of a H2O molecule, all these being vibrations of C�O�H,
C�N�H or H�O�H angles. The second type of vibrations that suffers changes upon the
establishment of an H-bond are vibrations that occur in the vicinity of the H-bond, such
as, for instance, the stretching nC�OH, or nC�NH vibrations of C�OH or C�NH groups that
may establish an H-bond. These vibrations are vibrations of the C�O or C�N distances in
these groups. Finally, the third type consists of vibrations that imply an atom that accepts
an H-bond. A typical example is nC�O stretching vibrations of carbonyl or carboxyl groups
(vibration of C�O distances).

Various actions that affect the H-bond can be used to induce changes in the vibrations of
these groups. These are, for instance, deuteration of X�H�Y, which becomes X�D�Y and
which we have seen to have an important effect on ns, but may also have a well-marked one
on these other bands. Another particularly simple action is changing the temperature, which
leads to breaking or weakening of H-bonds. Also the addition of water molecule that we
shall see has an exceptional ability to develop around it a particularly dense H-bond net-
work, is another action that leads to modifying H-bonds, especially their numbers and then
characterize their effects on particular vibrations. We may see how this kind of experiment
works in Ch. 11 devoted to methods to observe water molecules. In the following subsections,
we give examples of corresponding experiments before summarizing in Tables 4.2 and 4.3
typical changes that most encountered vibrations display after the establishment of an H-bond.
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Stretching and bending vibrations of the donating X�H group

In order to illustrate the changes of dC�O�H and nC�OH bands upon the establishment of H-bonds,
we show in Figure 4.8 the IR spectrum of cellulose Ia at room temperature and its variations
after a temperature change. The structure of this typical biopolymer is displayed in Figure
2.3. The groups that presently interest us are COH of primary and secondary alcohols 
that establish H-bonds with neighbouring O-atoms. On increasing the temperature, some 
H-bonds are broken. In these spectra, we are especially interested in the bending dC�O�H band
that appears at 1425 cm�1 in the spectrum of cellulose at room temperature (upper spectrum),
in the stretching nC�OH band of some secondary alcohols that falls at 1060 cm�1 and in the
stretching nC�OH band of primary alcohols that falls (43) at 1034 cm�1. The lower spectrum
is the spectrum equal to the upper spectrum minus that of the same sample at 115 �C. The
variations of the nC�OH and dC�O�H bands are clearly visible in this difference spectrum as dif-
ferent type of bands that exhibit both a minimum and a maximum that correspond to a shift
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Table 4.2

Typical average wavenumbers of centres of various stretching and bending bands of isolated 
free X�H groups when they do not establish H-bonds (second column) and their shifts 

after establishment of an H-bond (column 3)

Vibration (cm�1) (cm�1) Remarks

nC�OH (Alcohol I) 1010 to 1030 �20 CH3OH slightly apart
nC�OH (Alcohol II) 1030 to 1130 �20
nC�OH (Carboxylic acid) 1150 to 1200 �110 to �140 Refs. (4, 35)
nC�NH (amide III) 1300 to 1350 �15 A weak band in IR, relatively more 

intense in Raman
dC�O�H (alcohol) 1300 to 1450 
0, variable
dH�O�H (H2O) 1595 �10 to �60 Ref. (36)
dC�N�H (amide II) 1510 �50 Intense in both IR and Raman Ref (37)

A positive shift indicates a higher value for the wavenumber of the centre of the band in X�H�Y.

dnn

dn
n

Table 4.3

Typical average wavenumbers of centres of nC�O bands in various groups when they do not
accept H-bonds (second column) and their shifts after acceptation of an H-bond (column 3)

Vibration (cm�1) (cm�1) Reference

nC�O carboxylic (CH3COOH)2 1790 �80 (4) and (38) (see text)
nC�O carboxylic (HCOOH)2 1775 �65 (4) and (39) (see text)
nC�O carboxylate (COO�) 1620* �20* (40)
nC�O carbonyl amide I in amide 1680–1710 �80 to –60 (37, 41)
nC�O carbonyl amide I in �1700 �30 (–65 for C�O (42)
polypeptides and proteins accepting two H-bonds)

A negative shift indicates a lower value for the wavenumber of the centre of the band in X�H�O�C. For car-
boxylate (*) the value is that of the centre of the C�O� band of COO� in sodium hyaluronate that accepts
one H-bond in its C�O group and is the shift after acceptation of a second H-bond in the same C�O group.dn

n

dnn

dn
n

CH004.qxd  1/11/2007  4:12 PM  Page 99



of this band upon a temperature change. Thus the band at 1425 cm�1 consists of two bands:
dC�O�H� of H-bonded C�O�H� groups and dC�O�H of free C�O�H groups. Increasing the
temperature results in C�O�H� groups being transformed into C�O�H groups. The cor-
responding band in the difference spectrum is consequently dC�O�H��dC�O�H. We may
deduce from the positions of the maximum/minimum of this band in the lower spectrum
that dC�O�H� displays a peak around 1432 cm�1 whereas dC�O�H displays one around
1418 cm�1. These would be exact values if the widths of these two bands in the upper spec-
trum were small compared to this difference 1432–1418 � 14 cm�1. This is clearly not the
case, the widths of these individual bands being comparable to this difference, or even
greater. As a consequence the minima and maxima of the difference band in the lower
spectrum do not exactly coincide with the maxima of dC�O�H� and dC�O�H.

In the same way, the nC�OH� stretching band of secondary alcohols clearly appears around
1062 cm�1 while the corresponding nC�OH band appears around 1050 cm�1. For primary
alcohols, the nC�OH� band appears around 1037 cm�1 while the corresponding nC�OH band
appears around 1027 cm�1. The same trend has been put into evidence in the case of simpler
systems made of isolated methanol molecules in solid matrices in the presence of a variable
number of H2O molecules (44): the nC�OH� band, which is relatively narrow in this case,
is found at 1050 cm�1 and the nC�OH band at 1032 cm�1. It could furthermore be established
that this band shifts to 1028 cm�1 when the O-atom of this COH group, that does not estab-
lish an H-bond, accepts one in its lone pair orbitals. Most similar results have been found
when the methanol molecule binds to a nanodroplet of water, instead of a single H2O 
molecule (45). All these results are summarized in Table 4.2. Let us note that no variation
has been put into evidence of the integrated intensities of all these bands that display shifts
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Figure 4.8 IR spectrum of cellulose Ia (Valonia) at room temperature (upper spectrum) and difference
spectrum of sample at room temperature minus at 115 �C (lower spectrum). Spectra are offset for clarity.
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of their centres upon the establishment of an H-bond. Let us also note that both these vibra-
tions find their average wavenumbers increasing with the strength of the H-bond. In that
particular case of the H2O molecule, the shift towards higher wavenumbers of dH�O�H

could be precisely correlated to the shift towards lower wavenumbers of ns in various water-
containing solids and liquids (36).

Carbonyl and carboxyl C�O groups

The acceptation of H-bonds by carbonyl or carboxyl C�O groups is always at the origin
of a negative shift of the corresponding stretching nC�O band. These often-encountered
bands are one of the most exploited bands in organic chemistry or biochemistry. The rea-
son is that they are most intense bands that often display a very good signal-to-noise ratio.
C�O groups are furthermore strong H-bond acceptors. The integrated intensities of the
nC�O bands may be smaller than those of ns but, as they are narrower, their heights or inten-
sities at maximum may be greater than those of ns. In opposition to ns, their intensities also
remain great when they do not accept H-bonds. Consequently, they are bands that are
immediately identified in the region 1600–1750 cm�1. Their sensitivities to accepted 
H-bonds are illustrated in Figure 4.9 that represents the IR spectrum of a protein, Bovine
Serum Albumine (BSA) at room temperature. This protein was left for several days in
heavy water. The result is that nearly all N�H and O�H groups have been transformed into
N�D and O�D groups, as shown by the absence of ns (X�H�) bands above 3000 cm�1 in
the upper spectrum. It leads to elimination of the dH�O�H bands due to H2O molecules that
fall in the same region as nC�O bands, and also due to diminishing the coefficient of the
bending vibration dC�N�D in the decomposition of the nC�O mode, called amide I in this
case. It thus makes this amide I mode of deuterated amide or peptide groups to be com-
posed of only nC�O vibrations, in a first approximation. The bands in the region
2800–3000 cm�1 are nC�H bands. Their appearance in the upper spectrum clearly shows
that C�H groups have not been transformed into C�D groups. The band that extends from
2000 to 2700 cm�1 in the upper spectrum is the ns(N�D�) band of protein groups, also
called amide a, that contains a smaller amount of ns(O�D�) groups that come from
remaining D2O molecules and O�D side groups. The amide I band is the intense band that
culminates at 1651 cm�1. The amide II band that appears at 1435 cm�1 has dC�N�D bend-
ing vibrations as main component. Its great integrated intensity indicates that it also has a
nonnegligible component on nC�O vibrations of carbonyls. Finally, the band at 1577 cm�1

is an intense stretching band of COO� groups of side groups of the protein (42). The sen-
sitivity of the amide I and II bands to the presence of D-bonds established by N�D pep-
tidic groups or accepted by C�O peptidic groups appears in the lower spectrum. The
nC�O� band (amide I) of C�O groups that accept a D-bond appears around 1632 cm�1,
whereas the corresponding one of free C�O groups appear around 1674 cm�1 (this differ-
ence spectrum is that of the sample at room temperature, where D-bonds are relatively
numerous, minus that of the same sample at 116 �C, where D-bonds are less numerous).
The corresponding shift is of about –40 cm�1. It is opposite to that of the amide II band;
its maximum appears at lower wavenumbers than its minimum, whereas the amide II that
has its maximum corresponding to N�D� groups appear at higher wavenumbers
(1464 cm�1) than the minimum (1416 cm�1) that corresponds to free N�D groups. This is
in agreement with results displayed in Table 4.2.

dn
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As these nC�O bands contain a lot of information (see Ch. 11), we display in Figure 4.10
the behaviour of C�O bands in isolated carboxylic acid monomers and cyclic dimers in the
gas phase (their structures are displayed in Figure 4.4). The nC�O bands are the intense and
well-defined bands just above 1700 cm�1. The spectra of monomers and dimers are obtained
from spectra at same temperature, here 81 �C, but at various pressures. This temperature
around 80 �C is the optimal temperature to have a number of dimers comparable to that of
monomers in that particular case of cyclic H-bonded dimers in the gas phase. The propor-
tions of monomers and dimers being different at different pressures, one can easily combine
two spectra recorded at various pressures to obtain the spectrum of either monomers or
dimers. The shift of nC�O modes towards lower wavenumbers provoked by the establishment
of an H-bond is directly visible when one compares the spectra of monomers and dimers. It
clearly appears in the difference spectra of carboxyl groups, which is the representation that
highlights it when these bands do not have the exceptionally good signal-to-noise ratio that
these bands display in the case of Figure 4.10. The nC�O doublet of monomers has the same
origin as the triplet of ns(O�H) in Figure 4.4: rotational structure. The measurement of the
shift of nC�O upon the establishment of an H-bond is, however, somewhat more delicate than
in the preceding case, because we have here two interacting nC�O vibrations, defined by coor-
dinates t1 and t2. The effect of this interaction is to make the two nC�O corresponding modes

symmetric and antisymmetric appear at for the sym-
metric one and at for the antisymmetric one. Here is the wavenumber ofnC O H� �nC O H 0� � �V

nC O H 0� � �V(t t1 2� )/ 2(t t1 2� )/ 2
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Figure 4.9 IR spectrum of deuterated Bovine Serum Albumine (BSA) at room temperature (upper
spectrum). Same spectrum minus spectrum of the same sample at 116 �C (lower spectrum). Spectra
are offset for clarity.
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the nC�O vibration in the absence of interaction, and this interaction is harmonic and pro-
portional to V0t1t2. As these two nC�O vibrations are parallel, the symmetric vibration does
not appear in IR, as it does not change the electric dipole moment that remains equal to zero.
Only the antisymmetric vibration appears in IR. The inverse is true for Raman displaying
only the symmetric mode, which is the only one to induce a change of the polarizability of
the dimer. The centre of nC�O� of dimers appearing at 1732 cm�1 in IR (Figure 4.10) and at
1682 cm�1 in Raman (38) we deduce that � 1707 cm�1. The shift of the centre of
nC�O due to the establishment of H-bonds on the two carboxyl groups of these dimers is con-
sequently quite marked, as it is equal to 1707 – 1789 � –82 cm�1, with 1789 cm�1 being the
wavenumber at which nC�O modes appear in monomers. We display in Table 4.3 the shifts
induced by H-bonds on C�O groups of various types of molecules.

The integrated intensities of nC�O bands have been scarcely measured. Only in the case
of these excellent models made of carboxylic acid cyclic dimers could it be shown that the
integrated intensity of a nC�O�H vibration of a group that has its C�O accept one H-bond
is greater than that of the corresponding nC�O vibration of the same free group by about
30% (4). The exceptionally good signal-to-noise ratio that these nC�O bands display,
together with their marked sensitivity to H-bonds described above, make these bands use-
ful to measure such delicate quantities as equilibrium constants through especially precise
measurements of their integrated intensities. We once more illustrate this point in the case
of these cyclic dimers of carboxylic acids in the gas phase, where we have seen that these
nC�O bands of dimers can be easily separated from the nC�O bands of monomers. By

nC O H� �
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Figure 4.10 IR spectrum of monomers of acetic acid in the vapour phase at 81�C, and of cyclic dimers
at same temperature. The bottom spectrum is the difference between these two spectra with a coeffi-
cient proportional to the ratio of the numbers of dimers to monomers (4). Spectra are offset for clarity.
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directly measuring the integrated intensities Mm(T) and Md(T) of both these bands at vari-
ous temperatures and pressures, we may thus deduce, with a good accuracy, the value of
the enthalpy of formation �H of one H-bond. The ratio of the number of cyclic
dimers to the number of monomers obeys the equation:

(4.9)

where C and C� are temperature independent quantities. Applying this equation to the spec-
trum of acetic acid vapour gives (46) (Figure 4.11) �H � –7.5 kcal mol�1 � –31.4 kJ mol�1
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Figure 4.11 Ratios (logarithmic scale) of the integrated intensities of nC�O�H
(index d) and nC�O (index m) bands of acetic acid cyclic dimers in the gas phase as a function of T�1.
KH is for CH3COOH while KD is for CH3COOD. Reproduced with permission from Bournay and
Maréchal (46). Copyright 2006, American Institute of Physics.
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for one H-bond, and also for one D-bond. The interest of this figure is to show the preci-
sion with which such a quantity is defined, thanks to the particularly high signal-to-noise
ratio these nC�O bands display.

MULTIPHOTON VIBRATIONAL SPECTROSCOPIES:

RAMAN AND NONLINEAR IR

Thus far, we have examined vibrational spectroscopy using IR absorption spectroscopy,
what we called in Ch. 3 “one photon method”, a general type that encompasses most exper-
iments in spectroscopy. There exist, however, other types of spectroscopy to observe vibra-
tions. These are for instance Raman spectroscopy, which is also of a current use in chemical
physics and may be considered a routine method. Other less known methods are modern
time-resolved IR spectroscopies. All these methods are “two-photon” or “multiphoton”
spectroscopies. They do not involve a single photon, as in absorption, but the simultaneous
absorption and emission of two photons, as in Raman and in other scattering experiments,
or the successive absorption(s) and emission(s) of photons that are coherently delayed in
time, as in time-resolved nonlinear spectroscopies. By “coherently”, we assume the optical
waves that carry these two photons keep a well-defined phase difference. In this latter type
of spectroscopy, we include all modern set-ups that involve time-controlled laser spectro-
scopic techniques. We briefly sketch the interest of these various methods for the study of
H-bonds in the following subsections.

Raman spectra

We have already encountered Raman spectroscopy in Ch. 3. We have seen that it gives infor-
mation of the same type as that obtained by IR spectroscopy. For the study of H-bonds,
Raman spectra are however much less useful than IR spectra. First of all, Raman is a 
more sophisticated technique that, even though routinely used now, displays a poorer signal-
to-noise ratio. Furthermore, Raman bands are much less sensitive to H-bonds than 
IR bands. This is especially true for ns bands, which do not show this dramatic enhance-
ment of intensities found in IR that we have already seen in this chapter. Also, ns(O�H)
bands, and consequently ns(O�H�O) bands, display in Raman spectra intensities that 
are often weaker than those of nC�H bands. As these CH groups are in most organic mate-
rials more numerous than OH groups, the bands due to H-bonds are often masked, or at 
least strongly overlapped by intense CH bands. The consequence is that Raman spectra 
are scarcely used to study H-bonded materials. The one exception is liquid water, or 
aqueous materials that contain an appreciable quantity of water molecules. In these mate-
rials, the density of H-bonds is so high (Chs. 8 and 9) that IR bands may become saturated,
especially those that are sensitive to H-bonds, destroying all interesting properties of 
IR spectroscopy. In these conditions where the numbers of H-bonds is huge and CH 
groups absent, Raman spectra may be useful. They nevertheless remain less informative 
on H-bonds, as can be seen with the spectra of supercritical water (47) or supercriti-
cal ethanol (48). In Ch. 11, we shall also see that these inconveniences displayed by IR 
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spectroscopy for materials where the numbers of H2O molecules is particularly high 
may be overcome in many systems, keeping IR the most powerful method to study 
H-bonds in these particularly important species, and leaving Raman spectroscopy to occa-
sional use for studying H-bonds. We have already seen one such occasion—the study of
H-bonds in the very far IR region below 100 cm�1. It is, however, a region of a limited
interest.

Time-resolved nonlinear IR spectroscopies

These are highly sophisticated modern techniques that consist of sending several coherent
but delayed IR pulses on a sample. With respect to conventional IR spectroscopy described
above, time-resolved nonlinear IR spectroscopy gathers supplementary information on the
influence of the environment of the vibrations under study. In conventional IR spec-
troscopy, the vibrations are considered as during an infinite time. In nonlinear IR spec-
troscopy, their lifetimes are determined. The existence of finite lifetimes is mainly due to
the environment of these vibrations. Its influence often appears in the form of “relaxation”
times that convey, as in NMR spectroscopy described in Ch. 3, information of a statistical
type on this environment and the system–environment interactions. This information is
obtained using IR pulses instead of a continuous IR irradiation as in conventional IR spec-
troscopy. If irradiation sequences or irradiation pulses fall in NMR spectroscopy in the
range of the ns (10�9 sec) that electronics handles quite well since a long time, pulses in
IR spectroscopy require acting in a much more difficult range of about 10–100 fsec
(1 fsec � 1 femtosecond � 10�15 sec; in the following we also consider 1 psec � 1 picosec-
ond � 10�12 sec). The recent sophisticated technology used is consequently that of
extremely short laser pulses. In view of setting things, the period of a vibration with
wavenumber 3300 cm�1 falls in the vicinity of 10 fsec. It means that during a 100-fsec
pulse, such a vibration performs 10 oscillations. A vibration that displays a band at
330 cm�1 performs a single oscillation during this same pulse. As in NMR, a series of short
IR pulses are sent onto the sample with various delays and provide information on other
dynamic aspects of vibrations than their only frequencies. Various optical set-ups may be
used to do this. The simplest one consists of sending an intense and tunable “pump” IR
pulse of a duration of about 100 fsec or less, and recording the spectrum some time t after,
by sending a weak IR pulse that is analyzed by a conventional dispersion (49, 50) optics.
This second pulse probes the evolution of the sample after pumping as a function of t. This
set-up is known as a pump-probe set-up. Pump-probe experiments give information
through correlation functions on vibrational relaxation or reorientational mechanisms that
are poorly seen using conventional IR absorption spectroscopy, now often referred to as
“linear IR” or “1D IR” spectroscopy (the unique variable is frequency, whereas with this
new time-resolved nonlinear IR spectroscopy, we also have the evolution of the spectra
with time, an additional dimension). With other set-ups, such as encountered in “photon
echo” (51) or “2D IR” (52) experiments, the joint probability that an initial excitation at
frequency n1 at time 0 is detected at frequency n3 at time t is measured.

We do not here describe how these still highly specialized techniques work but evocate the
kind of results they provide. Most of the bands that have been studied by this new technique
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are ns(X�H�) bands of H-bonds. We have seen earlier in this chapter that these bands are
most intense in IR spectroscopy. In consequence, the first short intense pulse used in time-
resolved nonlinear IR most rapidly populates the first excited states of ns, a favourable
point to use these techniques. We have seen a strong modulation of this ns mode by low-
frequency intramonomer modes reproduces quite precisely the shape of this band as
obtained by 1D IR spectroscopy, in particular in the case of isolated H-bonds in gases.
What can then time-resolved nonlinear IR convey in addition? It fully accounts for this
modulation and moreover gives original information on the modulating intermonomer
mode Qs (eq. (5.2) in Ch. 5), which does not display in liquid water the behaviour of a reg-
ularly oscillating mode, but that of an “overdamped” oscillator (53, 54), a property that
does not come directly out of the 1D IR spectra of liquid water. Overdamping means that
when the O�O distance of an O�H�O bond is established to some value Qs different
from its equilibrium value Q0, and after that left alone, it relaxes with no oscillation
towards its equilibrium value Q0. These slow intermonomer modes that modulate ns do not
consequently exhibit an oscillatory behaviour. In these excellent models of H-bonds that
are found in carboxylic acid dimers (Figure 4.4) diluted in CCl4 the modulating inter-
monomer modes are, in opposition, underdamped, that is, they display marked oscillations
during several psec (55) before reaching their equilibrium positions when they are found
at a different position at time t � 0; a behaviour that was supposed to be true in the recon-
stitutions of IR spectra of H-bonds shown in Figure 5.2 of Ch. 5, and corresponds to poten-
tials of Figure 5.1, also in Ch. 5. Nonlinear time-resolved IR also showed that exciting
ns(O�H�) into its first excited state does not lead to a breaking of the H-bond (49). This
is interesting, because the energy of an absorbed photon with wavenumber at 3000 cm�1

is � 8.6 kcal mol�1 � 35.9 kJ mol�1, a quantity that exceeds the energy of a single H-
bond in these dimers we have previously seen equal to 7.5 kcal mol�1 � 31.4 kJ mol�1.
This result ensures that irradiation by IR photons does not provoke disruptions of H-bonds.
These disruptions occur, but are caused by other mechanisms. Nonlinear time-resolved IR
spectroscopy may in some case convey information on these disruptions. It could thus
show that after breaking of the D-bonds in liquid methanol CH3OD (56), the photoresidues
keep for sometime a memory of the former H-bonded species. It could also unambiguously
show that nearly all OH groups of liquid water establish H-bonds (57), the very few of
them that do not exhibit an H-bond relaxes very rapidly towards an H-bonded state. As
seen in Ch. 9, this constitutes crucial information for understanding the structure of the H-
bond network of liquid water.

Nonlinear time-resolved IR spectroscopy is furthermore an especially well-adapted
method to measure the lifetimes of the first excited states of vibrations. The lifetime of the
first excited state of ns(O�H�) in (CD3COOH)2 cyclic dimers, found in solutions of CCl4,
was thus found equal to 200 fsec, that of dC�O�H to 250 fsec (58). These vibrations further-
more display similarities in their relaxation paths, suggesting that these paths imply a mul-
titude of modes. The analysis of the relaxation of (CH3COOD)2 cyclic dimers in solutions
of inert CCl4 that cannot establish or accept H-bonds, gave a lifetime of about 500 fsec for
the first excited state of ns(O�D�). The lifetime of the first excited state of ns(O�H�) of
H2O molecules in liquid water was found to be of the order of 1 psec (53, 59, 60), that of
ns(O�D�) equal to 1.45 psec (61) or 1.8 psec (60) when HDO was strongly diluted in ordi-
nary liquid water. Comparable vibrational lifetimes of about 400 fsec have also been

hc �n
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obtained for the bending band dH�O�H of H2O molecules diluted in heavy water (62),
which is appreciably shorter than that of dH�O�H of H2O molecules of ordinary water,
where it is then found equal to 1.4 psec (63). For stronger H-bonds the lifetime of the first
ns(O�H�) excited state seems to be shorter, around about 200 fsec (64), which is ascribed
to a more efficient relaxation channel by Fermi resonances. It also allowed to put into 
evidence in the ns(O�H�) band of HDO diluted in heavy water two components that 
have different relaxation times. One of these components exhibits great similarities with
the spectrum of ice. It may be a valuable indication for understanding the dynamics of 
H2O molecules in liquid water that we shall see in Ch. 9 is far from being established at 
a molecular level.

In addition to measurements of lifetime of these vibrational excited states, time-resolved
nonlinear IR could also give precise information on the mechanisms of deexcitation of
these states. It could thus be shown that relaxation of the first excited state of ns modes of
water molecules in liquid water was mainly due to resonance interactions of these modes
with excited bending modes (65). As a result of the analysis of 1D IR spectra shown above,
Fermi resonance with bending modes allows the energy of the first excited state of ns to be
transferred to the overtone of the bending band. It offers a fast relaxation path toward
vibrational levels of a lower energy. Time-resolved nonlinear IR spectroscopy shows that
this process is the main relaxation mechanism of ns and is at the origin of an unexpected
increase of the relaxation time when temperature increases (66, 67).

These new data convey in addition original information on the structure of water mole-
cules around, for instance, ions. They thus allow the distinguishing of the H2O molecules
that establish H-bonds with an anion X� from H2O molecules of the bulk. The lifetimes of
their first ns excited state is much longer (2.6 psec in the vicinity of Cl�) than those of HDO
molecules dissolved in heavy water (68). It allows the collection of precise information on
the acid–base reaction in water, putting into evidence at least three steps with different time
constants (69) and enabling measurements of their lifetimes (70).

We thus see that these recent methods are promising. They are the modern aspects of IR
spectroscopy, which allows mastering more parameters on which IR spectra depend than
conventional (1D) IR spectroscopy. Up to now, they have been mainly aimed at studying
the dynamics of H-bonds at times of the order of 100 fsec and longer. They provide a lot
of original information on this time scale. There is no need to point that these newly
recorded data are valuable. They are concerned with model systems where a single type of
H-bonds is present. Will they be useful for the study of more complicated systems? The
answer is affirmative for many systems encountered in chemistry. Hopefully, we may also
be affirmative for biological systems, as they might well have the same fate as NMR spec-
troscopy that we have seen to be a pioneering method to propose sophisticated protocols
to fully exploit time evolutions of spectra and has now become a central method to deter-
mine structures of macromolecules. Similar to NMR spectroscopy about 30 years ago,
time-resolved nonlinear IR spectroscopy is still limited to chemically well-defined sys-
tems. Within a few years it might find its own ways for the full exploitation of its power-
ful properties so that it can be applied to observing H-bonds in much more complicated
macromolecules. An example is given by the study of the amide I band of various dipep-
tides in trehalose/water glasses, taken as a model to mimic the lyoprotective effect of 
trehalose (71) described in Ch. 10.
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Sum-frequency generation spectroscopy

This is a third-order nonlinear spectroscopic method that does not involve time delay. It
consists of sending two coherent beams on a sample simultaneously; one in the visible-UV
region and the other one in the IR region; and observing the photon that is emitted at the
sum of their frequencies and is concomitant with the absorption of two photons, one in
each of the two incident beams (72). The spectroscopic regions of the two incident beams
are regions of transparency of the sample. The emitted photon requires absence of a cen-
tre of symmetry at molecular level to appear. It means that it practically does not appear in
the bulk of a liquid, for instance, which is isotrope and consequently displays a centre of
inversion in the average, but may appear on its surface, or at the interface between this liq-
uid and another medium, where this centre of inversion disappears. It will consequently be
most useful in the study of surfaces and interfaces, particularly the structures of the mole-
cules thereon that can be deduced from the spectrum of these surfaces or interfaces (73).
In many situations, it may be the unique tool to study liquid surfaces and interfaces and we
shall see this in Ch. 9, which is devoted to liquid water-related examples.

This recent method has up to now been essentially used to study interfaces of liquid
water (74). It allowed the measurement of the number of “dangling” O�H groups on its
surface that is in contact with water vapour. This number represents about 30% of all O�H
groups on this surface (73) and the ns(O�H) of these dangling O�H groups appear (75) at
3700 cm�1, proving that, contrary to water vapour, the symmetric and antisymmetric O�H
stretching vibrations of a single H2O molecule are no longer normal modes in liquid water
or on its surface. At the same time, it could be shown that H2O molecules are more ordered
on this surface than in the bulk of the liquid. This is quite an original result that seems to
be general for liquids composed of molecules that establish H-bonds, and for mixtures 
of such liquids. At the same time, H-bonds between H2O molecules on the surface of liq-
uid water are weaker than those in the bulk (76). This is also true at the interface between
liquid water and another nonmiscible liquid, and seems to be a characteristic of large 
contact areas. The opposite has been found for interfaces of small area, such appears for
instance in cages developed inside liquid water to put into solution small molecules that
display some hydrophobic character. As mentioned in Ch. 9, thermodynamics has shown
that H-bonds between H2O molecules positioned on the surface of these cages are stronger
than in the bulk. This is quite in agreement with recent experiments using sum-frequency
spectroscopy.

Beyond neat liquid water sum-frequency vibrational spectroscopy allowed the study of
the alkyl chain conformation of surfactants such as dodecyl sulfate described in Ch. 9, that
mediates the interfaces between water and CCl4 when the head group or the cations of
these amphiphile molecules varied (77, 78). It also gave experimental evidence that the
water surface favours the presence of anions rather than cations (79). This effect is at the
origin of the oxidative power of sea water, which is ascribed to Cl� anions positioned 
on surfaces of liquid-water droplets. It has also been applied to other H-bonded liquid
water, such as methanol, where it could be demonstrated that the CH3 groups point away
from the liquid at the interface with vapour (73). This is also the case for CH3 groups of
acetic acid (80). Also the surface of liquid water could be shown (81) to be disrupted by
even such a small amount as 0.3% of acetic acid, which does not ionize, even at this low
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concentration. At a higher but still low concentration of 1.6% all characteristic spectro-
scopic features of surface H2O molecules disappear.

We thus see that, as for the time-resolved nonlinear IR methods, sum-frequency vibra-
tional spectroscopy is a valuable tool to convey information on H-bonds, particularly 
H-bonds at interfaces.

CONCLUSION

This whole chapter shows that IR spectroscopy has unique possibilities to observe H-bonds.
These H-bonds first manifest themselves in the FIR region where specific bands due to the
relative vibrations of the two parts X�H and Y of an H-bond X�H�Y appear. These bands
disappear when these H-bonds disrupt. They are weak and are found in a somewhat diffi-
cult spectroscopic region. They are consequently not often considered. What makes IR a
unique tool to observe H-bonds is their dramatic effects in the conventional mid-IR region,
due to the huge changes their establishments induce on intramonomer vibrations. This is
particularly true of the H-stretching band of X�H, ns(X�H�), that exhibits, upon formation
of an intermolecular H-bond X�H�Y a huge enhancement of its integrated intensity,
always accompanied by both a great shift of its centre of gravity towards lower wavenum-
bers and by an important width. These effects make IR spectroscopy an especially sensitive
and powerful tool to study H-bonds, a tool that provides correlations between wavenumbers
and distances in a somewhat unusual way for optical spectroscopy, as illustrated in Figure
4.5. The origins of these strong effects of H-bonds on IR spectra are now well understood,
as discussed in Ch. 5. The huge increase of the intensity of ns is due to the relatively small
displacement of electrons that accompanies an increase of the X�H distance in X�H�Y,
thus creating an important electric dipole moment. The great modifications of the band-
shape are due to a strong anharmonic modulation of the frequency of this stretching vibra-
tion by intermonomer modes. In addition to its own great changes this modulation induces
on the bandshape, it furthermore allows secondary anharmonic effects such as resonance
interactions, also called Fermi resonances, to appear. The understanding of this modulation
gives a precise picture of the dynamics of the H-atom in H-bonds and is seen to provide
arguments that will allow establishing the structure of the H-bond network of liquid water
(Ch. 9). It forms the basis for interpretations of spectra obtained using modern nonlinear
time-resolved IR spectroscopy. These quite recent techniques have shown that 1 psec is 
a good order of magnitude for lifetimes of excited ns vibrations, and that the lifetimes of 
H-bonds themselves is often considerably longer. In the near future, these methods will be
valuable for studying the reactivity of H-bonds, that is proton transfers in acid/base systems,
and certainly more important, H-atom transfers in aqueous media at pH 7, a mechanism that
now appears to be the basic reaction mechanism in biomedia (Ch. 6).

Intramonomer bands other than ns are also sensitive to H-bonds, although in a much less
spectacular way. This sensitivity proves to be most useful in chemistry and biology, and,
as will be seen in the case of the H2O molecule, allows precise measurements of the num-
ber of H-bonds from which much structural and dynamic information can be obtained. It
will prove useful to follow the development of the H-bond network of a macromolecule
during hydration (Ch. 10). In physics and chemistry, the hypersensitive ns band ensures the
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presence and formation of H-bonds and still conveys a lot of information when these 
H-bonds are of a single type. Extraction of information from ns becomes more difficult when
various types of H-bonds are present, as in biomedia. Furthermore, the extreme sensitivity
of the integrated intensity of this ns band to the strength of the H-bond makes it hard to use
for the measurement of the number of H-bonds in a sample. These other intramonomer
bands make it possible.

These properties make IR spectroscopy certainly the most precise and powerful tool to
observe H-bonds not only in physics but also in chemistry and biology. In its 1D form, it
requires a technique, conventional IR, which is a routine technique, easy to implement in
many set-ups. In its recent version of time-resolved spectroscopy, it is not presently a rou-
tine technique, but it has proved to be most informative. The particularly important effects
H-bonds have on IR spectra require, however, some care and method during the analysis
of these spectra, which is thus scarcely a routine analysis. We shall see that with a mini-
mum of care and methodology it can nevertheless be used with no difficulty.
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– 5 –

Infrared Spectroscopy of H-Bonded

Systems:Theoretical Descriptions

INTRODUCTION

The spectacular changes of the ns band of a X�H molecule upon establishment of an H-bond
are now fairly well understood. In this chapter we give a rapid theoretical overview of these
changes that provides an accurate view of the dynamics of H-bonds and is at the basis of
interpretations of spectra of promising new methods of time-resolved nonlinear IR spec-
troscopy described in Ch. 4 and also of interpretations of conventional IR spectra that are
especially aimed at interpreting ns bandshapes. Theory requires some basic formulation of
quantum mechanics and of spectroscopy that are given in the appendix of this chapter.
They are used only for what is necessary in this subsection, where, as much as possible, a
“hands-on” interpretation accompanies equations. It may help to understand the physics
that lies behind them. The understanding of this theoretical aspect is not necessary to inter-
pret most IR spectra of H-bonds encountered in chemistry, biophysics and biochemistry as
the knowledge of the characteristic features of these spectra presented in previous Ch. 4 is
sufficient. The reader who is not interested in theoretical descriptions may consequently
skip this whole chapter without being afraid of missing something necessary for the under-
standing of the following chapters.

INTEGRATED INTENSITIES OF �s BANDS

We start with the dramatic enhancement of the integrated intensity of ns after the estab-
lishment of an H-bond. This quantity is equal to the integral of the intensity over the whole
ns band and, following eq. (5.A14) of the appendix of this chapter, is also equal to the
moment M0 of order 0 of the ns band of the spectrum in ��(n). Following eq. (5.A19), M0

is equal to the Fourier transform quantity S(t) of ��(n) at time t � 0 that is equal, following
eq. (5.A4), to the correlation function of the dipole moment m of the X�H�Y complex.
For the ns band, we need to consider only the dependence of m on the coordinate q that
defines the ns vibrational mode. Developing the value of m in powers of this coordinate
around its equilibrium position q0 and considering only linear terms, gives then
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(5.1)

where �0 �q� 1� is the matrix element (see eqs. (5.A1) and (5.A2) given in the appendix of
this chapter for the definitions of the matrix element) that characterizes the transition
between ground state 0 and first excited state 1 in ns. As , with in the range
3000–3600 cm�1 much greater than KT/� at 300 K, the 0�1 is the only transition in ns that
has a significant intensity. �m/�q is the first derivative of the electric dipole moment m of
X�H�Y with respect to q. The fraction that appears in eq. (5.1) is a constant that we can
disregard, as we are not interested in the absolute value of M0, but in the order of magnitude
of the ratio of the values of M0 in X�H and X�H�Y. It does not furthermore make difference
considering the spectrum in ��(n), for which eq. (5.1) is strictly valid, instead of the spec-
trum in absorbance such as that drawn in Figure. 4.4, for instance, which is represen-
tative of most experimental IR spectra. When a more precise calculation is required, it may
be performed using instead of for calculating moments (1), as this quantity
is proportional to the spectrum in (eq. (5.A8) of the appendix of this chapter) and hence
to if we neglect the often weak variation of with (eq. (5.A7)). As eq. (5.1) is
also valid for X�H (no H-bond) and as the matrix element ��0 �q� 1��2 ��/2 mv � �0 �q2� 1� for
a harmonic oscillator only slightly varies between ns(X�H�) and ns(X�H), the great variation
by more than one order of magnitude that is observed between the integrated intensities of
ns(X�H�) and ns(X�H) mainly comes from the variation with q of the dipole moment m.
It means that this variation, characterized by �m/�q, is greater by a factor falling in the
range 3–10 when X�H establishes an H-bond than when it does not. In other words, stretch-
ing the X�H covalent bond of a X�H group that establishes an H-bond causes the electrons
to not follow the H-atom as much as when X�H does not establish an H-bond (2). This stronger
decoupling of the average position of the electrons from the motion of the H-atom is at the
origin of an important change of the electric dipole moment of the whole complex, itself
responsible for the great integrated intensities all ns(X�H�) bands exhibit. The transfer of
electrons between the nonbonding orbital of Y in X�H�Y and the antibonding orbital of
X�H (3) that we have seen in Ch. 1 to be an important feature of the electronic structure
of H-bonds, is certainly for a great part responsible for the magnitude of �m/�q. Let us note
that we have considered �m/�q as a quantity that is independent of q, a first approximation
that is most of the time a very good approximation in IR spectroscopy and is called the
electrical harmonicity approximation.

�s BANDSHAPES OF ISOLATED H-BONDS: MODULATION BY 

INTERMONOMER MODES

The great width of ns(X�H�), the presence of several submaxima and subminima, clearly
show that this band has an anharmonic character. This was first noted by Stepanov (4) and
later by Bratos et al. around 1955 (5). Anharmonicity, however, is a concept that needs more
precision—as we have already seen, it is by definition present as soon as the development
of the vibrational energy on vibrational coordinates requires including terms higher than
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an order of 2. It leaves many possibilities for ns bands that at the same time retain some
harmonic character. Thus, the overtones of ns, that is 0 � n transitions in q, remain very
weak for n greater than 1. In order to take these features into account, one can then simply
postulate (6) that ns is harmonic with its force constant depending on the geometry of the
H-bond, that is on at least one of the intermonomer modes Q, with Q representing either the
stretching mode Qs, or one of the intermonomer bending mode Qu or Qw defined in Figure 2.1.

Modulation by intermonomer stretching modes

We first suppose Q is the stretching mode Qs, which would be appropriate for nearly all 
H-bonded systems. In the isolated X�H�Y system where the X�H distance is q and the
X�Y distance Qs, with corresponding momenta p � �i�(�/�q) and Ps � �i�(�/�Qs), the
vibrational Hamiltonian may be written as

(5.2)

where m is the mass of the H-atom, which is to be replaced by 2m in the case of a D-bond,
and Ms the reduced mass of the intermonomer Qs mode. In this equation constant terms in
V(q0,Q0) are omitted, which is allowed by the choice we have to define energy 0. These
terms are irrelevant in vibrational spectroscopy but cannot be omitted when thermodyna-
mics of H-bonds, such as considered in Chs. 1 and 7, are examined. The equilibrium distances
q0 and Q0 are the distances q and Qs for which the energy V(q,Qs) of the electronic ground
state is minimum. With this form the potential for ns (coordinate q) may be seen as a har-
monic potential that nevertheless exhibits an anharmonic coupling with the intermonomer
mode defined by Qs, which is otherwise also governed by harmonic terms. The origin of this
anharmonic coupling between these two harmonic modes is to be found in the dependence
of v in Qs that makes such terms as appear in eq. (5.2), with n a positive integer. Such
terms are of order higher than 2, consequently anharmonic terms. This dependence of v in
Qs looks natural if one refers to Novak’s curve of Figure 4.5. One should, however, keep in
mind that Novak’s curve refers to experimental equilibrium positions Q0, whereas in eq. (5.2)
v depends on the vibrational coordinate Qs, not on its value Q0 at equilibrium. This v depend-
ence in Qs therefore describes a dynamic modulation of ns by intermonomer modes, whereas
Novak’s curve represents its average static effect.

Having in mind the dramatic effects the establishment of an H-bond has on the ns band-
shape, we may anticipate that this anharmonic coupling is not small. It means that it cannot
be handled by classical perturbation techniques. It may, however, be taken into account in
the frame of the adiabatic separation (6) of rapid and slow motions. This adiabatic separa-
tion is already used to separate the motions of the electrons in the molecular complex from
the vibrations of the atoms and is then called “Born–Oppenheimer” separation. In this approx-
imation applied to the separation of ns from the intermonomer modes, the rapid vibration
ns, which is ruled by H(q,Qs) of eq. (5.2) and displays characteristic wavenumbers around
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3000 cm�1, is thought to be sufficiently fast as to adapt itself immediately to any change
of the coordinate Qs of the slower intermonomer mode, which has characteristic wavenum-
bers smaller than 200 cm�1 (in other words a frequency at least some 15 times smaller). It
means that the wavefunction that describes ns sees Qs as a very slow motion and conse-
quently depends on the value of Qs, but not on its dynamics. Mathematically it is equiva-
lent to supposing that the total wavefunction for ns (coordinate q) and intermonomer mode
(Qs), which is an eigenfunction of the Hamiltonian H(q,Qs) of eq. (5.2), has the form

(5.3)

where xn(q,Qs) is the nth harmonic wavefunction in q. It parametrically depends on Qs, and
is shortly written �n�q in eq. (5.A37) of the appendix of this chapter. It is a harmonic eigen-
function of that part of H(q,Qs) that depends on q only in eq. (5.2). It means it verifies

(5.4)

With this form for the total wavefunction only the transition in q between levels
n and n 
 1 are allowed. As only the level n � 0 is populated at room temperature, it natu-
rally incorporates the experimental finding that only 0�1 transitions in q have a significant
intensity. The Hamiltonian Hn that governs the wavefunction of the slow inter-
monomer mode Qs when ns is in its nth state is then the value of the total Hamiltonian
H(q,Qs) of eq. (5.2) averaged over the rapid mode q

(5.5)

It means that the slow motion only sees the average effect of the rapid one. In this equation
we disregarded, as indicated by the sign �, all terms of the form �xn (q, Qs) �Ps� xm (q, Qs)�q.
It characterizes the adiabatic approximation. It means that the intermonomer mode Qs is
so slow that it cannot induce transitions between various levels of the rapid mode q. This
rapid mode consequently adiabatically follows the slow intermonomer mode, adapting
immediately to any change in the value of Qs, but suffering no transition to another level
that would be caused by this change. Once more, the same process that makes electrons
adiabatically follow vibrations of nuclei, immediately adapting themselves, but with no
transition to an excited electronic level. The Nth wavefunction of the slow inter-
monomer mode when the rapid ns mode is in its nth state then verifies the equation

(5.6)

where the are the total energies of the whole system composed of both modes q and Qs,
that is the eigenvalues of the initial Hamiltonian H(q,Qs) of eq. (5.2). When the dependence
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of v on Qs can be limited to a quadratic variation, is still a harmonic wavefunction
in Qs. For all H-bonds that have been tested, even the linear dependence is sufficient. Adopting
it means that we have to do with transitions that are displayed in Figure 5.1 and are most
similar to those encountered in spectra of electronic transitions that fall in the UV-visible

an
N Q( )s
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Figure 5.1 Vibrational potentials for the slow intermonomer Qs mode of an isolated H-bond, typically
Cl�H�O�(CH3)2 (7), with v(Q0)/2pc � 2500 cm�1 and �s/2pc � 120 cm�1 (c, velocity of light in 
cm sec�1). . The potentials are the effec-
tive potentials that rule this slow-mode Qs when the rapid mode is in its nth state. Vertical arrows
indicate the various transitions that constitute the experimental ns band.
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region and most often display a “Franck–Condon” vibrational structure characterized by 
a regular progression of bands that are displaced by a vibrational quantum of energy,
presently �s.
In Figure 5.1 the potential is the harmonic potential for inter-
monomer mode Qs that appears in eq. (5.2). Following eq. (5.6), the effective potential that
rules Qs is , when the rapid ns mode in q is in its ground
state n � 0, while it is when ns is in its first excited
state with n � 1. The ns band corresponds to all transitions between the various levels 

for Qs of W0 and the levels of W1. These various levels are represented as horizontal
lines within the parabola W0 and W1 in Figure 5.1. Admitting that a linear dependence in Qs

of v(Qs) is a good approximation, one deduces from eq. (5.6) the values for these levels

(5.7)

The 0 � 1 transition in ns is accompanied by various transitions in the intermonomer mode
Qs that gives this band a structure, with possibly several minima and maxima, the same way
a single electronic transition is accompanied by numerous vibrational transitions at the ori-
gin of its “vibrational or Franck–Condon structure”. In Figure 5.1 we distinguish transitions
that correspond to “cold bands” that are drawn as plain arrows. They all start from the
ground vibrational state , the only level populated at 0 K. The “hot bands” that corre-
spond to transitions drawn as dotted or dashed arrows, appear at higher temperature, when
states , , etc., start being populated, thus acting as possible initial states for transitions
in ns. The schematic shape of such a simple spectrum with a regular progression is shown
in the upper drawings of Figures 5.2 and 5.3, examined later in more detail.

Such an approach works quite well in the case of isolated H-bonds. Thus, the predicted
Franck–Condon type progressions are clearly visible in the experimental IR spectra of
Cl�H�O�(CH3)2 in gas (7) or F�H�B in gas, with B being various H-bond acceptors (8).
All these systems initially studied by D. J. Millen and his group display maxima of absorp-
tion at wavenumbers that can be deduced from eq. (5.7). They also clearly appear in
the IR spectra of N-methyl-acetamide (9). The predictions of this theory sketched above
has for the first time been directly compared (6, 10) with experimental spectra of gaseous
carboxylic acid dimers, which are represented in Figure 4.4. These spectra are much easier
to record than spectra of isolated H-bonds such as those found in the Cl�H�O�(CH3)2

family. They consequently display a much better signal-to-noise ratio, with a well-defined
baseline. Also, the geometry of these cyclic dimers is more precisely known. A complication,
however, is that in these isolated systems, we have two interacting H-bonds, 1 and 2, instead
of a single H-bond. This can nevertheless be precisely taken into account by adding harmonic
coupling terms between the two ns vibrations of the form V0q1q2 between the two H-bonds
1 and 2 in the vibrational potential. These terms are called “Davydov” coupling terms in
this case. The preceding theory and the simple scheme of transitions drawn in Figure 5.1
leads to a satisfactory simulation of the ns bandshape of these simple models of H-bonded
systems, as shown in Figure 5.2. The capacity of this theory to predict and reproduce the
spectrum of the corresponding cyclic dimer when the H-atom that establishes an H-bond is
changed into a D-atom has been a decisive criterium of its validity. For this change only the
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mass m of the H-atom in eqs. (5.2) and (5.4) becomes 2m. As may be seen in Figure 5.2,
it has dramatic effects on ns that are well reproduced by this theory. In this figure, pro-
pynoic acid has been chosen because other anharmonic couplings, such as those due to 
Fermi resonances we shall see in a forthcoming subsection, are small. In cyclic dimers of
many other carboxylic acids, Fermi resonances are present, leading to a less satisfactory

	s Bandshapes of Isolated H-Bonds: Modulation by Intermonomer Modes 121

Figure 5.2 Simulation of experimental ns bands of carboxylic acid dimers. Propynoic and propy-
noic-D acids simulated on the basis of the first simplest theory (6) (upper spectra). Experimental
spectra are drawn with full lines and predicted transitions as vertical bars. More recent simulations
of IR spectra of acetic acid dimers are shown in the lower spectra, where greyed portion is experi-
ment and thick line is theoretical reconstitution. Reproduced with permission from J. Bournay and
Y. Maréchal, J. Chem. Phys., 55 (1971) 1230 and from ref. (13). Copyright 2006, American Institute
of Physics.
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Figure 5.3 ns bands of an isolated H-bond in a gas, a liquid and a crystal. An “Evan’s hole” due to
a Fermi resonance is added in the middle spectrum as a thin line. In the bottom spectrum, the “n-phonon”
components are drawn as thin lines.
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simulation. Inclusion in recent theories (11, 12) of these extra anharmonic couplings,
together with consideration of bandshapes of individual transitions of Figure 5.1 due to
quantum dumping of both q and Q modes, leads to good reconstitutions of these spectra
(bottom spectra of Figure 5.2) (13). In Figure 5.2, Fermi resonances that, as will be seen
below, have only a local influence on bandshapes are neglected in order to limit the num-
ber of parameters.

Modulation by intermonomer bending modes

This modulation of ns by intermonomer modes of the H-bond is thus a fundamental mech-
anism inherent to the dynamics of the H-bond. For nearly all H-bonds the slow modulating
intermonomer mode is the stretching mode Qs considered above. An important exception,
however, exists: liquid water, described in Ch. 9 where modulation by the bending inter-
monomer mode is predominant. More generally, H-bonds established by H2O molecules
are likely to enter this category of H-bonds where the modulation by intermonomer bend-
ing modes is important. The reason of this peculiarity is to be found in the very small value
of the moments of inertia of the H2O molecule, which is at the origin of rotations of this
molecule of great amplitudes. Most developments that have been described above can then
be reproduced with no difficulty for that case. The result is, however, slightly different, a
consequence of the dependence of v(u) on u (or w, the second intermonomer bending mode;
see Figure 2.1) that is different from that on Qs for most H-bonds that appears in eq. (5.2).
We have seen this Qs dependence resembles that illustrated in Novak’s curve of Figure 4.5
and can most of the time be reduced to a linear variation with (dv/dQs) � 0 with, in some
few cases, addition of a quadratic dependence with . In the case of a mod-
ulation by a bending intermonomer mode, the linear dependence of v(u) on u is zero for
symmetry reasons, and its quadratic dependence is such that , at least for u not
approaching p. The absence of linear terms in dv/dQu does not suppress the appearance in
ns of a progression analogous to that in �s as appears in eq. (5.7). It is, however, less marked.
A greater difference is indeed found in the correlation of the shift of the centre of ns with
its width: increasing this modulation by both stretching Qs or bending u (or w) has the effect
of making ns broader but, because dv/dQs is positive and is also positive, its centre
shifts towards lower wavenumbers when the modulation is due to stretching intermonomer
modes (eq. (5.A43) in the appendix of this chapter), but towards higher wavenumbers when
performed predominantly by bending intermonomer modes (eq. (5.A49)). This correlation
in an opposite direction will provide precious information on this modulation in the case of
liquid water examined in Ch. 9, putting into evidence a specificity of this exceptional liquid.

�s BANDSHAPES OF NONISOLATED H-BONDS

This strong modulation of ns by intermonomer slow modes is a central and ubiquitous feature
of all H-bonds. Most of the time it does not, however, give the regular “Franck–Condon”
type progression defined by eq. (5.7) that corresponds to transitions drawn in Figure 5.1
and that clearly appear in the relatively few isolated H-bonds in gases. This is because

d /d 22v uQ

( )d /d 22 0v uQ �

( )d /d s
22 0v Q �

	s Bandshapes of Nonisolated H-Bonds 123

CH005.qxd  1/11/2007  3:45 PM  Page 123



most of the time H-bonds are not isolated as in these simple systems but are part of a big-
ger system that influences them. Thus, even in these simple gaseous cyclic dimers of car-
boxylic acids, this progression is no longer regular (Figures 4.4 and 5.2). We have seen it
is for a great part due to the presence of two interacting H-bonds, at the origin of a har-
monic interaction of the form V0q1q2 between the two H-bonds that already disrupts this
regular progression. Such a term has been shown to be indeed important in all cyclic 
H-bonded dimers, beyond those of carboxylic acids (14, 15). They may be thought to be
general terms that describe vibrational interactions between relatively close H-bonds. Such
terms have an effect neither on the integrated intensity of ns, nor on its width, but change
its centre following eq. (5.A51) of the appendix of this chapter.

Furthermore, the great majority of H-bonds are found in liquids or solids. It modifies the
detailed lineshape of ns in a way that is schematically represented in Figure 5.3. When this
H-bond is diluted in a solvent that contains no other H-bond, the frequencies of the slow
intermonomer modes extend over a wide range, in opposition to the above-considered case of
isolated gaseous H-bonds where they have a well defined value �s. As shown by Bratos (16)
and later by Robertson and Yarwood (17) and Yarwood et al. (18), the predominant factor
is now the rather broad statistical distribution of Qs. The effects of the dynamics of the indi-
vidual Qs vibrators, characterized above by a single value �s at the origin of a single frequency
for these modes, is masked by this broad distribution. The consequence is the replacement
of the Franck–Condon progression by a smooth distribution as illustrated in the middle spec-
trum of Figure 5.3.

When this H-bond that does not interact with other H-bonds is part of a crystal, ns then
adopts another shape, illustrated in the lower drawing of Figure 5.3. The intermonomer modes
of such a crystal are phonons, a set of modes that have frequencies extending in a definite
region, called a phonon band defined by a momentum k that takes on discrete values. The
result is that ns is now composed of several bands called “n-phonon bands” (19–21) that are
drawn at the bottom of Figure 5.3. They correspond to transitions characterized by the num-
ber of quanta of the intermonomer modes that accompany the 0 � 1 transition in ns. Thus,
the “0-phonon band” is that narrow band situated around 3000 cm�1 in the bottom spec-
trum of Figure 5.3 that corresponds to a ns transition accompanied by no phonon, that is
no transition of intermonomer modes. The equivalent of this band for isolated H-bonds is
the set of transitions in eq. (5.7) and Figure 5.1, with N taking various values.
The “l-phonon band” corresponds to a transition for various values of N. The
“–1-phonon band” is a “hot band”, that is, as defined above, a band that starts from states

with N greater than 0 (the corresponding final state should have N � 1 � 0). The
0-phonon band is sharp. The 1-phonon band is broader, because the energies of the phonons
are spread over a band of finite width. It makes the 2-phonon band broader, and the fol-
lowing 3-phonon bands even more so. The centres and total widths of these bands are still
given by eqs. (5.A43) of the appendix of this chapter, or eq. (5.A51) if several interacting
H-bonds are present in the crystal.

�s BANDSHAPES OF H-BONDS: FERMI RESONANCES

Another mechanism also often appears in the ns bands of H-bonded systems. It has been put
into evidence in dimers of acetic acids (22), where the wavenumbers of various submaxima
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of ns were different in the spectra of (CH3COOH)2 and (CD3COOH)2. These spectra dis-
play shapes that are otherwise most similar. The difference of wavenumbers of submaxima
could not be explained supposing the presence of only harmonic interactions between the
two ns vibrations of the two H-bonds of the dimer and that of the strong anharmonic cou-
pling discussed above, even refining it by transforming for instance the harmonic potential
for intermonomer modes (eqs. (5.2) and (5.6)) into more realistic potentials such as a
Morse potential (23). It is indeed due to another anharmonic interaction (5, 24), called reso-
nance interaction, or Fermi resonances. We describe in more details this mechanism that
is not specific to H-bonds, as is the strong anharmonic coupling described above, but is also
encountered in spectra of species with no H-bonds.

The nature of these Fermi resonances is illustrated in Figure 5.4, taking as an example
a C�O�H group. We are interested in two vibrations of this group: one, defined by co-
ordinate q, with wavenumber falling around 3000 cm�1 and the other harmonic one being
the bending vibration defined by coordinate qd with wavenumber falling around 1500 cm�1.
We momentarily neglect the strong anharmonic coupling of ns(q) with slow intermonomer

	s Bandshapes of H-Bonds: Fermi Resonances 125

Figure 5.4 Fermi resonances: energies E of the first vibrational levels of a mode q and of a mode qd

in a C�O�H group (upper diagrams) and corresponding IR spectra (lower diagrams). The values E/hc
(c, velocity of light in cm sec�1) of these two modes are represented when no interaction is present
(left upper diagram) and when an anharmonic interaction of the form is present (right upper
drawing; f is a constant). Arrows indicate transitions that appear in vibrational spectroscopy (IR or
Raman).
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modes, which is justified by the argument that Fermi resonances are encountered in other
systems than H-bonds where this strong coupling is absent. The total vibrational energy E
of this C�O�H group is zero when both q and qd are in their ground states. E/hc is equal
to 1500 cm�1 when qd is in its first excited state 1. When no anharmonic interaction between
q and qd is present, E/hc is equal to 3000 cm�1 when qd is in its second excited state 2
(upper left drawing). A band consequently appears at 1500 cm�1 in the IR spectrum of such
a group, as shown in the lower left spectrum. It corresponds to the 0 � 1 transition in qd,
as the 1 � 2 transition, which is also allowed in the harmonic approximation, has a very
weak intensity due to the very weak population of this first excited state in qd at room tem-
perature (E � kT). The intensity of the “overtone” 0 � 2 transition in qd is zero in the har-
monic approximation. The band that appears in this IR spectrum at 3000 cm�1 is the 0 � 1
transition in q, which has nothing to do with qd.

When an anharmonic interaction between q and qd of the form is present, with
f a constant coefficient, it immediately appears in the IR spectrum, even when small. The
band at 1500 cm�1 is hardly changed, but that at 3000 cm�1 takes now the form of a dou-
blet (upper right drawing). This is because this interaction mixes the first excited state in
q with the overtone in qd (the second excited state in qd). This mixing is important in that
particular case of a resonance between the first excited state in q and the first overtone in
qd, that is when both these states appear at same energy or wavenumber, here 3000 cm�1.
It rapidly becomes negligible when they depart from resonance. The corresponding linear
combinations of these states, 1 in q and 2 in qd (upper left diagram), are the eigenfunctions
of the total vibrational Hamiltonian. Their energies, or corresponding eigenvalues, differ
by a quantity of the order of VF in the case of a full resonance. In that case both these eigen-
states have an equal component (50%) in the first excited state in q. The intensities of the
two doublets are then equal. The integrated intensity of this doublet is equal to that of the
singlet due to the 0 � 1 transition that appears at 3000 cm�1 when VF � 0. In other words,
Fermi resonance does not modify the integrated intensity of the 0 � 1 transition in q, and
it can be shown that it neither modifies the wavenumber of its centre. The appearance of a
doublet instead of a singlet shows that it modifies its width. The presence of a Fermi resonance
starts having an effect only on the moments of order higher than 1, that is on the width and
shape of the band in q, but it has no effect on its first two moments.

From the above considerations we could deduce that Fermi resonances have a very low
probability to occur, because the resonance condition is severe and departing from it makes
the doubling of the band in q rapidly vanish off. This is not true for the ns band of H-bonded
systems, where the ubiquitous strong anharmonic coupling with low frequency intermonomer
modes makes this band have an appreciable width that clearly appears in the two lower dia-
grams of Figure 5.3. It makes the resonance condition easy to fulfil, as the first excited
state in ns is now broad. Fermi resonances then become visible in many vibrational spec-
tra of H-bonded systems. In these spectra the “Evan’s hole” of the simple model, drawn in
the right lower spectrum of Figure 5.4, becomes the more complex one, drawn in the mid-
dle spectrum of Figure 5.3 (16). When more than one resonance occurs with overtones of
various intramonomer vibrations, several Evan’s holes appear with minima at wavenum-
bers close to that of the overtone of the implied vibrations. Also, “combination bands” can
be at the origin of Fermi resonances. The overtone level of qd at 3000 cm�1 in Figure 5.4
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is now replaced by a level that is a double excitation of two different vibrations d and d�.
If the sum of their energies divided by hc is equal to 3000 cm�1 when each of these modes
is in its first excited state 1, resonance with the first excited state of ns appears and the cor-
responding ns band may be a doublet if an interaction of the form f
qdqd
 is present.

The appearance of these Evan’s holes slightly modifies the shape of ns. These transmis-
sion holes can be identified when one can for instance modify the mode d that is at the ori-
gin of these resonances. It happens when one passes from the (CH3COOH)2 cyclic dimers
in the gas phase to (CD3COOH)2. The dC�O�H bending vibration drawn in Figure 5.4 is not
a normal mode in these dimers. The corresponding normal mode that has this dC�O�H vibra-
tion as main component also has another non-negligible component, the bending dC�C�H

vibrations of the CH3 group. Changing this group into a CD3 group consequently changes
both the energy and the composition of the normal bending modes, making Fermi reso-
nances different between these two dimers. We have seen it constituted the first strong evi-
dence of the presence of Fermi resonances. Evan’s holes are not always so easily identified,
and it is not always evident to distinguish an Evan’s hole from, for instance, the transmis-
sion dip that separates the 0-phonon band from the n-phonon band in the lower spectrum
of Figure 5.3. The impact of these resonance interactions on ns is, however, limited in the
general case. The creation of Evan’s holes thus modifies neither the integrated intensity of
ns nor its centre (25, 26). It starts having an effect on its width s
, which may be shown to
have two quadratically additive components, one s due to the strong anharmonic coupling
with the slow intermonomer modes (eq. (5.A42) of the appendix of this chapter) and the
other one sF due to Fermi resonances

(5.8)

Fermi resonances are thus responsible for local effects that superimpose on the consequent
broadening of ns due to the fundamental modulation of ns by slow intermonomer modes.
Because they may occasionally sufficiently modify the shape of ns to be clearly visible,
they have been given in the years 1970 an importance that is now strongly reduced. They
may be directly taken into account (27, 28) or eliminated calculating the corresponding
“peeled-off” spectra (29), the spectra that would appear in their absence. In the case of liq-
uid water and other simple H-bonded systems, the resonance interaction between ns and
the overtone of the bending band dH�O�H of H2O has been shown to provide an efficient
relaxation mechanism for the first excited state of ns (30–33), providing this excited state
a very short lifetime. This finding is one of the original information on H-bonds that is 
conveyed by these modern promising “nonlinear time-resolved IR spectroscopy” tech-
niques described in preceding Ch. 4. A surprising consequence of this relaxation path is
the increase of the relaxation time when temperature increases (34). This is really an
exception, as relaxation times usually decrease when temperature increases, making the
relaxation faster. It is characteristic of this particular path from ns towards the bending
overtone 2dH�O�H of H2O that becomes less rapid when temperature increases because the
shift of ns towards higher wavenumbers when temperature increases makes the resonance
condition efficient for a smaller number of intermonomer distances.

′s s s2 2 2� � F
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CONCLUSION ON �s BANDS

We may conclude from this theoretical point of view on the dynamics of the H-atom
stretching motion in H-bonds that this ns vibration is particularly complicated. This is not
reality. It is a nearly harmonic vibration that induces a relatively great decoupling from it
of the average positions of the electrons. It results in an exceptionally great integrated
intensity. It is furthermore strongly modulated by slow intermonomer modes. This strong
modulation is due to the sensitivity of the electronic structure of the H-bond to the position
of the H-atom. This sensitivity, together with the great sensitivity of the dipole moment to
a change in the X�H distance that is responsible for the great integrated intensity of ns, is due
to the special electronic structure of the H-bond, for a great part characterized by the trans-
fer of electrons from the nonbonding orbital of Y towards the antibonding s* of X�H (3).
This strong anharmonic modulation makes furthermore ns shift towards lower wavenum-
bers and gives it a particular shape characterized by an unusually great width that allows
transmission windows (Evan’s holes) to appear around some definite wavenumbers. The
above equations show that all these anharmonic features can now be precisely taken into
account within a rather simple theory that can be easily described in terms of physical intu-
itive effects, as described above. The exception is the case of strong H-bonds, for which
quantization of the slow intermonomer modes is necessary to have a reliable basis, but has
not yet been performed, despite interesting attempts (35). Thus, an appreciable amount of
work still remains to be done before having a fair description of the dynamics of H-atoms
in these strong H-bonds. The best argument in favour of the relative simplicity of the above
description is the precision that can be achieved in simulations of such a complicated spec-
trum as that of cyclic dimers of carboxylic acids (Figure 4.4). Such a simulation that
includes these various anharmonic couplings, together with the harmonic one between the
two ns vibrations of the dimer, called Davydov interaction, is drawn in Figure 5.2 (13). It
demonstrates the reality of these exceptional mechanisms that govern the dynamics of this
ns vibration, and also the understanding we have of them. Such a precise understanding is
necessary for the interpretation of time-resolved nonlinear IR spectroscopy that appears to
be a new method able to convey a lot of original information on the dynamics of H-bonds,
as mentioned in preceding Ch. 4.

APPENDIX: IR SPECTROSCOPY

In this appendix we briefly sketch, without any demonstration and with the minimum of
mathematical formula, some basic aspects of IR spectroscopy that are invoked all along
this book. We first define some mathematical but nevertheless simple notations that are
currently used in quantum physics because they avoid heavier writing with integrals. Thus,
an integral quantity that implies two vibrational wavefunctions �n and �m and “an operator”
that may be a function of a coordinate q, or a differential operator such as its conjugated
momentum p, defined as

(5.A1)p
q

��i
d

d
�
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with � � h/2� (h � Planck’s constant) is written as

(5.A2)

where * means complex conjugate (i changed into �i, with i2 � �1). In this “bracket” nota-
tion the operator that appears between the two vertical bars (p in first member of eq. (5.A2))
acts on the wave function on its right. If this operator is a coordinate such as q, or any
power qn of it, the “operation” reduces to a simple multiplication. As we are mainly dealing
with IR spectroscopy, most wavefunctions will be those that describe vibrations of mole-
cules in their electronic ground state. It means that in such an equation as eq. (5.A2) n and m
most often represent the nth and mth wavefunction for the vibration defined by coordinate
q, and most often these will be harmonic wavefunctions. The harmonic approximation is
defined in section “Normal modes in the harmonic approximation”.

The following first section of this appendix describes quantities that are measured when
registering spectra obtained using various experimental set-ups and their relations with mole-
cular quantities. These relations form the basis of the interpretations of molecular spectra.
The second section describes some general properties of a distribution that are used in var-
ious chapters of this book when this distribution is the band of a spectrum. The third section
deals with such concepts as normal modes in the harmonic approximation, while the fourth
section deals with force constants, reduced masses, etc., and offers comparisons of these
various quantities. The last section provides a more specific calculation of the first and sec-
ond moment of a band such as ns, which corresponds to a normal mode characterized by
a strong anharmonic coupling with a much slower mode.

Experimental spectroscopy: measured quantities and set-ups

The word “spectrum” encompasses different entities that we have to precise and to relate
between them and with the various experimental quantities that are measured. Spectroscopy
itself consists of characterizing the response of a medium to irradiating waves that oscillates
at various frequencies. This response depends on the set-up used to obtain it. In this section
we limit ourselves to absorption spectroscopy, which is used in the great majority of spec-
troscopic experiments in physical chemistry. This type of spectroscopy has been called in
Ch. 3 “one-photon spectroscopy”, in opposition to multiphoton spectroscopy that encompasses
a greater number of more elaborated experimental types, such as Raman, time-resolved
nonlinear IR, etc. It consists of the absorption of a single photon of the electromagnetic
wave by the irradiated sample. It is treated within the frame of the linear response of a
medium to the irradiation by an electromagnetic field that materializes with the appear-
ance, at each position of the medium, of an electric dipole moment that is proportional to
the intensity of the electric field of the electromagnetic wave at this same position. Even
in this restricted class of experiments, several set-ups may be encountered that have their
own advantages and disadvantages. It is thus necessary to relate the corresponding mea-
sured quantities to characteristic spectral quantities of the medium itself. Spectroscopy has
furthermore a somewhat complicated history, coming from various fields of physics such
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as optics or electromagnetism, which have been unified not so long ago. As a consequence,
various characteristic spectral quantities have been defined. They are not independent and
relations between the most common ones, the optical and dielectric constants of a medium
are first established. Also, the failure of classical physics to quantify energy levels of atoms
or molecules has been at the origin of quantum mechanics where light is considered as an
assembly of photons, that is quanta of energy that can be absorbed or emitted by a molecule
and the number of which is not fixed. Relations between measured spectroscopic quantities
and molecular quantities are therefore also given within the frame of quantum mechanics.

Following the approach of electromagnetism, we characterize the linear response of the
medium to the electromagnetic field by a frequency-dependent dielectric constant �. The
induced electric dipole moment is equal to this dielectric constant multiplied by the value
of the electric field of the irradiating electromagnetic wave. � is a complex quantity, having
the form, with i2 � �1

(5.A3)

The real part �
 of this dielectric constant characterizes that part of the dipole moment that
is in phase with the electric field at a fixed position of the sample and therefore
does not cause any transfer of energy between electromagnetic field and medium. Its imag-
inary part ��, with its coefficient i, characterizes that part of the dipole moment that dis-
plays a phase difference of p/2 with the electromagnetic field. It is then responsible for the
energy exchange between medium and electromagnetic wave. Time-dependent quantum
perturbation theory allows defining the quantum of energy exchanged, which is the energy
of a photon hn. It also relates the value of �� to the Fourier transform of the correlation
function of the dipole moment of the isolated medium (36)

(5.A4)

where m(t) is the component of the electric dipole moment along the electric field at time t.
In quantum mechanics, this is an “operator” that acts on a wavefunction. V is the molar
volume of the medium, �0 the susceptibility of the vacuum and the horizontal bar within the
bracket � � with nonspecified wavefunctions means quantum thermal average. This equa-
tion allows us to calculate in the frame of quantum mechanics spectra in ��, through the
calculation of dynamics of dipole moments of molecular systems. Quantum mechanics
does not allow to directly calculate the real part �
 of the dielectric constant as it is not at
the origin of exchange of energy between the medium and the electromagnetic wave. It is,
however, a quantity that is not independent of the imaginary part ��. The quite general
causality principle, which states that the effect of any action cannot precede the cause of
this action (music cannot be heard before the pianist hits the keys!), leads to general rela-
tions between real and imaginary parts. These are known as “Kramers–Kronig” integral
relations, written in eq. (5.A9) in the case of real and imaginary optical constants. In the
following, the molecule is described by these constants. We presently retain that these
Kramers–Kronig relations allow the real part of the dielectric or optical constant to be indi-
rectly calculated from quantum mechanics of molecular systems through calculations of
the imaginary parts of these constants.
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In optical spectroscopy, the properties of the medium are not defined by its complex
dielectric constant �(n) (eq. (5.A3)) but by its optical complex constant

n̂(n) � n(n) � ik(n) (5.A5)

The real part n of this optical constant is the well-known refractive index of the medium,
while its imaginary part k is its absorption coefficient. The propagation of an optical wave
inside the medium along axis z, for instance, is then defined by the propagation of its electric
vector as

� 0e
2ipn(t�n̂z/c) � 0e

2ipn(t�nz/c)e�2pnkz/c (5.A6)

where c is the velocity of light. In the last equation the first exponential describes the phase
of the propagating wave, as its argument is purely imaginary, whereas the second expo-
nential, with its purely real argument, defines its (decreasing) amplitude. The phase factor
is constant for t � nz/c remaining a constant. It is thus the equation of a wave that propa-
gates at a velocity equal to c/n. These optical constants are related to the above-defined
dielectric constants of the same medium by the equations

(5.A7)

The energy of the optical wave that propagates along axis z is proportional to the square
of the amplitude of its electric vector. It is equal to I0 at the entrance of the medium defined
by z � 0, and to I at the output of the medium defined by z � l. In a classical absorption
set-up, also called the transmission set-up, which is used in the great majority of experi-
ments and is displayed in Figure 5.A1, the measured quantity is the absorbance A equal to
the decimal logarithm of the ratio of these two energies (also called intensities). With the
help of eq. (5.A6), we may write

(5.A8)

where 1/2.3 is the value of the decimal logarithm of e. In eq. (5.A8), we have replaced fre-
quencies n by wavenumbers , which are the effectively measured quantities. From
this equation the absorption coefficient k of a sample can be calculated from the measure-
ment of its absorbance. It should, however, be noted that eq. (5.A8) refers only to the
absorption of the sample, whereas in most absorption set-ups (Figure 5.A1), the quantity

includes in addition to this absorption the effects due to reflections of the
optical beam on the interfaces of the sample with its surrounding. In the great majority of
experiments, these reflections are at the origin of constant terms, independent of (they
are always independent of l). They can consequently be discarded with no serious conse-
quence. This is, however, not always the case, as this simplification implies that the refractive
index n of the medium, on which the intensity of this reflection depends, displays but a small
variation with wavenumbers. In the case of such a medium as liquid water, with strong absorp-
tion coefficient k, and consequently appreciable dependence of n on (see eq. (5.A9)), this�n
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is no longer true, and reflections at these interfaces should be carefully subtracted to obtain
a true value for k.

As announced previously, n and k are related by Kramers–Kronig relations, which write
(37)

(5.A9)

and may be equivalently expressed in terms of double Fourier transforms, which might be
more practical equations to implement in a program

(5.A10)

These equations are used to subtract the contribution of reflections on the interfaces of 
such a strongly absorbing medium as liquid water, when one wishes to calculate the optical
constant k and at the same time n. It is also used (37) in the calculation of these optical con-
stants n and k when the measured value is that obtained using another set-up,log( ( ) ( ))I I0 � �n n/
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Figure 5. (A1) Three optical set-ups used in molecular spectroscopy: absorption (also called transmis-
sion), specular reflection and ATR. The sample is drawn as a liquid.
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for instance an Attenuated Total Reflection set-up, commonly denominated ATR, or a spec-
ular reflection set-up, both displayed in Figure 5.A1. In the case of liquid water, the ATR
set-up gives spectra that display a much better signal-to-noise ratio than the commonly
used absorption set-up. The principle of ATR is to “dilute” the IR absorption, by making
it operate only on the evanescent wave that gets out of the crystal inside which the IR beam
performs total reflections. This evanescent wave, which propagates parallel to the interface
between crystal and sample, represents but a small proportion of the whole propagating
wave. The same value for is thus obtained with a thickness l equal to 1 �m
for liquid water in an ordinary absorption set-up, but with a crystal some centimetres long
in an ATR set-up. This “dilution” of the absorption is thus of four orders of magnitude. The
same is true in some cases with a specular reflection set-up, also drawn in Figure 5.A1,
and which is interesting in the study of some strongly absorbing H-bonded liquids.

All the dependent quantities we have evocated in this appendix may be represented in
the form of spectra. It means that speaking of spectra requires defining which quantity we
are exactly considering. As the object of this appendix is to establish relations between these
various quantities, we display some of them in Figure 5.A2. We may see that although all
quantities except n show similar spectral features, or similar bandshapes, the ratios of the
intensities of the various bands considerably differ between these quantities (38). Finally,
let us add another quantity, often used in chemistry, which is the molar extinction coeffi-
cient �. It appears in the Beer–Lambert law that writes

(5.A11)I I Cl( ) ( )� �n n� � �
0 10 �

�n

log( ( ) ( ))I I0 � �n n/
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Figure 5. (A2) Various spectral quantities related to liquid water in the mid-IR region. Experimental
values of are shown in the case of an absorption set-up with a 1 �m thick sample and
of an ATR cell with an immersed portion of the crystal about 3 cm long (41). The optical constants n
and k are also displayed together with the imaginary dielectric constants ��.
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where C is the concentration of a molecular species within a solvent. Comparing this equa-
tion with eq. (5.A8), we deduce

(5.A12)

We do not use these quantities in this book, as they are essentially useful in the case of
dilutions, and are mostly used in the case of UV-visible spectroscopy that concern elec-
tronic transitions. We use the more general physical quantities we have defined above.
Using both of them would convey the threat to confuse c, the velocity of light with C, the
concentration and �, the molar extinction coefficient with �, the dielectric constant.

First moments of a distribution or of a spectral band

In only very particular cases can a spectral band s(n) be represented by a well-defined
mathematical function, such as a Lorentzian or a Gaussian distribution. Most often the shape
of a band cannot be reduced to such a simple mathematical form. We may nevertheless
characterize it by its moments. We show below that the knowledge of all moments of a
band is equivalent to knowing its exact shape. In practice, only the moments of order 0, 1
and 2 can be more or less easily measured, and their knowledge may thus be considered
as a first characterization of the band. The moment Mn of order n of s(n), is equal to

(5.A13)

The moment M0 is equal to the integrated intensity of s(n), while its moment M1 of order
1 is related to the frequency of the centre of the band 

(5.A14)

The square of the width s of s(n) is the “centred moment” of order 2, also called variance
in the case of a statistical distribution. It is defined as

(5.A15)

and related to M2 and M1 by the equation

(5.A16)

In order to demonstrate that the knowledge of the whole series of moments is equivalent to
knowing the exact shape of this band, let us first consider the Fourier transform S(t) of this
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band. If s(n) and S(t) are convergent, that is if they fall sufficiently rapidly to 0 at high values
of n and t, a condition which we consider as always fulfilled, they are related by the equations

(5.A17)

s(n) is the “inverse Fourier transform” of S(t). The “conjugated” quantities n and t are fre-
quency and time. They might also be wavenumber and distance, as in the computation of
a spectrum from an interferogram (see the introductory part of Ch. 4), defined as

(5.A18)

with c being the velocity of light, or many other quantities, in the case of a band which is not
a spectral band. Developing the exponential which appears in the integral of eq. (5.A17)
for S(t) introduces the moments in these equations:

(5.A19)

which we may write in the form of a “cumulant” expansion (39) as

(5.A20)

where “…” means that the following multiplicative terms are exponentials of a series of
terms in (2ipt)n/n! with n � 2. Eq. (5.A20) shows that the centre and width s of a band
appear as the coefficients of (2ipt)n/n! in the cumulant expansion of the Fourier transform
of s(n) with n � 1 and 2, respectively. With eq. (5.A19) it also shows that the knowledge
of all moments of a band defines the Fourier transform of this band and consequently the
band itself (eq. (5.A17)).
Let us note that these considerations do not apply to a Lorentzian band of the form

(5.A21)

because all even moments of order greater than 1 diverge (they are equal to infinity), even
if the Fourier transform L(t) of l(n) is well defined

(5.A22)

L(t) exhibits a discontinuity of its odd derivatives at t � 0, due to the presence of the
absolute value of t in the real exponential. This discontinuity is at the origin of the divergence
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of its even moments. In opposition, these considerations fully apply to more rapidly con-
vergent forms, such as a Gaussian, or a band of the form (40) 1/cosh(2pn/s) with cosh
being the hyperbolic cosine function, or any experimental band which is considered to be
equal to 0 for n greater than some threshold nmax. For a Gaussian band, we thus have

(5.A23)

We see that G(t) has the form defined in eq. (5.A20), with no terms in tn with n � 2. In
other words, stopping the cumulant expansion of a band to the term of order 2 is equiva-
lent to defining the best Gaussian approximate of this band.

Normal modes in the harmonic approximation

In this section we define “normal modes”, a concept that is central in the harmonic approx-
imation. We start defining this approximation in the case of a molecule, remembering that
this harmonic approximation is much more general and is indeed encountered in any
mechanical system, macroscopic systems comprised. A molecule is made of many atoms
that are held by covalent bonds or H-bonds that precisely determine their relative config-
urations at equilibrium. These atoms may nevertheless display vibrations around their
equilibrium positions. Each interatomic vibration j may be characterized by a vibrational
coordinate xj that describes its departure from its equilibrium value. The potential energy
of the molecule V(x1, x2, …) depends on all these xj’s, as moving the atoms away from their
equilibrium positions requires providing energy. This energy is called vibrational energy
because it does not imply electrons that remain in their ground state, as transitions between
electronic states, require much bigger energies than those necessary to have atoms vibrate.
When these vibrations keep a small amplitude as compared to their interatomic distances
at equilibrium, which is most often true, we may develop V in powers of the xj’s. Because
equilibrium corresponds to all xj’s equal to 0, V is minimum when all xj’s are equal to 0
and its first derivative with respect to any xj is also 0. It implies that no linear term appears
in the development of V in powers of the xj’s and that consequently the first terms are quad-
ratic, that is of order 2. This is the harmonic approximation, when all higher order terms
are neglected. It is an approximation that is sufficient to describe most vibrations.

The xj’s are variations from equilibrium position of interatomic distances or angles. In
this harmonic approximation we have terms in x2

j, but also crossed terms in xjxj
 that repre-
sent harmonic interactions between two different vibrations j and j
 that are often related
to nearly lying atoms. The presence of such terms means that one cannot excite the vibration
defined by xj without also exciting that defined by xj
. One can, however, eliminate such
cross terms in the harmonic approximation by performing a linear transform on the xj’s,
which depends on the various coefficients found in the harmonic development of V, which
are called force constants. The newly defined coordinates are those of normal modes of the
molecule. They are linear combinations of the xj’s, which implies that the xj’s may also be
expressed in the form of the reciprocal linear combination of these normal modes. The
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kinetic energy, expressed as quadratic terms in momenta (eq. (5.A1) for the definition of
the conjugated momentum of a coordinate in quantum mechanics) of these normal mode
can also be shown to have no cross terms. The consequence of the absence of cross quadratic
terms, both in the potential and in the kinetic energy part, make these normal modes com-
pletely independent. It means that one can independently excite them. These normal modes
are the vibrations that are at the origin of bands in IR or Raman spectroscopy, and to each of
them corresponds one band. They belong to a symmetry group of the molecule. In other words,
they may be classified according to the symmetry group of the molecule. The two O�H
stretching normal modes of a H2O molecule, for instance, are the symmetric mode defined
by coordinate and antisymmetric mode defined by coordinate ,
where x1 and x2 are the two O�H distances in H2O (the factor is irrelevant for the defini-
tion of normal coordinates, as any mode with coordinate proportional to that of a normal mode
is still a normal mode; it, however, keeps the metrics of the coordinates). The symmetric mode
keeps the plane of symmetry of H2O, while the antisymmetric one does not keep it. It means
that when the symmetric mode has a nonzero amplitude, the H2O molecule is still symmetric
with respect to this plane. This is not true of the antisymmetric mode. One of these modes can
also be excited independently of the other one. The third normal coordinate of H2O, its bend-
ing mode dH–O–H, is defined by vibrations of the angle H�O�H around its equilibrium position.
It is a symmetric mode, as it keeps the plane of symmetry of H2O.

Reduced masses, force constants and vibrational amplitudes

Let us consider an H-bonded complex, X�H�Y, made of two molecules, X�H with mass
MX�H and Y with mass MY. These two molecules perform relative vibrations. The mass that
appears in the kinetic part of the vibrational Hamiltonian of the complex and is the conju-
gate momentum of the relative coordinate Qs � Q0 (Figure 2.1. Q0 is the value of Qs at
equilibrium) of the two parts of the complex, is the “reduced mass” MX�H�Y of the com-
plex, which is defined as

(5.A24)

The other vibrational coordinates of X�H�Y are those related to the other two inter-
monomer vibrations, those related to internal vibrations in X�H and Y, and those of the
centre of gravity of the whole system, which separates from all other coordinates. When
this complex is isolated, these coordinates of the centre of gravity do not appear in the
potential energy. They can consequently be discarded as they are independent of the other
ones. The coordinates of internal vibrations are driven by force constants due to covalent
bonds within molecules X�H and Y. They are, as seen in the following, much greater than
the force constants due to H-bonds that drive the intermonomer vibrations. These much
faster intramonomer vibrations consequently hardly mix with intermonomer vibrations,
even if cross terms between these two kinds of coordinate appear in the potential energy:
they are well out of resonance, that is each of them displays vibration frequencies that are
different, and the effect of these possible cross terms remains small in all cases. We are
then left with two kinds of normal modes of the complex: those that are mainly composed
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of intramonomer vibrations on one hand, that is their corresponding normal coordinates
are a linear combination of mainly coordinates of intramonomer vibrations, and those that
are mainly composed of intermonomer vibrations on the other hand.

We compare the force constants of these two types of modes, taking as an example X�H
being HCl, with MCl�H � 36mH (mH is the mass of an H-atom) and Y being CH3�O�CH3,
with . Eq. (5.A24) shows that the reduced mass of the
corresponding H-bonded complex Cl�H�O(CH3)2 falls in the vicinity of 20mH. The force
constant of a vibration or a normal mode defined by coordinate x is the coefficient that
multiplies x2/2 in the vibrational potential energy. This term means that a force equal
to �kx tends to drive the corresponding vibration towards its equilibrium position defined
by x � 0. In the case of molecules, force constants themselves are not easy to measure. The
related quantity �, that appears in eq. (4.1), for instance, and is equal to

K � M�2 (5.A25)

is much easier to measure quantity, in IR or Raman spectra, for instance, as it is equal to the
frequency of the normal modes multiplied by 2p (eq. (4.5)). The quantity M is then the
reduced mass of these two atoms or molecules. The ratio of the force constant 
of the intermonomer stretching vibration of the H-bonded complex Cl�H�O(CH3)2 we
have defined above, to the force constant kCl�H of the intramonomer stretching vibration of
Cl�H is then equal to

(5.A26)

where the reduced mass mClH of the stretching Cl�H vibration in HCl is equal to mClH �0.97mH

(eq. (5.A24)). The reduced mass has been seen equal to 20mH. The wavenum-
ber of the stretching intermonomer vibration of Cl�H�O�(CH3)2 appears in the far infrared
(FIR) region at 120 cm�1 (Table 4.1 of Ch. 4) and that vCl�H of the stretching nCl�H vibra-
tion in HCl (7, 42) appears in the mid-IR region around 2500 cm�1. We then have

(5.A27)

The force constant due to an H-bond is thus weaker than that due to a covalent bond by
more than one order of magnitude.
Let us now consider vibrational amplitudes. For a harmonic oscillator of (reduced mass)
m and frequency n � v/2p, defined by coordinate q � q0, the square amplitude of vibra-
tion in the nth state, of energy En � (n � (1/2))�v, is

(5.A28)

so that the average thermal quadratic amplitude of vibration is
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(5.A29)

with k � 1.38 � 10�23 J K�1 the Boltzmann constant and � � 1.05 � 10�34 J sec the Planck
constant h divided by 2p. The summations that enter eqs. (5.A29) can be exactly calcu-
lated. It gives the value of the average quadratic amplitude for such an oscillator

(5.A30)

The quantity is equal to 1 for intramonomer modes that are such
that �v � kT and equal to 1.89 for the intermonomer mode of such an H-bonded complex
as Cl�H�O(CH3)2 at 300 K, with (c � velocity of light).
We find, in the case of the above-considered complex Cl�H�O(CH3)2 at 300 K, the ratio
of vibrational amplitudes for the intramonomer Cl�H� stretching mode and the inter-
monomer Cl�H�O(CH3)2 stretching mode

(5.A31)

It means that the vibrational amplitudes are comparable for intramonomer and intermonomer
modes. At very low temperatures it falls in the vicinity of 1 and decreases when tempera-
ture is raised because intermonomer modes see their amplitude increased when kT becomes
comparable to ��s, whereas faster intramonomer modes are temperature independent. Let
us calculate the absolute value of this amplitude. Following eq. (5.A28), the mean square
vibrational amplitude of the stretching mode of the H-atom in this complex is, with
mH � 1.67 � 10�27 kg and the velocity of light c � 3 � 1010 cm sec�1

(5.A32)

� 0.810�11 m � 0.08 Å

This is the order of magnitude for the amplitudes of stretching vibrations of H-atoms. For
the stretching intermonomer mode Cl�H�O(CH3)2 at 300 K, this amplitude is divided by
0.52 (eq. (5.A30)) and consequently falls around 0.16 Å. These amplitudes are to be com-
pared with distances of atoms in molecules, of the order of 1 Å.

Centre and width of �s

In this section, we calculate the first moments of the IR band that corresponds to a rapid
mode (ns), defined by coordinate q, which is strongly coupled to a slow mode by anharmonic
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terms we have defined in this chapter in eq. (5.2) and the following. We start the calcula-
tion in the simplified case of an isolated H-bond, and indicate at the end of this section how
the instructive and intuitive results (eq. (5.A42)) can be generalized to more complex sys-
tems of interacting H-bonds. The Hamiltonian H(q,Q) that governs these two modes of an
isolated H-bond is that of eq. (5.2), where Q stands here for the coordinate of the three
slow intermonomer vibrations defined in Figure 2.1, with corresponding reduced mass M

(5.A33)

m is the mass of the H-atom. The Fourier transform C(t) of the spectrum s(v) � (1/v) A(v),
with v � 2pn, n the frequency of the vibration, and A(v) the experimental absorbance spec-
trum (eq. (5.A8)) is proportional to

(5.A34)

It is proportional (25, 43) to the average autocorrelation function of the electric dipole
moment m of the molecule

(5.A35)

where indices q and Q indicate that quantum average values of the quantities within brack-
ets should be first evaluated by integrating over q and Q, and the bar over these quantities
indicate that a thermodynamic average with Boltzmann statistics should then be calculated.
In eq. (5.A35), the quantity of the second member should be multiplied by a constant factor.
As this factor plays no role in the following, we omit it for simplicity, in the same way we
have omitted the factor ½p which should appear before the integral in eq. (5.A34) to be
consistent with the definition of the Fourier transform given in eq. (5.A17). The value of
the electric dipole operator m(t) at time t is equal to

(5.A36)

where H is the q, Q-dependent Hamiltonian defined in eq. (5.A33), and � the Planck constant
h divided by 2p. The adiabatic separation between the rapid q vibration and the slow Q
vibration allows us to write, with �n�q representing the nth harmonic vibrational level in q

(5.A37)

with (see eq. (5.5))
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Eq. (5.A37) is equivalent to supposing that the motion in Q is sufficiently slow that its
kinetic energy term P cannot induce transitions between various levels �n�q of the rapid
motion. Mathematically it means that all matrix elements of P of the form �m�P�n�q are
zero, unless m � n, in which case it is then equal to P (it still acts on a wavefunction of the
slow motion on its right hand). This is the basis of the Born–Oppenheimer separation
between electrons and nuclei in molecules. We may then write, supposing that the electric
dipole moment m(0) displays a linear dependence on normal mode q, an approximation
called electrical harmonicity that reveals excellent for most molecular systems

(5.A39)

where only the vibrational coordinate q is considered, because we limit our interest to a
transition in the ns mode, and we have neglected the weak Q dependence of �1�q�0�q �

for a harmonic oscillator.
We have seen in eq. (5.A19) that the nth moment of a spectral band is the coefficient of
(2ipt)n/n! when one develops C(t) in powers of t. We consequently write eq. (5.A39) as

(5.A40)

with [H1, H0] � H1H0 � H0, H1. As H1 � H0 � �v(Q) (eq. (5.A38)), we find

(5.A41)

From eq. (5.A20) we deduce

(5.A42)

The centre of the band is thus equal to the average value of v divided by 2p, while its
width is the average quadratic value of its fluctuations (due to Q) around this value also
divided by 2p, an intuitive result.

It is interesting to calculate these values in simple cases. The first one, common to most
H-bonds, is the one where Q is the stretching intermonomer vibration Qs of the H-bond
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142 5. Infrared Spectroscopy of H-Bonded Systems: Theoretical Descriptions

X�H�Y, that is the X�Y distance. In that case, the variation of v with Qs is mostly lin-
ear, with coefficient dv/dQs positive (Figure 4.5). With the help of eq. (5.A38), we find

(5.A43)

with H0 (eq. (5.A38)) being equal, up to a constant irrelevant term to

(5.A44)

which means that the centre of ns is that for the equilibrium distance for X�Y, and its
width is proportional to the average means square amplitude of vibration around this distance.
Let us note that as is shorter than Q0 (eq. (5.A44) with (dv/dQs) � 0), the centre of ns

is shifted towards lower wavenumbers, a consequence of the q, Qs anharmonic coupling.

Let us also note that the mean square amplitude of vibration , as given in eq.
(5.A43) and which can be easily calculated in the case of a harmonic vibration governed
by the Hamiltonian H0(Qs) of eq. (5.A44), increases with temperature T. Adding corrective
quadratic terms in Qs to the development of v in powers of Qs, that is writing

(5.A45)

with (Figure 4.5) only slightly modifies preceding results: eq. (5.A44) is
still valid if one replaces � by �
, with

(5.A46)

and and s take the form, neglecting terms of order higher than (dv/dQs)
2 and 

(5.A47)
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This effect of quadratic terms in Qs has scarcely been invoked, as it leads to small correc-
tions, and shows that most of the effect of the anharmonic coupling between ns and inter-
monomer modes Qs can be accounted for by considering linear variations of v with Qs only.
The importance of quadratic terms emerges, however, from the analysis of the IR spectrum
of liquid water (Ch. 9). In that case they do not only involve the stretching intermonomer
vibration Qs of an H-bond, but also one or both of the bending intermonomer vibration(s) Qu

and/or Qw. For simplicity we represent both u and w by a single index d for bending inter-
monomer vibrations. The dependence of v on intermonomer modes then takes on the form

(5.A48)

The equilibrium position for such an H-bond is found at Qd � 0, and is quadratic for sym-
metry reason (Qd and �Qd have the same effect). As the aim of this appendix is to illustrate
calculations of first moments, we have supposed for simplicity that only one bending
vibration is present. Generalization to the case of several such vibrations is straightfor-
ward. From eq. (5.A42), we find then

(5.A49)

where is again given by eq. (5.A44), with dv/dQs replaced by �v/�Qs. The great differ-
ence that occurs between quadratic terms in Qs and Qd is that the coefficient is
positive for bending terms (Figure 4.2) around their equilibrium position, in opposition to
the coefficient (eq. (5.A45)) that is negative (Figure 4.5). We shall see in Ch. 9
devoted to liquid water the importance of this point. Another difference that may be used to
differentiate modulations by stretching and bending intermonomer modes is that the bending

mode, with its term in (eq. (5.A49)) make the centre of ns shift towards higher wave

numbers when temperature increases, whereas the stretching intermonomer mode displays
no such effect.
The introduction of Fermi resonances, with a supplementary term in the starting Hamiltonian
(eq. (5.A33)), of the form (q�q0)qdqd
, leads to an unchanged value for the centre of the
band. It changes its width s (eq. (5.A42)) into s
 with

(5.A50)

where sF is the term due to Fermi resonances only. In other words, Fermi resonances have no
effect on the integrated intensity and position of the band and start having an effect on its
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width, which is quadratically additive to the effects due to the q/Q anharmonic couplings.
These results, including the effects of Fermi resonances, can be generalized with no diffi-
culty to an assembly of identical interacting H-bonds (25, 26) in a crystal, or in the simplest
case of an H-bonded dimer. In that case, we find that becomes with

(5.A51)

where is that quantity defined in eq. (5.A42), and defines the harmonic interaction
between neighbour H-bonds n and n � 1 in a crystal or 1 and 2 in such a dimer as that shown
in Figure 4.4. In this case the starting Hamiltonian is the sum of the two Hamiltonians of
eq. (5.2) for each H-bond 1 and 2 and furthermore displays a supplementary term of the
form , with q1 and q2 the coordinates of the two stretching vibrations of the
H-atoms that establish H-bonds in these dimers. The width is unchanged and defined by
s
 in eq. (5.A50).

All these equations enable to deduce, from simple measurements of the 1st and 2nd
moments of ns and their evolutions with temperature changes, the values of the various
parameters that enter the potential that governs this strongly anharmonic vibration.
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147

– 6 –

Reactivity of Hydrogen Bonds:Transfers of

Protons and of H-Atoms

In the preceding chapters, we have seen that H-bonds display two fundamental properties:
they are directional and have energies equal to a few kT’s at room temperature, here “few”
means in the range of 3–10. These properties are for a good part at the origin of their
importance, as they allow for the appearance of stable but flexible molecular structures,
which are essential in biology. In this chapter, we establish a third property of H-bonds,
which will turn out to be at least as crucial as the two former ones but are only emerging
in our vision of H-bonds, which means that we strongly suspect their impact is presently
largely underestimated: under certain circumstances, which are not yet clearly established
and still convey many pending questions, H-bonds form a very efficient path to transfer
protons or H-atoms between two molecules. These transfers are the basic chemical mech-
anisms at the origin of reactivity of these particular media where the density of H-bonds 
is especially great, aqueous media. The reactivity of these media is well described in clas-
sical chemistry, including biochemistry, where such reactions as hydrolyses, for instance,
are well depicted in terms of ordinary chemical equations. The fact that the common
molecular origin of most of these reactions that occur in these media is to be found in 
H-bonds is certainly much less known. Also the fact that two different types of transfers
are active in chemistry and in biology, where conditions are different, is still largely ignored,
but in the near future is likely to become important upon an examination of these 
mechanisms.

GREAT AMPLITUDE MOTIONS IN ISOLATED H-BONDS

How can we approach the molecular mechanisms of such reactions? We have already seen
in Chs. 4 and 5, devoted to the description and analysis of the specific properties H-bonds
exhibit in IR spectra, that the stretching vibrations ns of the H-atoms that establish H-bonds
are strongly anharmonic, which is due to ns having unusually large amplitudes. The analy-
sis of IR spectra has shown that the coupling between ns, described by coordinate q, with
the relative stretching vibration Qs of the two molecular parts X�H and Y when they are
H-bonded and form a molecular complex X�H�Y, is at the origin of most of the excep-
tional properties H-bonds display in IR spectroscopy. We have seen (in eqs. (5.2) and
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(5.A33)) that the vibrational potential for these two modes defined by q and Qs takes on
the form:

(6.1)

The Qs dependence of the force constant k(Qs) � mv2(Qs) creates an anharmonic coupling
between both modes q and Qs. It is at the origin of the exceptional width of ns bands of 
H-bonds, and of their shifts towards lower wavenumbers when compared to bands of the
same X�H molecules, when they do not establish H-bonds. These most intense ns bands are
0 � 1 transitions, or transitions between the ground vibrational state of q and its first excited
state. The other possible transitions, 0 � n with n � 1, have intensities equal to 0 in the case
of an harmonic oscillator in q (no terms in q3, q4, etc. in V(q, Qs)). Overtones of ns, particu-
larly those corresponding to 0 � 2 transitions in the 6000–6500 cm–1 region, however often
appear in experiments (1). Their intensities remain weak, weaker than the intense 0 � 1 tran-
sition by several orders of magnitude. In the adiabatic separation of q (fast vibration) and Qs

(slow vibration), the q, Qs anharmonic coupling cannot be at the origin of the presence of these
overtones, however weak they may appear, because it is harmonic in q for Qs fixed. It means
that in addition to the strong anharmonic q, Qs coupling included in eq. (6.1), the potential
V(q, Qs) must also contain small terms in q3, q4, etc. This type of anharmonicity is called
1D anharmonicity because, in opposition to the preponderant anharmonic q–Qs coupling, it
only concerns the q mode and does not imply couplings of q with other modes. Such 1D
anharmonic terms imply that for a fixed value of Qs, V(q, Qs) departs from a (harmonic) para-
bola when q appreciably differs from q0. For weak and moderately strong H-bonds, they take
on the form displayed in Figure 6.1, which is that of a “Morse potential” in q, which is a good
representation of the actual potential when this 1D anharmonicity is not too strong:

(6.2)

We have already encountered this type of potential in eq. (4.6) where it governed Qs inter-
monomer modes. It tends towards the harmonic potential of eq. (6.1) when the parameter d,
characteristic of this 1D anharmonicity in q, tends towards 0. The vibrational potential expe-
rienced by the slow Qs mode when the rapid mode q is in its nth excited state, is then equal to

(6.3)

This potential is that, adapted to a Morse potential in q, of the Hamiltonian defined in eqs.
(5.5) and (5.A38) in the case of a harmonic potential in q. The Morse potential in q that enters
eq. (6.2) is represented in Figure 6.1, together with the harmonic potential that has at its mini-
mum at q0 � 1 Å the same curvature, defined by the parameter v. We should remember that
these potentials are represented for a fixed value of Qs � Q0. The effect of this 1D anhar-
monicity (parameter d) is to shift the average value of q towards higher values, increase its
amplitude of vibration, and also shift all 0 � n transitions towards lower wavenumbers
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(eq. (6.3)). This last shift remains nevertheless small as compared to that due to the q, Qs

anharmonic coupling.
Although the existence of such a 1D anharmonicity looks quite general, it may be consid-

ered in most cases a small correction, with no real importance, in the same way as we have
considered Fermi resonances in the 0 � 1 transition in mid-IR spectra. This correction is
well taken into account by the Morse potential defined above and shown in Figure 6.1. In the
case of an H-bond such as the one represented in the upper part of Figure 6.2, this is, how-
ever, no longer true as when one starts from the left configuration of this drawing and extends
the O�H distance, one reaches a symmetrical configuration where the H� proton is equi-
distant from both the O-atoms. If left to this symmetrical position this proton may either
come back to its original position, or reach another position with same energy, represented
by the right configuration of the upper drawing. It means that the Morse potential in q is no
longer a good approximation, and should be replaced by a symmetrical double-well poten-
tial, such as that drawn in Figure 6.1. Such a potential gives the proton much greater ampli-
tude. In terms of chemical mechanisms, it corresponds to a transfer of the proton H� between
the two H-bond configurations drawn in the upper drawing of Figure 6.2. In the case of
malonaldehyde, shown in the lower part of Figure 6.2, we find a similar, but not identical,
situation—in the case of acid carboxylates or carbonates, shown in the upper part of this
figure, the transfer leads to a final state that has the same energy as the initial one, and is con-
sequently also described by a similar symmetrical double-well potential in q. The transfer

Great Amplitude Motions in Isolated H-Bonds 149

Figure 6.1 Harmonic (dash), Morse (dots, d � 0.31) and double-well potentials for the O�H stretch 
ns (coordinate q) motion in an O�H�O bond with a fixed O�O distance Qs � 2.65 Å. Eigenvalues
corresponding to observable values of vibrational energies, and defined by indices n � 0, 1, etc., are
shown for each potential. All three potentials have the same curvature at q � 1 Å, defined by the para-
meter v which is such that v/2pc � 3000 cm�1 (c velocity of light in cm sec�1). With this value the
0 � 1 transition of the harmonic potential, represented by a vertical arrow, falls at � 3000 cm�1.�n
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that occurs in such an intramolecular H-bond is, however, a transfer of an H-atom, not of
a proton. We shall see later in this chapter the importance of this distinction. These simple
considerations on anharmonicity show that in H-bonds great amplitude motions of the proton
or of the H-atom may easily occur, in opposition to what occurs in covalent bonds.

PROTON TRANSFERS IN AN H-BOND NETWORK

Beyond these very particular symmetrical cases, we may wonder whether such transfers of
protons are of practical importance in chemistry, biology or physics. The object of this section
is to show that the answer to such a question is, yes they are important, and we often have to
deal with them, without however always recognizing them. In order to support such an asser-
tion, we shall examine some well-known mechanisms in which they are central and which
clearly show that they may even be fundamental; and it will also clearly appear that we still
have a lot to learn about them. In reality, they are not found in such simple systems we have
described in the preceding section. They scarcely occur in single H-bonds; and most of the
time they occur in systems that display a well-developed “H-bond network”, such as liquid
water or aqueous media, which are more complex systems with an appreciable number of
closely lying and interacting H-bonds.

Ionization mechanism of an acid or a base

Dissociation of an acid or a base in water is certainly one of the most spectacular manifes-
tations of proton transfers and is largely documented in classical chemistry. We thus very
well know that on mixing hydrogen chloride with liquid water, we completely dissociate

150 6. Reactivity of Hydrogen Bonds
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HCl molecules into Cl� and H3O
� ions strongly diluted among H2O molecules, which

clearly indicates that protons have been transferred from HCl molecules to water molecules.
In this case, the H-bond network is exceptionally dense (liquid water is characterized (Ch. 9)
by a number of H-bonds as great as that of covalent bonds), and the whole reaction that
leads to dissociation of HCl requires at least two steps, with two different kinds of transfer
of protons: ionization and diffusion of ions. In this subsection, we examine the first step,
which is ionization, before examining diffusion in the next step, and keeping in mind that
recent experiments based on nonlinear time-resolved IR spectroscopy have even shown the
existence of three steps for this process (5).

In order to know how ionization proceeds in some details, and in order to have an idea of
the various parameters that influence it, the study of simple systems is instructive. The first
question that comes to mind is how many water molecules are necessary for ionization of an
HCl molecule H-bonded to a small number of water molecules to proceed. In other words,
does a molecule as that of HCl spontaneously transfer its proton to a single H2O molecule
with which it has established an H-bond, or is it necessary that a more developed H-bond
network be present around it for such a transfer to occur? Experiments do not directly give an
answer to this question. However, some of them give important indications. Thus, IR spectra
of mixtures of gaseous HCl and H2O molecules in various proportions trapped in solid
matrices of a noble gas at a low temperature (6), show that with a single H2O molecule only
complexes of the type Cl�H�OH2 are present, with well-marked ns(Cl�H�) bands and
absence of bands due to hydronium ion (H3O

�). Rotational microwave spectroscopy (7) of
an expanded mixture of gaseous HCl and H2O in an equal proportion leads to the same
conclusion (see Ch. 3 for microwave spectroscopy of supersonic expanded gases). Applied 
to a related system, a mixture of HCl and NH3, it clearly demonstrates the presence of neutral
dimers Cl�H�NH3 and the absence of corresponding ionic species Cl��H�NH3 (8). The
NH3 molecule being a stronger proton acceptor than H2O, or as said in a language of clas-
sical chemistry the NH3 molecule being a more basic molecule, it clearly shows that in a
mixture of HCl and H2O a greater number of H2O molecules is necessary for such a strong
acidic molecule as HCl to be ionized. How many? Experiments have not yet given any defin-
itive answer to this question, even if IR studies of pulsed supersonic jet-cooled mixtures of
HCl or HBr with H2O indicate that four to five H2O molecules are enough to ionize these
acids (9). Furthermore, IR studies of mixtures of HCl and NH3 trapped in solid matrices
(10, 11) reveal that the proton of HCl involved in the Cl�H�NH3 bond, without being trans-
ferred, approaches the N-atom of NH3 more when the matrix is Ar, Kr or N2, than when
the matrix is Ne. In other words, HCl has a greater tendency to share its proton with the
N-atom of NH3 when in these matrices than when in an Ne matrix. This result may be under-
stood as follows: because Ne is a hardly polarizable molecule, while Ar and Kr are more
polarizable, and N2 may even accept H-bonds, these molecules are not as inert as they are
supposed to be. They are indeed at the origin of a small interaction with the H-bonded
Cl�H�NH3 dimer that weakly favours a partial ionization.

Such a result points to the high sensitivity of the proton position in these H-bonded dimers
to the surrounding. On the other hand, theory suggests that the addition of one to two H2O
molecules to this Cl�H�NH3 dimer is sufficient for a complete proton transfer to occur 
(12, 13). It also stresses the sensitivity of transfers of protons to the environment, and partic-
ularly to the presence of other H-bonds or, as we have put it at the beginning of this section,
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to the presence of the surrounding H-bond network. Another simple model system that gives
precious indications on ionization and leads to the same conclusion is that of isolated amino
acid molecules, which are neutral molecules in the gas phase and in the absence of H2O
molecules, but become “zwitterions” in the presence of H2O molecules (14, 15), with a signi-
ficant stabilization energy of about 30 kJ mol�1 in the case of glycine (16). Photoelectron
spectroscopy coupled with mass spectroscopy gives a minimum number of five H2O mole-
cules to ionize glycine into its zwitterion (14). IR spectra of glycine molecules trapped in solid
matrices at low temperatures show that the neutral form is the stable form when less than three
H2O molecules are present, whereas the zwitterion is in the stable form with four H2O mol-
ecules (15) or more. Thus with three H2O molecules no zwitterionic form is detected; and
calculation shows glycine to adopt the configuration drawn in the left part of Figure 6.3. With
four H2O molecules, the most stable structure is the zwitterion drawn in the right part of
Figure 6.3, with an NH3

� cationic part and COO� anionic part, which means that a proton
has been transferred from the carboxylic neutral group COOH to the amine neutral group
NH2. The four H2O molecules, however, do not form a “water wire” connecting COOH to
NH2. This is done by three water molecules, and the fourth one extending the 
H-bond network of the whole system by establishing an H-bond with the other O-atom of
the carboxyl COO� group that is not directly H-bonded to the first three H2O molecules. It
strongly suggests that the formation of the H-bond with this fourth H2O molecule is respon-
sible for the stability of the zwitterion. Back to ionization of HCl, an ab initio molecular
dynamics study (17) of the HCl�glycerol system shows that ionisation of HCl starts when
the Cl-atom of HCl accepts at least two H-bonds from glycerol and its H-atom has established
an H-bond with O-atoms. It clearly demonstrates that the H-bond network around the neutral
molecule strongly influences ionization.

Incidentally, let us note that these questions are not purely academic in the sense that
experiments and analyses described above have immediate implications; the answers to the
questions raised on a possible proton transfer are precious for our knowledge of the reactions
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Figure 6.3 Stable configurations of glycine and water molecules in the gas phase. Left: glycine � 3H2O
(neutral form). Right: glycine � 4H2O (zwitterionic form). From R. Ramaekers et al. (15).
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that occur in the atmosphere. Traces of such gases as HCl, H2SO4, HNO3, NH3, etc. can be
detected in the atmosphere (12, 13, 18) and it is certainly important to know whether these
molecules are then as reactive as when they are in liquid water, that is whether they already
behave in the atmosphere as strong acids or bases. We shall encounter other situations where
atmospheric studies encounter H-bonds and water molecules (e.g., Ch. 8).

On the basis of these experimental and theoretical results, the proton transfer that occurs
during ionization of HCl in liquid water may be represented as in Figure 6.4. This figure is
schematic, as the extended H-bond network due to liquid water in which HCl is embedded,
is represented by a single H2O molecule around the Cl�H�OH2 complex. The thermal fluc-
tuations of this H-bond network, sketched in this figure by various configurations this single
H2O molecule adopts, induce variations of the vibrational potential V(q, Q0) for the stretch-
ing mode ns of HCl. When this single H2O molecule adopts the configuration shown in the
left part of the figure, V(q, Q0) has the form of a parabola centred around q0 � 1 Å, with a hint
of a 1D anharmonic distortion on its right-hand side indicating a slight tendency of some pro-
ton sharing. When this H2O molecule adopts the configuration represented in the middle part
of the figure, V(q, Q0) becomes flat. This configuration requires some energy to be attained,
and the two minima of V(q, Q0) have higher energies than the minimum in the preceding
configuration. This energy, however, lies within the range of thermal fluctuations when this
reaction occurs in liquid water. Following Ando and Hynes (19), the first authors to propose
such a mechanism, the potential in this configuration is sufficiently flat for the ground vibra-
tional level of ns to be higher than its maximum. Consequently, it allows for a back-and-forth
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Figure 6.4 Influence of the H-bond network on the vibrational potential V(q, Q0) that rules the 
ns vibration of a Cl�H�O�H2 complex (19). This H-bond network is schematically represented by
the H2O molecule that establishes various H-bond configurations with respect to this complex. The
ground levels corresponding to these potentials are drawn as dashed lines.
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quantum motion of the proton between the two atoms Cl and O, which is nevertheless not
a tunnelling. If the single H2O molecule adopts the configuration shown in the right-hand
side of the figure with the establishment of an H-bond with the Cl-atom, the corresponding
potential has a lower maximum than the initial one and represents a situation where we have
ionization of HCl and appearance of a Cl��H3O

� complex. This mechanism has been called
“adiabatic proton transfer” by Borgis and Hynes (20). It means that the ns vibration of the
proton is sufficiently rapid with respect to the fluctuations of the H-bond network around the
Cl��OH3

� or Cl�H�OH2 complex, for the potential that governs it to immediately adapt
itself to any new state of this H-bond network. In other words, the ns vibration adapts itself
immediately to the various potentials shown in Figure 6.4, which pass slowly and continu-
ously from one form to another one under the influence of the surrounding H-bond network.
As seen in Ch. 5, this adiabatic decoupling of two motions, one slow and one rapid, is the same
as that on which relies the Born–Oppenheimer separation between electronic and nuclear
motions in a molecule.

For such a strong acid as HCl, the overall reaction is exothermic, which corresponds to the
vibrational potential for the ionized complex, shown on the right-hand side of Figure 6.4,
having a ground state level lower than that for the neutral complex (left-hand side). For
weaker acids such as HF, the ground state level of the ionized complex F��OH3

�, has energy
higher than that of the neutral complex F–H�OH2. Let us note, however, that this ionization
step is not the only one in the process of dissociation of an acid or a base in water, and that
this gain or loss in enthalpy is only part of its gain in free energy. The other part is that due
to diffusion of H3O

� (or OH� for a base), which we examine in the next subsection and
which may be at the origin of an entropic gain.

We can now realize that proton transfers at the origin of the ionization of an acid or a base
are certainly not as simple as imagined when considering isolated H-bonds. In particular,
the role of the surrounding H-bond network is predominant. Nevertheless, we have the
impression that we have begun to understand them, and the theory of an “adiabatic type”
transfer looks quite adapted. Before leaving this subsection, let us note that we may trans-
pose all what has been described above on ionization of acids to ionization of bases. In that
case, we write the equation that describes this mechanism, analogue to ionization of HCl
represented in Figure 6.4, as

(6.4)

Diffusion of H3O
� and O�H� ions in liquid water 

The second molecular mechanism encountered in this process of acid/base solvation is diffu-
sion in water of the H3O

� or OH� ions formed during the ionization step described previously.
It is represented in Figure 6.5 for both H3O

� and O�H� ions. The mechanism of this proton
transfer is not the same as that encountered in ionization. Following Ando and Hynes (19)
this proton transfer is also adiabatic. This point is however a matter of discussion, as other
authors (21) find that this may be true in supercooled water but at room temperature and
above, a nonadiabatic tunnelling is responsible for this proton transfer. In this mechanism,
the influence of the surrounding is less marked, and instead of having a potential V(q, Q0)

RH N H O H RH N H O H2 2� � �� � � �� �
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that slowly fluctuates with changes of the H-bond network around the proton that is to be
transferred, as depicted in Figure 6.4, we have a potential which is, in the first approxima-
tion, scarcely sensitive to these fluctuations, but is a double-well potential similar to that
depicted in Figure 6.1 (20). The mechanism at the origin of the transfer of protons is then tun-
nelling in this double well. It is called nonadiabatic because, when tunnelling occurs, nuclei
take some time to adapt themselves to the new position of the proton. Let us note that in this
mechanism, the electrons follow the proton adiabatically, that is, they are sufficiently rapid
so as to adapt themselves to any change of the proton, tunnelling included. But this is not so
of the nuclei. The vibrational double-well potential of the proton is therefore a potential
obtained in the Born–Oppenheimer approximation of an adiabatic separation of electrons and
nuclei. In other words, this tunnelling may result in a transition of the proton or other vibra-
tions between various vibrational levels, but no transition to excited electronic levels appear.
When temperature is varied this nonadiabatic tunnelling displays a behaviour that is in gen-
eral non-Arrhenius. It also displays a strong H/D isotope effect, with the probability of trans-
fer of D-atoms being generally much smaller than that for H-atoms, but still being not that
which is usually expected, and is consequently to be analyzed with care (22, 23). These prop-
erties are criteria to distinguish this nonadiabatic proton transfer from the adiabatic proton
transfer ruled by the potentials of Figure 6.4. We shall come back to this nonadiabatic pro-
ton transfer. Let us note that even if this tunnelling is more insensitive to the fluctuations of
the H-bond network around the proton to be transferred, it is not completely insensitive to its
environment. In particular, the H-bond distance Q will appear to be a parameter that strongly
influences the shape of this double-well potential and, consequently, the rate of transfer. Also,
the potential(s) that rules such transfers as those depicted in Figure 6.5 are symmetric and the
initial and final states have same energy. It means that in the region of low temperatures
where an adiabatic transfer looks predominant, the potentials shown on the left and right
parts of Figure 6.4 are symmetric with respect to a vertical line (parallel to the V(q, Q0) axis)
that cuts the q axis at q � 1.35 Å (the O�O distance is approximately 2.7 Å) and their min-
ima have equal energies. At higher temperatures, the double well that governs nonadiabatic
tunnelling at the origin of the transfer, such as represented in Figure 6.1, is also symmetric.
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A direct consequence of this proton transfer, be it adiabatic or not, is that H3O
� and

OH� ions are much more mobile in water than any other ions. This results in a conductivity
of acids and bases in water, which is at least one order of magnitude greater than for any
salt (21). Ions other than H3O

� and OH� are surrounded in water by several H2O molecules
from which they accept H-bonds (anions) or have an electrical interaction with the non-
bonding electrons pairs of the O-atom comparable in energy to that of an H-bond (cations—
see Ch. 9). They suffer ordinary mass diffusion and during this process they behave as a
colloid, more or less keeping their H2O dressing, which makes this mechanism somewhat
slow. H3O

� and OH� ions also obey this “ordinary” diffusion mechanism. In addition, they
also exhibit the other type of diffusion due to the stepwise proton transfer shown in Figure 6.5.
It is a much faster process that involves transfer through an H-bond of a single proton, with
no transfer of water molecules, in opposition to diffusion of an ion dressed by several
water molecules. The corresponding hopping time is some picoseconds (psec) (21), a short
time for such a process. This high proton conductivity of water is greatly favoured by the
existence of the exceptionally developed tridimensional H-bond network of liquid water.
This process is also at the origin of an appreciable gain in entropy in the case of liquid
water. Its exceptionally dense H-bond network offers H3O

� or OH� the possibility to
occupy many different sites with equal energies. The gain in free energy for the dissocia-
tion of HCl in water is of about 75 kJ mol�1 (24). As Ando and Hynes (19) give a gain in
enthalpy due to the ionization of HCl of about �30 kJ mol�1, this gain in entropy is of the
order of �45 kJ mol�1, about 50% greater in absolute value than the gain in enthalpy. It is
this consequent entropic gain that allows weaker acids to be nevertheless dissociated in
water, despite their endothermic ionization step that occurs with a loss of enthalpy.

We thus see that this type of proton transfers, which is at the origin of the efficient dif-
fusion of H3O

� and OH� ions in water, is not yet so well understood. It is different for the
transfer that occurs during ionization of an acidic or basic molecule, and is consequently
sensitive to other parameters that are presently not clearly defined.

PROTON TRANSFERS IN THE ELECTRONIC EXCITED STATE

Photoacids

To know more on these various proton transfers, the study of proton transfers that occur
after excitation of an electronic level, display some interest of their own with respect to
proton transfers in the ground electronic state. Such transfers are often labelled ESPT
(excited states proton transfers) and the origin of the interest they provoke is to be found
in the possibilities they offer in designing sensors. They occur as a relaxation mechanism
of the electronic excitation of a molecule that follows absorption of a visible or UV pho-
ton. A good representative of these ESPTs are photoacids. They consist of molecules of
phenol or naphtols, that is aromatic rings (naphtol consists of two aromatic rings sharing
a common C�C bond) where one H-atom attached to a C-atom has been replaced by an
alcohol group O�H. When immersed in an H-bond acceptor solvent, typically water, this
O�H group establishes an H-bond with the O-atom of a solvent molecule. Upon excitation
of a phenol molecule, for instance, with visible or UV light, an electronic excited state may
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be reached where, relative to the ground state, a displacement of electrons occur from the
O�H group to the aromatic ring. Within some femtoseconds (fsec) it induces a change in
the strength of the H-bond established by the O�H group of the phenol, which may result,
after some ps (25), into a proton transfer. The whole reaction may be written as

(6.5)

where f symbolizes an aromatic or biaromatic ring, and the asterisk characterizes an elec-
tronic excited state of the (bi)aromatic-water complex. This f�O� part in its electronic
excited state behaves as the anion of a strong acid, whereas the solvated H3O

� may diffuse
in water within some ps, the same way it does in ordinary acidic solutions we have already
seen (Figure 6.5). Let us note two points. First, the same type of reaction occurs when the
solvent is an amine R-NH2 instead of water. We then have the same f�O� ion linked to an
ammonium R�NH3

� ion. Second, photobases exist as well as photoacids. They are well
represented by aromatic ketones where the C–OH group of a photoacid is replaced by a
carbonyl C�O group. The corresponding photoreaction is as follows:

(6.6)

The interest of studying these systems is that the dynamics of proton transfer is more accu-
rately probed using such methods as time-resolved spectroscopy, than for proton transfers
in the ground state; excitation starts with a laser flash that excites the molecule at time t � 0,
which can then be defined with a resolution better than psec. Time-resolved IR spectroscopy
or pump-probe spectroscopy or any other “two-photon spectroscopy” (Ch. 3) may then be
applied to convey original information on the dynamics of the proton transfer and the various
parameters that govern it. This is not possible for ordinary proton transfers in the ground state.
Thus, the intramolecular proton transfer responsible for enol–keto isomerization in the excited
state of conjugated aromatic rings has been shown to be modulated by a well-identified mode
of the molecule in its excited state (26, 27). This system is not exactly a photoacid, but falls
in the neighbouring class of the zwitterions of aminoacids we encountered above. The proton
transfer has been shown to occur on a timescale of about 30–50 fsec after electronic exci-
tation. Also, proton transfers to water have been shown to occur some psec after excitation
(28) in a series of “superphotoacids”, anthocyanins, which are found in common pigments
of numerous red flowers and fruits. It has been deduced that water reorientation is an impor-
tant parameter that controls these transfers and that, furthermore, these proton transfers in
anthocyanins are suspected to be an efficient protection for these flowers and fruits against
deleterious and excess solar radiation, particularly in the blue and green regions of the visible
light. These examples show the interest of these ESPTs, if we wish to know more accurately
about the parameters that govern proton transfers at a molecular level, particularly all those
that concern their dynamics.

ESPT’s in biology: photosynthesis and vision mechanisms

So far, we have seen proton transfers are fundamental molecular mechanisms in ordinary
chemistry, particularly that part of chemistry that deals with acid/base reactions. In a 

f n f f� � � � � � � � � �� �O H O H h O H O H O H O H* *� � � � � �

f n f f� � � � � ��� �O H OH h O H OH OH2
*

2
*

3� � � � �� � �

Proton Transfers in the Electronic Excited State 157

CH006.qxd  1/11/2007  3:48 PM  Page 157



subsequent section, we shall see transfers of different types, which are basic mechanisms
in the reactivity of biomedia and are consequently fundamental and general in biology.
Before describing them, we presently keep to the topics of ESPT to examine one particular
type that also occurs in biology and plays a fundamental role, even if this role is not general,
being limited to a very specific kind of reactions. These are the mechanisms of photosyn-
thesis and vision. As usual in biology, they involve a great number of different steps with 
relatively low barriers between them, so that reactions can proceed in an aqueous medium at
room temperature. They are consequently more complex mechanisms than ESPTs encoun-
tered in chemistry. The methods to study them are also different and involve using various
tools that give partial results, and later recombining all these results into a consistent mech-
anism, the usual procedure in biochemistry. For these complex mechanisms, we shall stress,
in this section, the part that deals with proton transfers. The result of photosynthesis is stor-
age of energy after absorption of a photon in the visible or UV region. This energy is later used
to synthesize ATP (adenosine triphosphate), which in turn is transformed into ADP (adeno-
sine diphosphate) when energy is required for metabolism. The energy liberated by this
ATP � ADP reaction is, used, for instance, to synthesize mono or polysaccharides, and
also for the metabolism of the cell in which it occurs. In vision mechanism, GTP (guanine
triphosphate) is synthesized instead of ATP. It will be used to trigger an electric signal that
will be analyzed by the brain and interpreted in terms of points (pixels in the language of
electronics) in an image.

Both mechanisms, photosynthesis and vision, are very similar. We shall concentrate on
the one that has been the most thoroughly studied, that is photosynthesis in bR (bacterio-
rhodopsin), occasionally pointing to the differences between these mechanisms. In both
mechanisms, a photon is absorbed by a molecular pigment embedded in a protein. In order
to be efficient in the visible region, the region where the solar emission is most intense, this
pigment is a somewhat large molecule with many conjugated double covalent bonds. The
most familiar of these pigments is chlorophyll, found in plants and algae. It is a porphyrin with
magnesium as a ligand, represented in Figure 6.6. The porphyrin nucleus is the tetrapyrrole
structure characterized by the four N-atoms linked to Mg. It may accommodate various
metals as ligands. In haemoglobin, for instance, the ligand is Fe. The Mg porphyrin pigment
of chlorophyll is transparent in the green region of the visible spectrum, absorbs in the blue
and red regions, and consequently scatters the green light. Let us recall (Ch. 3) that absorption
of light (a one-photon or first-order process) is predominant over scattering (a two-photon
or second-order process). Even if plants appreciably contribute to photosynthesis, the great-
est part of photosynthesis does not occur in plants. Most of the photosynthesis that results in
absorption of atmospheric CO2 and rejection of O2 occurs on sea surface and is performed
by cyanobacteria, commonly called “blue algae”. They have been the organisms at the origin
of the production of O2, about 2.5–3.5 billion years ago, well before plants existed (32), and
also before oxygen could escape in the atmosphere (it was then mainly trapped in oxidized
rocks and oceanic iron).

The mechanism of photosynthesis in chlorophyll is somewhat complex and is not as well
known as the one that occurs via another chromophore (or pigment), a carotenoid, also shown
in Figure 6.6. It requires a smaller number of steps and is simpler. It is also encountered in
simpler and much easier to handle species, the purple membranes of special archaebacte-
ria Halobacterium salinarum, which are found in great quantities in salt-saturated waters,
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such as in Lac Rose (Sénégal), in the far end of the San Francisco Bay, where they give the
shallow water its purple colour. These bacteria do not absorb CO2 and do not reject O2, which
makes them simpler systems. Photosynthesis nevertheless helps them survive in their
medium in extreme conditions by providing them with enough energy for their metabolism.
The primary and secondary structures of bR (Ch. 2) are discussed in Ref. (31). The “light
harvesting system”, called antenna in radio technology, of these purple membranes, is bR,
which is a transmembrane protein. The proteins of rods in retins, for vision mechanism, are
transmembrane proteins of a similar structure, rhodopsines, which can also be collected in
great quantities from bovine retins and has also been widely studied. The primary and sec-
ondary structures of bovine rhodopsines are discussed in Ref. (33). In both types of protein,
bR and rhodopsine(s), the chromophore is a carotenoid, called retinal, shown in Figure 6.6,
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Figure 6.6 Two photosynthetic pigments: chlorophyll (upper diagram), and the bR retinylidene chro-
mophore, which consists of a carotenoid, retinal, linked to a Schiff-base, itself linked to a lysozyme
residue of bR (29–31). Retinal is in its all-trans conformation in the intermediate diagram, and in its
13-cis conformation in the lower diagram. Conventional atom numbering of retinal is shown.
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and consists of a partially saturated six C cycle at one end, which is attached to a polyene and
bound to a “Schiff base”, also called imine group, at the other end. A Schiff base is an amine
group with a double C�N bond. It is covalently linked to a lysine group of the protein on its
other side. In the ground state of the protein, this Schiff base takes on the form of a protonated
cation (33), with a COO� counterion, most probably that of a glutamate group in its vicinity.
In this form, the chromophore absorbs in the visible region at wavelengths greater than
440 nm, whereas, in its neutral form, it is transparent in the visible region, hardly absorbing
wavelengths greater than 400 nm. Let us note that the absorption band of retinal in the 
visible region is also sensitive to the protein of which it is a part. It is always a somewhat
broad band that exhibits a maximum at 568 nm when this protein is bR. This maximum
varies from 425 nm in human cone cells of the retin that are sensitive in the blue, to 530 nm
for those sensitive in the green and to 560 nm for those sensitive in the red (31). These
three kinds of cone cells, which are responsible for bright-light colour vision, have the
same retinal � Schiff base chromophore, but slightly different “opsins”, the rhodopsin to
which the protonated Schiff bases are linked. The rhodopsin of the rod cells, responsible for
dim-light vision, is also somewhat different, the absorption in these cells occurring around
500 nm (33). It shows that optical spectroscopy in the visible region is a precious tool to
characterize these very similar proteins, which are parts of the system that perform their
own particular task.

As schematically shown in Figure 6.7, the retinal chromophore is deeply embedded inside
the protein itself, to which it is linked by covalent bonds on the side chain of a lysine residue,
itself being a part of an �-helix. In its ground state the retinal of bR takes on its all-trans
conformation, shown in the middle diagram part of Figure 6.6. Upon absorption of a visible
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Figure 6.7 Schematic structure of bR, showing the retinal chromophore and its six transmembrane
a-helix regions represented as cylinders.
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photon, it suffers a photoisomerization; and the stable conformation of the retinal in its
excited state that follows absorption of a visible photon, is shown in the lower part of
Figure 6.6, a 13-cis conformation. This conformation then allows an H-bond to be estab-
lished by the N��H group of the Schiff base on the O-atom of the carboxylic COOH group
located on the side chain of an aspargine residue of bR. The appearance of this H-bond is
depicted in the upper and middle page, right-hand side drawings of Figure 6.8. It triggers a
series of proton transfers that starts in the newly established N��H�OH-bond, proceeds in
the cytosol (the aqueous medium inside the cell) through a series of connected H-bonds
forming a “proton wire”. As described in Ch. 11, the structure and role of H2O molecules
within this proton wire have been firmly established by X-ray crystallography (34, 35). It ends
with the appearance of a cation, represented in Figure 6.8 as H3O

�, which is bound to the
membrane, at the outer side of the cell, in the cytoplasm. After that, other steps allow the pro-
tein to retrieve its initial conformation. These steps that close the loop are not shown in Figure
6.8, except for the bottom-left drawing that represents the energetic aspect of the process.
The energy gain is positive, even after the retinal has retrieved its original all-trans configu-
ration, having consequently broken the H-bond it had established with its aspargine neigh-
bour, and has been reprotonated, and is hence ready for a new cycle. This energy is stored
before being used to synthesize ATP, or saccharides in the case of plants. A very similar mech-
anism occurs for vision, with slight differences; in the case of rhodopsin, the stable confor-
mation of retinal is an 11-cis conformation, which is only slightly different from the 13-cis
conformation shown in the lower right part of Figure 6.6 for bR. After absorption of a photon,
the photo-induced conformation is all-trans (33), the opposite situation of retinal in bR.

We see that these proton transfers that occur in photosystems exhibit some similarities
with the mechanism we have seen for photoacids. Thus the relaxation of the structure esta-
blished just after absorption of the photon towards a more stable structure with a lower energy
is due to proton transfers in both kinds of systems. Differences also appear. In photoacids,
H-bonds are already established when the photon is absorbed, which is not the case in bR or
rhodopsines. Also, the H3O

� ions, which appear in the courses of both mechanisms, behave
differently: in photoacids, they freely diffuse in the solvent, which is most of the time water,
and can consequently modify its ionic equilibrium (its pH in the case of water). In photo-
synthetic or vision membranes, they remain bound to the membrane and generally do not
escape into water, which would have the result of modifying this equilibrium. The energy
storage is then due to the appearance of a proton-based electric potential gradient across the
membrane. Another difference lies in the relative complexity of the mechanism of proton
transfer in these membranes. We point here to the systematically different situations and
methodologies that are encountered in physics and chemistry on one hand, and biology on the
other hand. In the case of a photoacid, two types of proton transfers occur, ionization of the
phenol (naphtol) photoacid and diffusion of H3O

� in water. In bR, many more types of pro-
ton transfer appear that require the existence of a “proton wire”, made of successive 
H-bonded O�H and N�H groups of water, alcohol, amine, etc. groups. We shall encounter this
concept of a proton wire in Ch. 10 devoted to water and macromolecules, where we shall
see that the H2O molecule is indeed the ideal molecule to allow these proton transfers.

The relative complexity of the proton transfer mechanism in bR or other photosensitive
proteins explain why the mechanism of photosynthesis in plants is much less understood than
that performed by H. salinarum, a bacterium that is much less familiar than green leaves,
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Figure 6.8 The proton transfer in bR that follows absorption of a visible photon (hn). Upper right draw-
ing: scheme of bR before absorption. Middle drawing: bR just after absorption. Lower drawing: final
state after proton transfers. The full retinal part of bR is drawn, whereas only residues of bR that take
part in the proton transfer are shown within frames. Undulations represent part of the backbone of the
protein. The energetic developments of the reactions are shown in a qualitative way in the left part.
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but is simpler and much easier to handle. Compared to mechanisms that occur in chemistry,
it is fairly well complicated, and we come to understand why the quest for most simple sys-
tems is a necessity. We may wonder how these various steps can be put into evidence. As
already stated, the photosynthetic scheme in bR could be proposed after a series of various
experiments, based on various methodologies and the use of various tools. The characteriza-
tion of all steps, part of them being displayed in Figure 6.8, is basically performed by spec-
troscopy in the visible-UV region. We have seen that the absorption bands of retinal in the
visible region are sensitive to the protein (the type of opsin) they are bound to. For a given
protein they also depend on the conformation of the protein. It allows us to follow the vari-
ous steps. These steps are transient, and in order to be characterized, they have to be isolated
and stabilized. This is done by varying such parameters as the pH of the aqueous solution, or
its temperature. At low pH, for instance, the last step, transfer of the proton in the outer
solution will be more difficult than in neutral pH. After illumination by a flash that starts the
photosynthesis, this last step does not occur, and the bR is consequently stopped in the
conformation found before this last step. This conformation can then be characterized by IR
spectrometry (29), or X-ray (33, 36) scattering. These two methods convey the most useful
structural information. The analysis of IR spectra, which we have seen (Ch. 4) to be highly
sensitive to H-bonds, mainly allows us to follow the proton along the “proton wire”, while
X-rays allow us to define which amino acids are involved in it. Illuminating bR at various
temperatures, which fall between 77 K and room temperature, has also the effect of quench-
ing the bR membrane into various intermediate states. At very low temperatures, only the
first step, isomerization of retinal, occurs. Increasing the temperature allows us to go further
into the process. Also, IR spectroscopy, X-ray scattering and occasionally other techniques
allow us to characterize and analyze these numerous intermediate states.

The determination of this somewhat complex mechanism is presently one of the most
accomplished results of biochemistry and biophysics. This is the reason why we described
it in some detail. It shows that proton transfers may be of importance in biology. It will also
raise many questions in case we want to extend these results to other biomechanisms, which
most certainly will turn out to be even more complex. First, questions concern the structure
of the proton path itself. Is the proton wire made of O�H and N�H groups of amino acids,
such as tyrosine, which has been proposed to be part of it (37), or is it mainly a “water wire”
made of O�H groups of H2O molecules, some of which have been localized by X-ray exper-
iments (38) despite the intrinsic difficulties of X-ray to observe such small and labile mole-
cules as H2O (Ch. 11), or the difficulty of IR to distinguish an H-bond established by the O�H
group of an H2O molecule from that established by an alcohol group, or both of them? Is this
proton wire specific to bR and other rhodopsines, or is it a generally established structure
of aqueous biomedia? How does the flexibility of this proton wire influence these proton
transfers, and how could we predict the effects of temperature on these proton transfers,
particularly the position of the quenched protonated structure when T is varied? Many 
questions concerning the dynamics of the proton also appear unanswered. One of them 
is whether the proton transfer is stepwise, or is a concerted transfer of several protons on 
various adjacent sites, or a mixture of both these mechanisms. This question has been 
theoretically studied in the case of such enzymatic reactions as H2 ablation from alcohol in
liver (39). The conclusion was that the transfer was stepwise, but a high level is required
for the treatment of the electronic structure of the molecule to give such an answer (40). 
It means that this important question will certainly not receive any clear answer soon.
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More generally, the mechanism of these proton transfers along proton wires is yet unknown.
Most probably they are nonadiabatic proton transfers, in opposition to the adiabatic proton
transfers we have seen in the case of ionization of a strong acid. This nonadiabaticity
means that the basic mechanism of proton transfer is a tunnelling of the proton through the
H-bond. The barrier height of the corresponding double-well potential remains sufficiently
high even if modulated by solvent fluctuations or O�O distances of the H-bond and so
the vibrations require some time to adapt themselves to the new position of the proton after
tunnelling.

H-BONDED FERROELECTRICS

In the preceding subsections, we have encountered proton transfers that are at the origin of
fundamental mechanisms of chemistry. We have also seen ESPTs, at the origin of photoacids
in chemistry, which have a special importance in biology, as they constitute the central mech-
anism of photosynthesis or vision. In this subsection, we consider a transfer that has far
fewer general consequences, but these consequences are somewhat original and have imme-
diate applications, in electronics for instance. These transfers occur in crystals of potassium
dihydrogen phosphates, KH2PO4, often abbreviated as KDP, or related crystals. KDP is ferro-
electric at temperatures below 122K. It means that it displays a spontaneous electrical polar-
ization that can be reversed by applying an electric field in the opposite direction (41).
This spontaneous polarization is not a direct consequence of H-bonding, but the transition
between the ferroelectric and paraelectric phases at 122 K is an order–disorder transition
induced by proton transfers through the H-bonds of this crystal, which themselves induce
a small displacement of both the anions and cations that are responsible for the polarization.
It is indeed one of the first manifestations of proton transfers that have been put into evidence.
The key role played by these proton transfers appears in the great difference of the tem-
perature of the ferroelectric/paraelectric phase transition, which increases up to 222 K when
H-atoms are replaced by D-atoms.

This KDP crystal consists of an assembly of H2PO4
� anions that are linked together by

H-bonds and of K� cations that are positioned between these anions. Along the axis, anions
and cations alternate. The four O-atoms of an anion occupy the four summits of a tetrahedron
around the P-atom (Figure 6.9). Two H-atoms are covalently bound to two of the four O-atoms
of a tetrahedron, and establish H-bonds with two O-atoms of two neighbouring tetrahedra.
In the ferroelectric phase, both H-atoms of each PO4 tetrahedron are covalently linked to the
two O-atoms of the tetrahedron that have largest component along , as represented in the left
part of Figure 6.9. In a first approximation, the O�H bonds are perpendicular to this axis.
The two other O-atoms of a tetrahedron accept H-bonds from two neighbouring tetrahedra.
The coordinate along of the P-atom is slightly displaced from that of the centre of the
tetrahedron. That of the K� cation that lies between two tetrahedra is also displaced, in an
opposite direction, from that of the middle point between these two tetrahedra. It results in an
electrical dipole moment parallel to .

Tunnelling of protons through their H-bonds is at the origin of disorder. This tunnelling is
phonon-assisted, that is, they appear more easily when vibrational modes of the crystal, called
phonons, are excited. When temperature increases from 0 K, such low-frequency phonons
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may become excited. Transfers of protons are therefore favoured by an increase of tem-
perature. They transform the ferroelectric H-bond configuration with a permanent , shown
in the left part of Figure 6.9, into another configuration, shown in the right part of the same
figure. This new configuration, as any other possible configuration, obeys a law similar to
the “ice rule” defined by L. Pauling for the distribution of H-atoms around each O-atom in
ice (Ch. 8), also known as “Slater rule”. Presently, this rule states that two H-atoms are cova-
lently bound to two of the four O-atoms of each anion H2PO4

�, and that each of the two 
O-atoms that is not covalently bonded to an H-atom accepts one H-bond from the H-atom
of a neighbouring anion. In this configuration, the coordinates along of the centres of
charges of the anionic tetrahedra coincide with those of their geometrical centres, and also
with those of the K� cations that lie close to them and suffered a slight translation, a con-
sequence of the changes of the positions of the H-atoms. In this new configuration, no per-
manent electrical dipole moment appears. The crystal may thus suffer a ferroelectric/
paraelectric phase transition. Let us note that in the ferroelectric phase, reversing the perma-
nent electrical moment by applying a strong enough electric field also implies transfers of
protons, more precisely of all protons.

As already noted, various crystals similar to KDP, where the K-atom or the P-atom of
the anion is replaced by homologous atoms, display a similar ferroelectric behaviour.
Some of them are antiferroelectrics (41). Recently, some other types of ferroelectrics have
been discovered, where the origin of their ferroelectric behaviour is due to the position of
the proton itself, which is not the case for KDP-type ferroelectrics where H-bonds are
roughly perpendicular to the permanent electric dipole moment in the ferroelectric phase
and do not directly contribute to the permanent electric moment. Thus such a crystal as 
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1-4 diazabicyclo[2.2.2]octane perrhenate (42) displays chains with N�H�N groups arranged
in a zigzag chain and separated by rigid assemblies of saturated cycles that exhibit a perma-
nent electrical dipole moment, because they are all oriented in the same direction. After trans-
fers of all protons through their H-bonds, which may be induced by a strong enough electric
field, and which we may represent as a transition from the N�H�N configuration to the
N�H�N configuration for all N�H groups, this permanent moment is reversed, giving the
crystal ferroelectric properties.

HYDROGEN ATOM TRANSFERS BY TAUTOMERISM

Besides the proton transfers that we have seen in the preceding sections, which are at the
origin of such fundamental reactions as acid/base reactions in chemistry, or photosynthesis
and vision in biology, there exists another type of transfer through H-bonds, which is the trans-
fer of H-atoms by “tautomerism”. The distinction between these two types of transfers is not
yet often highlighted, and the object of this section is to do so, because it has important con-
sequences. The two “tautomer” configurations of a carboxylic acid dimer, or of a molecule
such as formamidine, are shown in Figure 6.10. We have already met such an intramolecular
tautomerization, due to transfer of an H-atom, in the case of malonaldehyde (Figure 6.2).
H-atom transfers by tautomerism neither create charges, in opposition to proton transfers
that cause ionization of an acid (Figure 6.4) or a base, nor transfer charges as proton transfers
may do, for instance by diffusing H3O

� and OH� ions (Figure 6.5). They may be viewed as
transfers of protons that are, however, accompanied by a simultaneous transfer of electrons.
In the case of malonaldehyde (Figure 6.2) or carboxylic acids (Figure 6.10), this transfer
of electrons occurs between the two CO-bonds, the C�O bond becoming a C�O(H) bond
and vice versa. In the case of formamidine, this transfer of electrons exchanges C�N with
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Figure 6.10 The two tautomer forms of a carboxylic acid dimer (upper drawing) and of formami-
dine H-bonded to two H2O molecules (bottom). One passes from one form to the other one by 
H-atom transfers.
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C�N(H) and vice versa. This simultaneous transfer of electrons requires that such an H-atom
transfer (or transfers) occurs within a cyclic H-bonded structure. It points to the first differ-
ence between H-atom transfers and proton transfers, for which no such requirement exists.

These H-atom transfers by tautomerism are common mechanisms. They occur in liquid
water at neutral pH (�7), as one easy-to-perform experiment shows: on mixing water with
heavy water, we most rapidly obtain a mixture of H2O, HDO and D2O molecules, which can
all be precisely characterized by IR spectroscopy. At this pH, the molar concentration of H3O

�

and of OH� ions is about 2 	10�9, which is nearly zero. Consequently, these ions cannot play
any role in these exchanges. Such an H/D exchange furthermore occurs in other H-bonded
liquids such as alcohols, where the ionic concentration is orders of magnitude smaller than
in water. Furthermore CH groups, which, as discussed in Ch. 1 do not establish H-bonds,
hardly become CD groups in a deuterated liquid. Consequently, such H/D exchanges in 
H-bonded liquids proceed via H-atom transfers through H-bonds by tautomerism, not via pro-
ton transfers. At pH 7, H-atom transfers are efficient mechanisms, whereas proton transfers
are not efficient because of the absence of a sufficient concentration of H3O

� or OH� ions.
Proton transfers may be at the origin of the ionization of an acid or a base, which is accom-
panied by the appearance of such H3O

� or OH� ions. In that case, they strongly modify the
value of the pH, which consequently most often departs from 7 after such transfers. Another
experiment also shows the efficiency of these H-atom transfers—at an ice surface, made of
ordinary H2O molecules, a D2O molecule that links by establishing or accepting an H- or 
a D-bond does not exchange (43); it remains a D2O molecule, whereas it exchanges when it
is introduced into bulk ice thus becoming an HDO molecule. This is because no cyclic 
H-bonded structure exists on the ice surface, whereas plenty of them are present in the bulk,
as appears in Figure 8.3, making these transfers at the origin of H/D exchanges efficient. In
Ch. 10, these H-atom transfers by tautomerism are shown to be as fundamental mechanisms
as proton transfers in chemistry, but in a different domain, biology, which occurs as in the
above case of H/D exchange, in an aqueous medium at pH 7.

We have seen H-atom transfers require the presence of a cyclic H-bonded structure. This
is a severe steric requirement, which may be fulfilled by a very few number of molecules,
such as carboxylic acid, for instance, represented in Figure 6.10, which are found in vapours
of carboxylic acids, and which have the exact required geometry to fulfil this condition in
their dimer form. Such molecules are exceptional. It means that these steric conditions are so
stringent that such a mechanism is impossible for a great majority of molecules. There exists,
however, one exception, which has its own importance (44): the water molecule, H2O, which
we shall see in Chs. 9 and 10 is unique to form small clusters that develop around them such
a dense and flexible H-bond network, that this condition is almost automatically fulfilled in
any aqueous media. Biomedia are aqueous media, and this sine qua non condition of the exis-
tence of cyclic H-bonded structure for H-atom transfers to occur is no point in these media.

We presently know very little about these H-atom transfers. They have been experimen-
tally put into evidence by sophisticated two-photon methods in the visible-UV region
(45–47), completed by NMR and neutron scattering methods (Ch. 3), applied to cyclic
dimers found in benzoic acid crystals (48). These dimers are those of the upper drawing of
Figure 6.10, with R being a benzene ring. Impurities of thioindigo molecules, which occupy
the same volume as a dimer, can be introduced in these crystals with no perturbation of the
surrounding dimers. They act as sensitive probes for these H-atom transfers, which may be
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observed by UV spectroscopy. These experiments have clearly shown a significant depend-
ence of these transfers on temperature (49), an indication that the low-frequency modes of
these dimers, most certainly intermonomer modes of the H-bonds (Ch. 4), strongly influ-
ence the tunnelling of the H-atoms. The frequency of these transfers has also been directly
measured, and found equal to about 2 	 108 sec�1 at 20 K and about 1011 sec�1 at 300 K (48).
This is apparently the only measurement that has been performed of this crucial quantity.
The existence of these transfers and their fundamental role require knowing them in more
detail. An important question about these transfers in such simplified model is whether the
multiple transfers are simultaneous or simply correlated? INS (inelastic neutron scattering)
experiments (3, 50) seem to indicate they are not correlated, in these most studied carboxylic
acid dimers, while ab initio studies found these transfers to be strongly correlated, even if
somewhat delayed by some fsec (51). In the case of other dimers that model the A-T
(adenosine-thymine, see Ch. 2) H-bond in DNA the H-atom transfer has also been found
by ab initio methods to be concerted but delayed, in the absence of water, but stepwise with
a zwitterionic intermediate in water (52). These examples illustrate how far we still are from
being able to make any prediction concerning these mechanisms, even in these simple
models. Theoretical approaches have been carried out to get a deeper understanding of
them. They treat the great majority of these transfers as nonadiabatic, that is, following
Borgis and Hynes (20), their basic mechanism is a tunnelling governed by a double-well
potential with a barrier height much greater than kT at room temperature. A small number of
them, intramolecular transfers in the excited state that might be called “phototautomerism”,
are adiabatic (53). We have seen that the tunnelling is strongly modulated by intermonomer
modes, which we have represented by the coordinate Q, and also certainly by other modes
of the surrounding medium. As we see it, because of the numerous parameters that influence
it (we have seen some of them) it is not so easy to handle. The problem is that, in order to con-
vey original information, these theoretical methods should give accurate results. Adiabatic
transfers are quantum in essence. Full quantum treatment is possible for a maximum of five
atoms. This is insufficient for most chemical systems, not to speak of biosystems, and approxi-
mations should consequently be introduced to describe these transfers. New methods, based
on approximations such as the “instanton approach”, seem promising (54, 55). As defined 
by Benderskii et al. in 1993 (56), the instanton path, depicted in Figure 6.11, is the least
action trajectory, which consists of reaching, with the help of thermal fluctuations, some
excited vibrational state from which tunnelling occurs. It is an optimum path, intermediate
between a direct tunnelling and a classical path. The direct tunnelling occurs between the two
configurations defined by q � q0 and q � q1, with no change in Q, and occurs mainly when
the energy Ef of the second minimum is smaller or equal to that of the first minimum, taken
as 0 in Figure 6.11. The barrier height for this tunnelling, Et, is, for most systems, so high,
or equivalently, the distance q1 � q0 is so great, that this direct tunnelling has a very low prob-
ability to occur. The classical path, drawn as a dash line, consists of reaching the pass with
energy slightly smaller than Ec. It is also unlikely, because Ec is most often far greater than
thermal fluctuations. Let us note that the energy Ec required to make this classical path fea-
sible is smaller than the barrier height Et of the direct tunnelling. This is a consequence of
the strong q, Q anharmonic coupling at the origin of the most spectacular effects H-bonds
display in IR spectroscopy, which modifies the shapes of the equipotential lines. With pure
harmonic vibrations, these lines would all be ellipses centred around q0 and q1 with axes
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parallel to q and Q axes. Ec would then be equal to Et. The instanton path consists of a tun-
nelling from an already excited state. The tunnelling distance is markedly shorter than
q1 � q0, with a smaller barrier height, and becomes consequently feasible. Meanwhile, the
energy of the excited state from which the tunnelling starts may now be within reach of ther-
mal fluctuations, which makes the whole transfer possible. Note that such a mechanism pre-
dicts a strong H/D isotope effect, as a D-atom with mass mD � 2mH will require much longer
time to tunnel through a potential barrier than a H-atom. This is sufficient to explain why life
occurs in ordinary water, but is hardly possible in heavy water, as described in Chs. 7 and 10.

The short description of these H-atom transfers given above, clearly shows the need to
know more about them. Detailed studies of H/D exchanges in H-bonded liquids such as
water, alcohol, etc. by IR spectrometry described in Ch. 11 might be an interesting source of
information on them. Such experiments have not yet been reported. Also, tautomerism in
the excited state, which exists in much the same way as ESPT, at the origin of photoacids we
have seen above, might be interesting mechanisms to study. They occur in such cyclic dimers
as found with 7 azaindole, a model for the H-bonded DNA base pairs and their photosen-
sitivity. This “phototautomerism” could be experimentally shown to be a cooperative mecha-
nism (57), in opposition to the stepwise one we have seen for proton transfers, by showing that
deuteration of one H-bond or of both H-bonds considerably modified the transfer rate.
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CONCLUSION

The third fundamental property of hydrogen bonds, the possibility they offer to transfer
protons or H-atoms between the two molecules they link, is a fundamental molecular mecha-
nism in chemistry and the basis of the reactivity of aqueous media at pH�7, particularly bio-
media. Incidentally, it also appears in physics, being for instance responsible for the ferro/
paraelectric transitions in some ferroelectric materials as KDP. In ordinary chemistry, trans-
fers of protons are at the origin of acid/base reactions in liquid water, a vast domain. They also
appear more occasionally, as for instance, in the chemistry of the atmosphere. In biology,
transfers of H-atoms by tautomerism appear as the molecular mechanism at the origin of
bioreactivity, particularly enzyme catalysis, as discussed in more detail in Ch. 10. It may be
viewed as a transfer of several protons accompanied by simultaneous electron transfers that
avoid appearance of space charges and make it a mechanism that can occur in a neutral
(pH 7) medium and does not modify the value of this pH. It requires a cyclic H-bonded struc-
ture to occur, such as drawn in Figure 6.10, a most severe sterical condition for nearly all
molecules, except for that small, labile and versatile water molecule, H2O, which displays an
exceptional ability to develop around it an extended H-bond network inside which this
condition is almost automatically fulfilled.

Despite their importance, transfers of protons or of H-atoms still remain poorly known
mechanisms at molecular level. In such a simple system as that made of a single HCl mole-
cule mixed with some H2O molecules, the question as to how many H2O molecules are nec-
essary to ionize the HCl molecule, has not yet received a definitive answer. The study of model
systems shows that these transfers are sensitive to many different parameters. Two of them
appear general: the intermolecular distance Q of the H-bond (Figure 6.11, for instance) and
the structure of the surrounding H-bond network, which may influence this transfer in various
ways. Theoretical approaches of these transfers have distinguished two extreme classes—
adiabatic transfers, the first class, where the tunnelling barrier is lower than the energies 
of thermally populated vibrational states. The transfer is a simple relaxational vibrational
mechanism, which is highly sensitive to the surrounding H-bond network. The influence of
this surrounding H-bond network has a slow enough dynamics for ns and other vibrations to
adapt themselves immediately to the changes it induces. Hence, the term “adiabatic”.
Ionization of HCl by water molecules, drawn in Figure 6.4, is a good representative of this
category. The second class, nonadiabatic transfers, is one where the basic transfer mecha-
nism is a tunnelling, which is ruled by a potential having a barrier height significantly
greater than the energies of thermal fluctuations. Generally, this potential strongly depends
on Q, and may also depend on the H-bond network surrounding the hydrogen bond. In this
nonadiabatic mechanism, the ns vibration and all other vibrations require some time to adapt
to the new positions of the atoms after tunnelling has occurred. Much work still remains to
be done on these transfers in chemistry or physics, before they are understood in the much
more complex biosystems. Thus simple experiments that permit the measurement of their
probability, such as time-resolved (IR) spectroscopy, are strongly needed, before their role,
which is often crucial in biology, as described in Ch. 10, can be fully evaluated. Also spec-
troscopic studies, mainly by IR, of mechanisms such as H/D exchanges in aqueous media,
or hydrolysis of esters or of oligopeptides may convey original information on H-atom
transfers.
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In this chapter, we have evocated proton transfers in chemistry (acid/base ionization) and
in biology (photosynthesis). It gives us the opportunity to compare the conditions encoun-
tered and methodologies used in both these fields. In chemistry, or physics, we have to do
with relatively well-defined systems, which depend on a limited number of parameters, such
as the concentration of acid (base) in water. A chemical reaction is very similar to walking
from one valley to another, with elevation taking the role of energy. In ordinary chemistry, the
most direct way is chosen, a pass between these two valleys. Relatively, precise measure-
ments can then be performed, using a small number of techniques, which can be fairly well
exploited, often in a quantitative manner. The conditions in biosystems do not allow reach-
ing such a pass, which requires too much energy for an aqueous medium at room temperature.
Reactions then comprise resting on the valleys, where the elevation (energy) does not change
very much, and passing through the vicinity of the junction of both valleys. This way, used
by biosystems is not direct and much longer and depends consequently on a greater number
of parameters, which cannot all be controlled and even known. Thus, even if the primary and
secondary structures of bR, the “light harvesting system” in photosynthesis, are known, the
tertiary structure of bR is still elusive, the position of water molecules can only be guessed,
etc. In these conditions, establishing a mechanism of photosynthesis or vision, requires per-
forming a far greater number of experiments, using a great variety of techniques. Each meas-
urement conveys limited information, as in all these various experiments the parameters do
not remain unchanged and cannot all be controlled. It limits the exploitation of each experi-
ment. On the other hand, the great number of experiments that can be carried out compen-
sates this lack of precise measurements. It requires having the capacity of assembling a great
number of results, which should be analyzed in such a way that a consistent scenario emerges
from these experimental results.
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– 7 –

H/D Isotopic Substitution in H-Bonds

THE H AND D ATOMS: SIMILARITIES AND DIFFERENCES

The deuterium nucleus D, or deuteron, labelled 2H when using the general isotope nomencla-
ture, is a stable isotope of the proton that is encountered in a proportion that falls in the vicin-
ity of 10–4 that of protons or H-nuclei. H-atoms that establish H-bonds can be easily exchanged
into D-atoms because, as seen in Ch. 6, protons or H-atoms can be relatively easily trans-
ferred through H-bonds. Immersing a sample that contains O�H or N�H groups into liquid
heavy water consequently often provokes an O�H/O�D or N�H/N�D substitution on most of
these groups of both sample and water. The H-atoms of groups that can establish H-bonds with
water molecules or with molecules of other solvents are thus called exchangeable H-atoms,
in opposition to H-atoms that cannot establish H-bonds. C�H groups, for instance, are much
more difficult to transform into C�D groups, as they do not establish H-bonds. The H-atoms
of these groups are nonexchangeable H-atoms. This opportunity that only H-bonds offer
makes such a substitution an interesting tool in molecular studies. It requires, however, precise
knowledge of the effects of such a substitution on the properties of H-bonds or, in other
words, what the differences are between H-bonds and D-bonds. This is the object of this chap-
ter where the interest of performing such an exchange and the kind of information it conveys
when observed using appropriate experimental methods is also examined.

The origin of the differences between H-bonds and D-bonds lies in the structure of the
nuclei of H- and D-atoms, which is a single proton for the H-atom, and a proton plus a neutron
for the D-atom. This has several consequences. First, the mass of the deuteron is twice that of
the proton. Second, the spin of the deuteron, made of two particles, a neutron and a proton
that have each a spin ½, has a spin 1 different from the spin ½ of a proton. The electric charge
of a deuteron is conversely identical to that of the proton. It implies that the electronic
structure of the D-atom, which is sensitive to the charge of the D-nucleus but not to its spin,
is identical to that of the H-atom. This result itself implies that the electronic structure of a
D-bond is identical, for the same geometry of the nuclei, to the electronic structure of its equiv-
alent H-bond. Does it imply that a D-bond is identical to an H-bond? No, because if some
properties of H-bonds mainly depend on their electronic structures, and are consequently
barely sensitive to the doubling of the nuclear mass that is encountered when passing from
an H-bond to a D-bond, other ones, mainly dynamic properties, are much more sensitive to
such a doubling and may consequently be at the origin of important changes upon an H/D
substitution. The object of the next sections is consequently to examine first the properties
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of H-bonds that are weakly sensitive to this mass effect, second those that display important
changes after such a substitution, before examining those that display dramatic changes. Some
experimental methods moreover probe the spins of the nuclei. For them a D-bond is con-
sequently different from an H-bond. How this point can be exploited is examined in the
last section before the conclusion.

GEOMETRIES AND THERMODYNAMICS OF H-BONDS AND D-BONDS

In order to understand how the mass mH of the H-atom influences the geometry, the ther-
modynamics and the vibrational properties of H-bonds, and how it modifies them when it is
changed into mD � 2mH, we develop the basic equations that rule the mechanics of H-bonds
in the appendix of this chapter. We exploit them below in this section and in the next one. This
organization should allow a reader who is more interested in established results than in demon-
strations to read the subsequent sections without missing important points. The reader who does
not accept only results but expects more rigorous explanations may find them in this appendix.
These equations explicitly take into account the characteristic and strong anharmonic modu-
lation by intermonomer distances of the stretching vibration of the H-atom that establishes the
H-bond. The basis of this modulation, together with some of its implications, has already
been established in the appendix of Ch. 5, which we often refer to in the next sections.

Geometries of H-bonds and D-bonds

The simulations of bandshapes of ns modes of H-bonds, such as displayed in Figure 5.2, clearly
demonstrate that the dynamics of H-atoms of H-bonds is well taken into account if one simply
supposes that the frequencies of their stretching vibrations are modulated by slow intermonomer
modes. This modulation is well accounted for by the vibrational potential (eq. (7.A5)) in the
appendix of this chapter, which is the potential that enters the vibrational Hamiltonian that has
been defined in eq. (5.2) when the only considered intermonomer mode was the stretching mode
Qs. The consequences of this modulation appears in eq. (7.A11) in this appendix, which clearly
shows that the equilibrium X�Y distance is not Q0, the distance at which the electronic
energy of the H-bond is minimum for both an H-bond and its corresponding D-bond. It is

with dQ0 given by eq. (7.A12). Let us note that as �v/�Qs is positive, as indi-
cated by Novak’s curve of Figure 4.5, dQ0 is positive, which implies that the equilibrium dis-
tance is somewhat shorter than Q0. This shift, dQ0, of the equilibrium distance of the H-bond
is a direct consequence of this specific anharmonic modulation. It arises from the average
(square) amplitude of the stretching vibration of the H-atom that establishes this H-bond
in its ground state. As this amplitude is mass dependent and is consequently not the same
after the H-atom of the H-bond has been replaced by a D-atom, this shift is different in an
H-bond and in its corresponding D-bond. This difference, following eq. (7.A12), is
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where indices H and D have been written to distinguish H- and D-bonds, and eq. (7.A7)
has been taken into account to write the last equation which indicates that H-bonds are
somewhat shorter than corresponding D-bonds.

This isotopic difference is small and has been scarcely measured. A difference of
–0.02 Å for O�O distances in the H-bonds and D-bonds of formic acid dimers in the gas
phase has been measured by electron diffraction (1) as covered in Ch. 3. These dimers are
excellent models of H-bonds. Their structure is drawn in Figures 1.6 and 4.4. From the
analysis of the shape of their ns bands, developed in Ch. 5 and from which the equations
developed in the appendix of this chapter are deduced, a value for the dimensionless
parameter b that characterizes the anharmonic coupling between ns and intermonomer
modes and is proportional to �v/�Qs, following the equation

(7.2)

has been found equal to 0.7 (2). With �s � 220 cm–1, Ms � 11mH (3) and the value of the
Planck’s constant as given in the appendix of Ch. 1, a value of 0.06 Å is found for .
This value is not at all small and emphasizes the important geometrical consequence of the
anharmonic modulation of the frequency of ns by intermonomer modes (4). It gives a value
of 0.017 Å for (eq. (7.1)), a value close to 0.02 Å, measured by electron dif-
fraction. It shows that the theoretical description of the anharmonic coupling of ns and inter-
monomer modes of H-bonds, presented above, not only quite precisely reproduces spectra, but
also reproduces such small geometrical effects, which are measured by completely independ-
ent methods. The experimentally verified correlation this theoretical description establishes
between IR bandshapes and isotopic length variations of H-bonds constitutes a 
strong support of its validity. Values of can be in principle also measured by X-ray
diffraction of H-bonded samples in crystals. This existence of slightly different values of
X�Y distances has thus been originally measured using this technique by Ubbelohde and
Gallagher (5) and has been sometime called the “Ubbelohde effect”. More recent measurements
have been performed on cyclic dimers of dicarboxylic acid in crystals, showing, for instance,
a difference of –0.02Å, the same as in formic acid dimers in the gaseous phase seen above, for
the O�O distance between deuterated and hydrogenated oxalic acid dihydrates (6). Due to
difficulties in ensuring a complete deuteration of the crystals, added to the difficulty of mea-
suring such small distance differences, no new data, however, have been given with this
technique (7). In the case of ice, a very small difference of has been measured.
It implies a value for �v/�Qs weaker than in carboxylic acid dimers and justifies classifying 
H-bonds established by water molecules as “weak H-bonds”, as has been made in Figure 1.6.

As can be seen from eq. (7.A11), intermonomer modes in Qu and Qw are not at the ori-
gin of any geometrical H/D isotopic difference, as the equilibrium positions of these two
modes remain 0. This might, however, not be exactly true for the very small H2O molecule
in liquid water, for which bending intermonomer vibrations, called librations, have excep-
tionally high frequencies in the 700 cm–1 region and are seen in Ch. 9 to display unusually
great amplitudes. The harmonic approximation that is implicit for the intermonomer
modes in eqs. (7.A8) and (7.A11) might consequently be insufficient.
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Enthalpies of H-bonds and D-bonds

The differences in enthalpies of formation between H-bonds and D-bonds are a conse-
quence of this same anharmonic modulation that is at the origin of the geometric differ-
ences defined by eq. (7.1). Establishing them requires some mathematical development
that we perform in this subsection, because the following equations can be written with no
difficulties. The reader who is not interested in the detail of these equations may directly
skip to the resulting eq. (7.7) and consequent results established in eqs. (7.9) and (7.10).

Vibrational energies of the isolated H-bond, which have been defined in eq.
(5.7) when only the stretching intermonomer mode Qs was considered and which are the
eigenvalues of H0(Q) defined in eq. (7.A11) that now includes all three intermonomer
modes, are equal to

(7.3)

with

(7.4)

and a similar equation for . Ns, Nu and Nw are positive or null integer numbers. With the
help of eq. (7.A12) that defines the shift dQ0 of the equilibrium distance in Qs due to this
anharmonic modulation, we may write

(7.5)

so that the enthalpy �H of formation of H-bonds, as defined in eq. (1.5) and derived from
eq. (7.3) above writes

(7.6)

where the first two terms in V are the differences of electronic energies between the com-
plex X�H�Y and the “free” separated molecules X�H and Y represented by Q0 � �. With
respect to eq. (1.5), these terms include the effects of Qu and Qw that appear in the form of
the two zeros in V. The following fraction of eq. (7.6) is the energy difference of ground
vibrational ns modes in H-bonded and “free” molecules with vf � v(�, 0, 0). The last two
terms are the average energies of intermonomer modes, for the X�H�Y that becomes 

for the free molecules, as these intermonomer modes are then pure translational
modes with frequencies and force constants equal to zero. Neglecting the small differences
of �	a of eq. (7.4) in X�H�Y and X�D�Y, taking into account that �s is the same in
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these two complexes, we find the enthalpy difference of formation of an H-bond with
respect to the corresponding D-bond:

(7.7)

The physical origin of this difference is a pure quantum effect that comes from the gain in
“zero vibrational energy” of the ns vibration between the H-bonded state and the “free”
state that enters the enthalpy of formation of the H-bond and is different in H- and D-bonds.
This quantity is negative because, as illustrated in Novak’s curve of Figure 4.5, the difference
between terms 1 and 3 of eq. (7.7) is negative: the wavenumbers of ns bands, which are
related to the v’s by the following eq. (7.8) that takes into account eq. (1.A3),

(7.8)

with c the velocity of light, are found at 3600 cm–1 for X�H and at lower wavenumbers for
X�H�Y. The corresponding terms 2–4 are of opposite sign and, in a first approximation,
equal to those for H-molecules (terms 1–3), divided by . H-bonds are consequently a
little stronger than D-bonds, as �HH – �HD is negative. An estimate of this difference of
enthalpies �HH – �HD is easily made. For a weak O�H�O bond, the value of the centre of
the ns band is typically found at 3400 cm–1 and is related to this quantity 
by eq. (7.8). falls in a close vicinity of . The same
is true for free ns O�H bands that are found at wavenumbers equal to 3600 cm–1 in O�H
and at that value divided by in O�D. For such a weak H-bond, we consequently find,
using eqs. (1.A2) and (1.A4) to convert cm–1 into kJ mol–1:

(7.9)

This value is to be compared with that of �HH that is somewhat smaller than –20 kJ mol–1

for water dimers given in Ch. 1. It consequently amounts to only some percents of the total
enthalpy of formation, much less than we would calculate by erroneously applying the
same Novak’s curve to H-bonds and D-bonds, as sometime appears in the literature. Let
us note that in the case of ice, with its centre of the ns band at 3250 cm–1 (Figure 9.2), the
value for �HH��HD is then found equal to –0.6 kJ mol–1. This value is appreciably greater
than that experimentally measured (8), which corresponds to a shift of –50 cm–1 only,
instead of –350 cm–1 used to calculate this value (350 � 3600 � 3250). It once more shows
that in the case of these small H2O molecules, one should incorporate more precisely the
effects of intermonomer modes Qu and Qw. The ns centre of a typical medium-strength H-bond
falls around 3000 cm–1. Its enthalpy �HH is typically of –30 kJ mol–1. The difference between
enthalpies of H-bonds and D-bonds is consequently:
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also some percents only of their enthalpies, a result already seen in Ch. 1. Such small dif-
ferences are hard to measure. It supports the assertion formulated in Ch. 1, that enthalpies
are not the best quantities to characterize H-bonds.

It may be concluded that the geometry and the enthalpy of formation of a D-bond are
slightly different from those of the corresponding H-bond. H-bonds are shorter than D-bonds
by somewhat less than 0.05 Å for a medium-strength H-bond, a distance that is in principle
measurable, but has been actually scarcely measured, and by �0.05 Å for a weak H-bond.
They have enthalpies greater than enthalpies of corresponding D-bonds by a few percents.
These are small differences that are hard to put into evidence due to the relative imprecision
of corresponding measurements.

DYNAMIC PROPERTIES OF H-BONDS AND D-BONDS

Vibrational spectra of H-bonds and D-bonds

Dynamic properties of H-bonds are much more sensitive to an H/D substitution than geo-
metrical and thermodynamic properties, because the mass effect is then directly resented
when moving an H-atom that doubles its mass on becoming a D-atom. The most familiar
dynamic effects appear in the form of vibrations of H-atoms themselves. IR spectra of
model systems of H-bonds, cyclic dimers (CH3COOH)2 and (CH3COOD)2 displayed in
Figure 7.1 illustrate this mass effect. The structure of these dimers is displayed in Figures
1.6 and 4.4. The main band that is sensitive to this H/D substitution is the ns band, exten-
sively discussed in Chs. 4 and 5, which has all its first moments, integrated intensity, aver-
age wavenumber and width modified by it. The integrated intensity of the ns band of these
cyclic dimers is abnormally reduced when passing from the H-bonded to the D-bonded
dimer (9, 10), more than the expected ratio . This effect that seems to be only present
when the H-bonded complexes are cyclic has up to now not been explained. The average
wavenumber and width of the ns bands of H-bonds have been calculated in Ch. 5, on the
basis of same equations as those developed in the appendix of this chapter. From eq.
(7.A7), a variation of these quantities upon such an H/D substitution is predicted, particu-
larly an important shift towards lower wavenumbers of the centres of these bands. It is
clearly visible on the spectra of Figure 7.1, with the centre of ns of (CD3COOH)2 appear-
ing (10) at 2960 cm–1 and that of (CD3COOD)2 at 2275 cm–1. We may note, however, that
such a shift also appears in the spectra of free monomers with no H-bonds, with the cen-
tre of ns of CD3COOH monomers appearing at 3578 cm–1 whereas that of CD3COOD
appears at 2642 cm–1. The shift of the ns band is not consequently due to changes between
H- and D-bonds, but due to the change upon doubling the mass of the H-atom of the fre-
quency of ns when passing from X�H to X�D, independently of whether this group estab-
lishes an H-bond or not. This great shift provides an easy way to distinguish H-bonds and
D-bonds. The width of ns of (CD3COOH)2 is conversely appreciably greater than that of
(CD3COOD)2, more precisely greater by a factor following eqs. (5.A47) and (7.A7) of
the appendix of this chapter, a result that does not apply to monomers.

Figure 7.1 furthermore shows that other modes, such as nC�O modes, also display some
shift of their centres. These shifts are detectable in free monomers as well as in H-bonded
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dimers: 1783 cm–1 for the nC�O mode in CD3COOH monomer versus 1775 cm–1 in the free
CD3COOD monomer, to be compared to 1735 cm–1 in the H-bonded (CD3COOH)2 dimer
versus 1728 cm–1 in the D-bonded (CD3COOD)2 dimer. This small shift may be assigned
to a small modification of the harmonic decomposition of the nC�O mode on local vibra-
tions when passing from an O�H group to an O�D group. It is not due to the H-bond itself.
The effect of the H-bond appears in the shift of the centres of these nC�O modes in free
monomers with respect to H-bonded dimers, which are �1780 cm–1 for monomers and
�1730 cm–1 for dimers, an effect that is discussed in Ch. 4 and illustrated in Figure 4.10.
It should be, however, noted that this shift is partly due, in these cyclic dimers, to a sup-
plementary harmonic interaction between the two nC�O vibrations of the dimer, which is
more precisely defined below in eq. (7.11). The value of this harmonic interaction can be
deduced from the measurement of the shift of the same nC�O� bands in Raman spectra. In
these centro-symmetric dimers, IR sees only antisymmetric modes labelled u that are
schematized in Figure 4.4, while Raman sees symmetric modes labelled g that do not
destroy the symmetry of the dimer. These symmetric and antisymmetric modes appear at
wavenumbers separated by a quantity proportional to twice this interaction.

Such a harmonic modification of the decomposition of the normal modes on their local
vibrational components, which is not a specific property of H-bonds, is even more apparent
on the nC�OH and dC�O�H or dC�O�D modes: in the H-bonded dimers (bottom spectra in Figure 7.1)

Dynamic Properties of H-Bonds and D-Bonds 179

Figure 7.1 IR spectra of cyclic H-bonded dimers of carboxylic acids (CD3COOD)2 and
(CD3COOH)2 (bottom) and of corresponding not H-bonded “free” monomers (upper spectra).
Spectra are offset for clarity. The structure of these dimers is shown in Figure 4.4.
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the nC�OH and dC�O�H modes appear as bands at 1300 and 1415 cm–1 for (CD3COOH)2. These
two modes have both important components on both C�OH stretch and C�O�H bending
local vibrations that are not far from resonance (the frequencies of these isolated vibrations
fall in a close vicinity). This is not so with the C�OD stretch and C�O�D bending vibra-
tions in (CD3COOD)2 that display more separated nC�OD and dC�O�D modes that appear at
1360 and 1030 cm–1 respectively. It may be concluded that the comparison of IR spectra of
isotopically substituted H-bonded systems is full of information on the H-bond itself but
that one should carry a precise analysis before ascribing the results to H-bonds themselves.

This H/D substitution may be most interesting in the case of amide I modes of amide,
peptides or proteins, which are widely studied bands that are mainly composed of C�O
stretching vibrations. Replacing N�H groups in these species by N�D groups has the effect
that bending C�N�D vibrations fall further apart from C�O stretch vibrations than C�N�H
vibrations do. nC�O and dC�N�D vibrations are consequently no longer resonant vibrations,
with the consequence that nC�O modes of D-substituted amide groups have more important
components on C�O stretch vibrations than nC�O modes of normal amides. This property
has been used in Figure 4.9 to put into evidence the effect of H-bonds on C�O stretching
vibrations in proteins.

Partial H/D substitution and isotopic dilution

As can be seen in Figure 7.1, an H/D substitution on all H-atoms that establish H-bonds
has important effects on the positions of bands such as ns that directly imply vibrations of
H-atoms. We have seen that the important shift of this band such a substitution induces is,
however, not entirely due to it. It also has a part that is due to the harmonic interaction
between the two proximate and resonant H-atoms that establish H-bonds in these dimers.
Suppressing this harmonic interaction can be achieved by a partial deuteration of these 
H-atoms. Introducing both acetic-H CD3COOH and acetic-D CD3COOD molecules in a gas
cell gives a mixture of monomers and H-bonded cyclic dimers. Two kinds of monomers
are present in this mixture, CD3COOH and CD3COOD molecules, and three kinds of 
H-bonded cyclic dimers are also present: (CD3COOH)2, (CD3COOD)2 and mixed dimers
CD3COOH�CD3COOD. The spectra of these latter dimers can be isolated from the experi-
mental spectra by subtracting the spectra of the monomers and of the homodimers
(CD3COOH)2 and (CD3COOD)2 represented in Figure 7.1. Their ns bands are shown in
Figure 7.2, together with the ns bands of homodimers of Figure 7.1 for a comparison. Other
bands of the mixed dimers do not exhibit significant differences with those of homodimers,
the nC�O band being hardly distinguishable from that of the homodimers, whereas the
nC�OH and dC�O�H bands of the mixed dimer exhibit only slight shifts from the correspond-
ing bands of (CD3COOH)2, and the nC�O�D and dC�O�D bands of the mixed dimer much
resemble those of (CD3COOD)2. The ns bands shown in Figure 7.2 conversely exhibit a
clearly marked change of their centres, with the centre of ns(O�H�) of homodimers
falling some 110 cm–1 above that of mixed dimers and the centre of ns(O�D�) of homo-
dimers falling some 80 cm–1 above that of mixed dimers. As already mentioned, this shift is
due to the harmonic interaction term, defined below in eq. (7.11), between the two ns vibra-
tions in these dimers. This interaction term has but a negligible effect in mixed dimers
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where the two ns(O�H�) and ns(O�D�) vibrations are far from resonance, as they
respectively vibrate around 3000 and 2250 cm–1. It has an appreciable effect in homod-
imers where the two ns bands are fully resonant because they are identical. This harmonic
interaction may be easily quantified. The Hamiltonian that governs the two ns vibra-
tions, 1 and 2 of such a homodimer, is equal to the sum of the Hamiltonians H defined in
eq. (7.A8) for each H-bond of the dimer, plus a harmonic interaction term q1q2.

(7.11)

This last interaction term is harmonic because it is quadratic in the vibrational coordinates
and harmonic terms are by definition those that are of degree less or equal to 2. Q0 is defined
in eq. (7.A5) of the appendix. The effect of this harmonic interaction term is to shift the centre
of the band by a quantity equal in wavenumber to , with c the velocity of light.
In the case of a mixed dimer the effect of this last term is, as already mentioned, negligible,
because the two ns vibrations are not resonant. The magnitude of this term can consequently
be taken equal to 110cm–1 in the case of (CD3COOH)2 and 80cm–1 in the case of (CD3COOD)2.
These are values that are consistent with eq. (7.A7). The comparison of the ns bands of these
mixed dimers with those of homodimers consequently conveys useful information on these
stretching vibrations of H-bonds, more particularly on their harmonic interactions.
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Figure 7.2 ns bands of cyclic H-bonded dimers of carboxylic acids: mixed dimers
CD3COOH�CD3COOD (solid line) and homodimers (CD3COOH)2 and (CD3COOD)2, same as in
Figure 7.1 (dotted lines). The numbers of mixed dimers is approximately twice that of each homo-
dimer, so that ns(O�H�) and ns(O�D�) bands have comparable intensities. The structure of all
these H-bonded cyclic dimers is that represented in Figure 4.4.
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Dimers such as those mentioned above are excellent models of H-bonds. They are, however,
not often found in studies of H-bond-containing species that are observed with other goals than
studying H-bonds for themselves. H-bonds in solids and liquids are conversely commonly
encountered. In these species, the equivalent way to eliminate interactions between reso-
nant vibrations in view of gathering information on the dynamics of H-bonds is to use isotopic
dilution. It is often used in the case of liquid water or of aqueous media. In these media it
consists of mixing a small quantity of heavy water in normal water, or, less commonly the
inverse, mixing a small quantity of normal water in heavy water. The two molecules, H2O and
D2O, rapidly exchange their H- and D-atoms and if the concentration of D-atoms that origi-
nates from D2O molecules of heavy water is small in comparison to that of H-atoms, more
D-atoms are found in HDO molecules, which remain in a small number compared to H2O
molecules. In these conditions, the vibrations of O�D parts of HDO behave as if these O�D
groups were isolated, because closely lying O�H groups vibrate at different frequencies and
only weakly influence the O�D vibrations (they are far from resonance).

This method of isotopic dilution provides a way to avoid saturation of bands, a real
problem in the case of spectra of liquid water or aqueous solutions, as described in Ch. 11.
It consists of observing O�D vibrations of diluted groups in the transparency region of nor-
mal liquid water, between 1800 and 3000 cm–1. As shown in Figure 7.3, which displays the
spectrum of HDO molecules diluted in heavy water, the ns(O�H�) band of HDO appears
in this region around 3400 cm–1 and can therefore be studied in detail if the concentration
of HDO molecules is low. It implies that the concentration of H2O molecule is often neg-
ligible. This method has for long been the main method to record spectra of liquid water
before the advent of more general recent methods described in Ch. 11. It is still much used
in nonlinear time-resolved IR spectroscopy studies of liquid water described in Ch. 4. The
spectra displayed in Figure 7.3 are the spectra of a mixture of heavy water and normal
water in quantities initially proportional respectively to 1�C and C, giving a final relative
proportion of C2 H2O, 2C(1�C) HDO and (1�C)2 D2O molecules (0 � C � 1). In Figure
7.3 these relative proportions are consequently 0.04 H2O, 0.32 HDO and 0.64 D2O mole-
cules. When C tends towards zero, HDO molecules establish H-bonds mainly on D2O
molecules. As a consequence, the ns(O�H�) band of HDO molecules then tends towards
that of an isolated O�H� vibration in liquid water for which the effect of the solvent is
absent. This clearly appears in Figure 7.3 where, even with a concentration C � 0.2 that is
not so small, the ns(O�H�) band of HDO molecules (full line) around 3400 cm–1 appears
at higher wavenumbers than that of H2O molecules in normal liquid water (dashed line).
This shift of the ns(O�H�) band of H2O molecules towards lower wavenumbers is a con-
sequence of harmonic interactions between each O�H stretching vibrations of an H2O mole-
cule with surrounding O�H vibrations of the same H2O molecule or of the four
surrounding ones. These interactions have the same form as the last term of eq. (7.11). It
has a vanishing effect for ns(O�H�) vibrations of HDO molecules mainly surrounded by D2O
molecules, once more because of off-resonance. This harmonic interaction also broadens
the ns(O�H�) band of H2O molecules as compared to that of HDO molecules. These fea-
tures do not appear in the ns(O�D�) band of HDO molecules with peak around 2500 cm–1,
because the ns(O�D�) vibration of these molecules still harmonically interacts with other
resonant ns(O�D�) vibrations of the numerous D2O molecules with which this HDO mole-
cules establishes H-bonds. The ns(O�D�) bands of both HDO and D2O molecules are
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consequently similar. Only their Fermi resonance shoulder are different: it appears around
2400 cm–1 for D2O, at twice the wavenumber of the bending band dD�O�D that appears at
1200 cm–1, and around 2900 cm–1 for HDO, at twice the wavenumber of the bending band
dH�O�D that appears around 1450 cm–1. This ns(O�H�) band of HDO molecules diluted
among D2O molecules consequently keeps all the properties of that of H2O molecules in
normal water, with the exception of its harmonic interactions with neighbour molecules.
The properties of H-bonds in liquid water can consequently be precisely studied on this
band. Its interest lies in the low concentration of HDO molecules that offers a simple way
to avoid saturation problems with an ordinary absorption setup. Let us note that the dH�O�D

band around 1450 cm–1 can also be precisely studied. It appears to be accompanied with a
difference band around 1650 cm–1, the wavenumber of dH�O�H in H2O molecules. It shows
that this dH�O�H band appears at a slightly different wavenumber when H2O molecules are
surrounded by other H2O molecules, as in normal liquid water, than when H2O molecules
are surrounded by D2O and a few HDO molecules, as in the solid spectrum of Figure 7.3.
In the latter case, H2O molecules are surrounded by D2O and HDO molecules that display
nonresonant dD�O�D and dH�O�D vibrations, whereas in normal liquid water dH�O�H vibra-
tions are in resonance with dH�O�H vibrations of neighbour moleculess. The dH�O�H band
falls consequently at a somewhat different wavenumber. The result is the difference band
at 1650 cm–1 in the spectrum of HDO molecules that arises from the subtraction of the
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Figure 7.3 IR spectra of HDO molecules diluted in heavy water (full line) and of normal and heavy
waters (dashed line and dots). The intensity of each spectrum is normalized so as to correspond to
the same number of H2O, HDO or D2O molecules. The original mixing corresponds to a concentra-
tion C � 0.2 (0.8 heavy water for 0.2 normal water).
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spectrum of liquid water from the spectrum of the preceding mixture, a subtraction per-
formed in view of obtaining the spectrum of HDO molecules in Figure 7.3. Let us finally
note that, as described in Ch. 11, this technique of isotopic dilution is used in medicine to
measure the total amount of body water of a person.

H/D substitution in biology: a dramatic effect on reactivity

The doubling of the mass caused by an H/D substitution in H-bonds has still more marked
effects on transfers of protons or transfers of H-atoms, defined in Ch. 6, than on vibrations
examined above. These transfers are a specificity of H-bonds and their existence has been
declared the third fundamental property of H-bonds. Transfers of protons are at the origin
of acid/base chemistry and of protonic conduction. Important changes of conductivities are
found in protonic conductors when protons are changed into deuterons. Exchanging pro-
tons into deuterons may consequently serve to decide whether conductivity is electronic or
protonic (11), because electronic conduction is insensitive to such an exchange. However,
as argued in Ch. 10, transfers of protons are certainly not fundamental mechanisms in biol-
ogy. H-atom transfers are conversely fundamental mechanisms. Little is known of these
transfers for which the effect of deuteration has been scarcely measured. In benzoic acid
dimers, the lifetime of a tautomer such as shown in the upper part of Figure 6.10 is some
30 times longer in the deuterated sample than in the hydrogenated one, as measured by
precise optical techniques (12). In other words, the transition probability of H(D)-atoms
between the two tautomers is decreased by a factor of 30 when passing from H-benzoic
acid to D-benzoic acid. This is not so much surprising a result as tunnelling, which is for
an important part responsible for such transfers, is well known to be hypersensitive to the
mass of the transferred particle. It strongly suggests that an H/D substitution may have dra-
matic consequences in biology. And indeed life becomes very difficult in heavy water. It
may be interesting to look in more detail to this point that has been reviewed (13) in detail,
with, however, not the point of view of a molecular chemist adopted here but rather that of
a biologist who attempts to define the toxicity of such an H/D exchange. It is thus true that
the replacement of normal water by heavy water is lethal for nearly all living organisms,
particularly evolved organisms. Prior to 1960, significant concentrations of deuterium
were considered incompatible with life. Presently such a definitive conclusion cannot be
reached and should be somewhat modified. Some very primitive organisms, such as green
algae and bacteria, have thus been shown to be able not only to survive but also to grow
within heavy water (14). Not very surprisingly, they however grow with a very much
slowed-down metabolism. These “autotrophic” simple organisms can accommodate such
a slow metabolism, even if they do it with some difficulties. Autotrophy is that feature of
very primitive organisms that only need water, inorganic salts, CO2, N2 and light to live.
All other organisms require having at their disposal amino acids, polysaccharides and
other essential nutrients that have been preformed by other feeding organisms. This
requirement strongly complicates the interpretation of the effect on them of H/D substitu-
tions, which can be satisfactorily carried out only with such autotrophic organisms. When
grown in heavy water, these algae perform photosynthesis at a rate that is depressed by at
least a factor of 3 (15), which strongly supports the previous suggestion that the primary
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effect of such an H/D substitution is to slow down all bioreactivity. Some primitive algae
and also primitive bacteria are able to adapt themselves to such a slowing down. It
becomes so much difficult for more evolved organisms that it is indeed lethal.

This partial compatibility of life with heavy water suggests that a Darwinian evolution
might have also succeeded if, instead of normal water, life would have started developing in
heavy water some 3–4 billion years ago. What would be presently such a life? No answer can
be given to this question. However, we may suspect that life would most likely still be in a
much earlier stage of the evolution, because of the much slowed-down reactivity in heavy
water. It might also have taken a completely different route because evolution, as history,
strongly depends on contingency, which means it changes its course with the advent of for-
tuitous events that have an extremely low probability to be the same that the evolution we
know has experienced.

Heavy water can be easily accepted at low concentration and, as explained in Ch. 11,
can be injected with no problem in the blood of a person to measure his total body water.
This is so as long as HDO and D2O molecules remain in a sufficiently low concentration
that they do not take the place of H2O molecules in metabolic reactions. At higher con-
centrations, they become toxic, as by reducing rates of transfers of H-atoms between pro-
teins and enzymes, for instance, they completely disorganize the synchronization of the
sets of metabolic reactions these organisms require to perform continuously and coher-
ently to survive. It becomes consequently lethal for most organisms, with the exception of
primitive ones that apparently succeed finding and adapting new kinds of metabolisms.

H-BONDS AND D-BONDS AS SEEN BY METHODS SENSITIVE 

TO NUCLEAR SPINS

In this section the effect of the change of the nuclear spin after an H/D substitution in H-bonds
is examined. Such a change of the nuclear spin does not induce any modification of the prop-
erties of H-bonds, as their electronic structures are not modified, but some experimental
methods are sensitive to this change. NMR spectroscopy is one of them, which is sensitive to
the spin of the nucleus. The proton has a spin ½, whereas the deuteron has a spin 1 that goes
on with a relatively intense electric quadrupole moment that is zero for the proton. The deuteron
is consequently, from the point of view of NMR, a completely different nucleus. A deuterated
sample then becomes interesting to study with NMR spectroscopy, as it distinguishes H-bonds
from D-bonds and allows studying only those bonds that are deuterated. Furthermore, deuter-
ated bonds experience much less the effects of neighbour nonexchangeable H-atoms of for
instance C�H groups. As these groups are often numerous, this may result in a considerable
simplification of the spectra. This possibility is, however, limited by the increase of the num-
bers of NMR bands due to the spin 1 of the deuteron as compared to the spin ½ of the proton,
and by the complication due to the presence of a quadrupole moment that makes spectra more
difficult to interpret than those originating from protons. Such a substitution, in principle inter-
esting, is consequently not a general method to study H-bonds, all the more so that NMR
spectroscopy, in opposition to IR spectroscopy, is not especially sensitive to H-bonds.

Neutron scattering is another method that probes nuclear spins. Neutrons are scattered
by spins of both protons and neutrons of nuclei. Scattering cross-sections of deuterons are
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consequently different from those of protons. As already seen in Ch. 3, coherent scattering by
deuterated samples is at the origin of precise measurements of molecular distances by dif-
fraction of neutrons, making neutron diffraction a method that is complementary to X-ray
diffraction, a fundamental method in molecular physics. The strong point of neutron dif-
fraction is that the deuteron coherent cross-section is comparable to that of other nuclei. It
allows precise localization of D-atoms. X-rays, which are scattered by electrons, often meet
difficulties localizing these H- or D-atoms that have around them a much smaller number
of electrons than all other atoms. Neutron scattering is consequently an interesting method to
determine the structures of D-bonds. The proton itself has a coherent cross-section compara-
ble to that of the deuteron. It is, however, severely hampered by its much bigger incoherent
cross-section that often masks its coherent scattering. Most samples have consequently to
be deuterated for their structure to be determined by neutron scattering. This is not always an
easy task. In some cases, such as liquid water or aqueous solutions, where one kind only
of H(D)-atoms that all establish H(D)-bonds are present, neutron diffraction can then be
informative. As seen in Ch. 11, one can then furthermore take advantage of the different
signs of the coherent cross-sections of deuterons and protons to vary the contrast of these
nuclei, a unique possibility offered by neutron scattering experiments. Deuteration of H-bonds
is consequently interesting to carry out when performing coherent neutron scattering exper-
iments that allow determining the positions of D-atoms and therefore decide whether they
establish D-bonds or not. Such experiments require, however, heavy equipments and their
implementation is consequently limited, even if most often profitable.

CONCLUSION

Replacing H-bonds by D-bonds has no effect on the electronic structure of H-bonds when
nuclei are held at fixed positions. It nevertheless has a small, indirect effect on thermo-
dynamic properties, because quantities such as enthalpies of formation of H- or D-bonds
not only depend on their electronic structure, but also incorporate a significant vibrational
component that is sensitive to this substitution. The result is a difference of enthalpies of
formation of H- and D-bonds that amounts to only some percent of the total enthalpy of
formation and remains consequently weak with respect to kT at room temperature for weak
and intermediate strength H-bonds. It means that at room temperature this difference is not
really apparent. Such a substitution consequently conveys almost no information for
calorimetric methods. The geometry of the H-bond is also little affected by such a substi-
tution that results in a small lengthening of the X�Y equilibrium distance in X�D�Y as
compared to X�H�Y. It is an indirect, or second-order consequence of the strong and
characteristic anharmonic modulation of the ns stretching vibration of the H-atom by the
X�Y distance. It implies a weak effect with little information.

This H/D substitution has conversely appreciable effects on the dynamics of H-bonds
that are sensitive to the doubling of the mass of the H-atom that establishes an H-bond. It
appears particularly well in vibrations and can consequently be used in vibrational spec-
troscopy, particularly IR spectroscopy, to convey original information on H-bonds. Isotopic
dilution techniques can then be most interesting either to decouple the ns vibration of a par-
ticular H-bond from that of surrounding H-bonds that display resonant vibrations, thus
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simplifying the interpretation of IR spectra. It can also be used to diminish the absorp-
tion mainly due to this vibration to avoid catastrophic saturation of bands. This is particu-
larly useful in the case of liquid water or aqueous media. The ability of H-bonds to transfer
protons or H-atoms is much more sensitive to such an H/D substitution that has then more
important consequences, particularly in biomedia where it displays dramatic effects: it is
lethal for almost all living organisms, except a few primitive ones that may not only sur-
vive when living in heavy water but may adapt themselves to such hostile conditions.
Deuterium is consequently not, as previously thought, really a poison for life. It is toxic
for nearly all organisms above some concentration that depends on these organisms but its
toxicity is the result that H2O molecules are necessary for life as we know it to proceed,
and cannot be replaced by D2O or HDO molecules that have the effect of severely 
slowing down the reactivity, completely disorganizing the synchronization of the set 
of metabolic reactions these organisms require to perform continuously and coherently 
to survive.

Besides these effects on the properties of H-bonds, H/D substitutions may be used to
observe exchangeable X�H groups using experimental methods such as NMR spec-
troscopy or neutron diffraction that are sensitive to the change of the nuclear spin when
passing from H- to D-atoms. Coherent neutron scattering experiments can thus provide a
precise determination of the positions of D-atoms. As these methods are not especially sen-
sitive to H-bonds they are not, however, general methods for the study of H-bonds.

APPENDIX

The basic equations that rule the mechanics of H-bonds are developed in this appendix.
They have been already established in the appendix of Ch. 5 but take here a slightly different
form that makes the role of the mass m of the H-atom more apparent, in view of predicting
effects of an H/D substitution. The formation of an H-bond is the result of an electrostatic
interaction between the electrons and the nuclei of two molecules X�H and Y. Molecules
are quantum objects that are ruled by an Hamiltonian H that depends on the coordinates r of
electrons, q of the H(D)-atom that establishes an H(D)-bond and Q that defines the relative
positions of the two molecular components X�H and Y. r stands for all coordinates re of all
electrons e. The relative coordinates q and Q of the nuclei are defined in Figure 2.1. Q stands
for all three intermonomer coordinates Qs, Qu and Qw defined in this figure. The quantum
description is necessary for this H-bond, because a classical description fails to describe any
chemical bond. This Hamiltonian H writes:

(7.A1)

where the first three terms are the kinetic energy operators for all electrons e of mass m,
for H- or D-atom of the H-bond with mass m that will later be set equal to mH or mD

(� 2mH), and for intermonomer modes with (reduced) mass M. The momenta pe, p and P
of these three sets of coordinates are equal to �i�(�/�x) where x is one of the coordinates re

of electron e, q of H-atom, or Q of an intermonomer distance. The eigenfunction of interest
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of this Hamiltonian, or in other words the wavefunction governed by this Hamiltonian that
describes the whole H-bond, writes

(7.A2)

where wel(r,q,Q) is the ground state electronic wavefunction and f(q,Q) the vibrational wave-
function. Writing C(r,q,Q) in this form is the consequence of the “Born–Oppenheimer” or adi-
abatic approximation that is a very good approximation for nearly all molecular systems in their
ground electronic state. It supposes that, due to their masses m that are three orders of magni-
tude smaller than m, and at least four orders of magnitude smaller than M, the electrons are
much more rapid than vibrations. They consequently adapt themselves immediately to any
change of the nuclear configuration. Nuclei are conversely so slow that they cannot induce
transitions between electronic states. Mathematically, this leads to each matrix element of
momenta of nuclei p or P between ground electronic state wel(r,q,Q) and any excited electronic
state wel

*(r,q,Q) to be equal to 0, which leads to the form written in eq. (7.A2) for C(r,q,Q).
The ground state electronic wavefunction wel(r,q,Q) is the wavefunction of lowest energy
of the electronic Hamiltonian Hel(r,q,Q) that enters H(r,q,Q) of eq. (7.A1) and has the form

(7.A3)

with U(r,q,Q) the total (electrostatic) interaction potential between electrons and nuclei of
this H-bond. The energy V(q,Q) of this ground electronic state is the eigenvalue of lowest
energy of Hel(r,q,Q), which means that the electronic wavefunction of this H-bond verifies
the equation

(7.A4)

We have already seen in eq. (1.5), how this energy term V(q0,Q0) at the distances q0 and
Q0 of the nuclei of the H-bond for which V(q0,Q0) is minimum, contributes to the value of
the enthalpy of formation of this H-bond, together with the term V(q0,�), for the two mole-
cules X�H and Y when they do not establish an H-bond, which is equivalent to having Q
infinite. In our present description this term V(q,Q) acts as the potential energy for the
vibrations q of the H-atom and Q for intermonomer vibrations. We may develop it in powers
of nuclear coordinates as

(7.A5)

which is that of a harmonic vibration in q that is strongly anharmonically coupled to inter-
monomer vibrations Q via the Q dependence of v. This coupling physically appears as a
modulation of the frequency n � v/2p of this vibration in q (the X�H distance) by inter-
monomer distances or modes. The Fermi resonance terms that appear in many IR spectra
of H-bonds are neglected because they are pure spectroscopic effects that have no geo-
metrical or thermodynamic consequences. The last term in eq. (7.A5) is the potential that
governs the three intermonomer modes. It is written in the form of a harmonic potential in
Q. Such a form has been established in eq. (5.2), where only the intermonomer stretching
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vibration Qs was considered to modulate q and where also the term V(q0,Q0) was not written
because it was then irrelevant. In eq. (7.A5), Q represents the three intermonomer vibrations.
In this last equation, other vibrations of the H-bonded complex X�H�Y are disregarded
because they are independent of the establishment of the H-bond and are at the origin of an
irrelevant constant term in the energy.

The mass m of the H- or D-atom in X�H(D)�Y explicitly appears in eq. (7.A5). However,
V(q,Q), the energy of the ground electronic state, is independent of this mass, as the potential
U(r,q,Q) in eq. (7.A3) only depends on the charges of nuclei, not on their masses. This is also
true of the electronic wavefunction wel(r,q,Q). It implies

(7.A6)

with K representing the “force constant” for the q motion. It only depends on Q and is
independent of the isotopic constitution. As mD � 2mH, we deduce from eq. (7.A6):

(7.A7)

This result is also valid when no H-bond exists, that is when the two components X�H and
Y of the H-bond are very far apart, which is equivalent to Qs being infinite and vD and vH

being independent of Q. It is also valid for C�H groups that do not establish H-bonds. 
It implies that stretching bands of X�H groups appear at frequencies vH/2p that are com-
pletely different from frequencies vD/2p at which stretching bands of corresponding X�D
groups appear. It allows us to unambiguously identify bands due to D-atoms of X�D
groups. When this group does not establish an H-bond, these bands are narrow. In the case
of broad bands that originate from groups that establish H-bonds, supplementary effects
appear due to the Q dependence of vH and vD. They are described below.

The Hamiltonian that governs these intermonomer vibrations in the ground electronic
state of the H-bond is H(q,Q). It has been defined in eq. (5.2) and takes here the form:

(7.A8)

In Ch. 1, we have seen that the contribution of these vibrational terms represents some
25% of the total enthalpy of an H-bond. It is not negligible and stresses the importance of
these vibrations. An adiabatic separation between the rapid mode q with wavenumbers
around 3000 cm–1 and slow intermonomer modes Q with wavenumbers around 200 cm–1 is
still valid, although less easily justified than the Born–Oppenheimer separation between
electrons and nuclei. The wavefunctions of H(q,Q) then takes the form defined by eq.
(5.3). The energy of the rapid mode q is then equal to �v(Q)/2 following eq. (5.4), with
the ground state in q defined by n � 0 representing the only state of this mode that is pop-
ulated at ambient temperature around 300 K (the first excited state of this mode with n � 1
has an energy corresponding to a band with wavenumber giving an � 3000 cm 1�
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Boltzmann factor for its relative population e�(3000 
 11,600/300 
 8054) � 610�7 � 0, using 
eq. (1.A4) and following text of the appendix of Ch. 1). This energy, �v(Q)/2, of the q mode
acts as the potential energy that governs the intermonomer modes, so that the Hamiltonian
for these modes, equal to that defined in eq. (5.5) where V(q0,Q0) is omitted and Q limited
to Qs is then, following eq. (7.A5),

(7.A9)

Assuming that all three intermonomer modes modulate the frequency of the H-atom
stretching mode q, we now have to specify their coordinates Qs, Qu and Qw that we have
up to now represented as Q. The values at which the electronic energy of the H-bond is
minimum are Q0 for Qs and 0 for Qu and Qw. Then v takes the form already displayed in
eq. (5.A48) that writes

(7.A10)

With linear and quadratic terms in all three coordinates being regrouped, H0 (eq. (7.A9))
writes:

(7.A11)

with

(7.A12)
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– 8 –

The H2O Molecule in Water Vapour and Ice

H2O: AN EXCEPTIONAL MOLECULE

The water molecule, H2O, is one of the simplest and most stable molecules, often appear-
ing at the end of many chemical reactions. It is also one of the most familiar molecules,
the unique component of liquid water, which we drink and use in many ways everyday. All
this suggests that it should be a well known and a more or less inert molecule. This chap-
ter and the following ones clearly show that this is far from true (1). It is a polar molecule,
with a marked electric dipole moment of 1.83 D (1 D � 1 Debye � 3.34 � 10�30 C m
� 0.21 e Å) directed along its axis of symmetry. Its H�O�H angle is 104.5� and its O�H
distance is 0.96 Å (2). It is depicted in Figure 8.1 where another of its properties is empha-
sized: it has two acceptor sites for H-bonds and two donor sites. This is due to its electronic
structure, which consists of two s orbitals that form the two covalent O�H bonds, and of
two nonbonding orbitals that remain on its O-atom and are each occupied by two lone-pair
electrons. The geometry of these four electronic orbitals around the O-atom is that of a
tetrahedron. The two O�H groups are H-bond donors and the two lone-pair electrons are
H-bond acceptors. This discrete and scarcely invoked property may look trivial, but it is
indeed exceptional and has far-reaching consequences, one among them being that with-
out this unique possibility of the H2O molecule, life would most probably not exist and we
would not be here to comment on it. We shall see in the following how it can be so. This
structure provides this small molecule with four sites to establish H-bonds. It makes it a
ubiquitous molecule that easily finds a configuration to establish H-bonds with any neigh-
bour molecule that displays H-bond receptor or acceptor sites. It gives the H2O molecule
a unique ability to develop around itself a dense H-bond network, which is an assembly of
numerous, closely lying and interacting H-bonds. This H-bond network ensures the stabil-
ity of the various important biological configurations covered in Ch. 2, as, at room tem-
perature, it is a source of flexibility that makes the steric conditions required for these
configurations much less stringent than suggested in the figures there. We now think, based
on arguments presented in Ch. 10, that the presence of such a dense and flexible H-bond
network, which only the H2O molecule can develop, is at the basis of bioreactivity and is
necessary for bioreactions to proceed. The importance of this dense H-bond network that
appears around H2O molecules is described in this and the following two chapters.

The H2O molecule is thus a paradoxical molecule: it is both a very simple molecule on the
one hand, and one that has exceptionally rich and complex ways to bind to other molecules
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on the other hand. It consequently displays very subtle properties, which have vital conse-
quences, but which we still do not completely understand nor are able to evaluate. It makes
this most familiar molecule a still poorly known molecule. In this and the following chapters
we consequently describe it in its various states and environment: first of all when it is iso-
lated, as in water vapour, behaving as any other isolated molecule. Then in company of
other H2O molecules, in an ordered structure at relatively low temperature, ice (this chap-
ter), where it encounters few possibilities to evolve, but where it already starts displaying
peculiarities. Next in liquid water, where its exceptional possibilities fully appear, most of
which are not yet really understood. Finally, when embedded in macromolecules, where
exceptional properties also appear, are even less understood, but nevertheless give hints for
answering the question: how is it that water is a necessary condition for life, and water only?
After these chapters a last one on the water molecule follows, where experimental meth-
ods are described to study this molecule that is not so easy to observe, another paradox.

We thus see that from now on we depart from the objects of preceding chapters, which were
mainly related to the properties of H-bonds. In these preceding chapters aqueous systems were
occasionally discussed, when some of their properties were considered as representative of

196 8. The H2O Molecule in Water Vapour and Ice

Figure 8.1 The water molecule (upper drawing) and its tetrahedral configuration in ice (lower drawing).
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more general properties of H-bonds. We now concentrate on aqueous systems where a
dense H-bond network always exists, with the exception, however, of the next section of
this chapter, where isolated H2O molecules are described.

WATER VAPOUR

The major greenhouse gas and its strong IR bands

The water molecule, which displays only � bonds, exhibits no absorption bands in the vis-
ible region. Water vapour is consequently transparent in this spectroscopic region. It means
that we do not see water vapour with our eyes, even if we often see white plumes in our
surrounding atmosphere or clouds in the sky that we may be tempted to attribute to water
vapour, but are in fact microdroplets of liquid water that do not absorb visible light, but
scatter it. It shows that we have to carefully distinguish the various aspects of what we call
“water” and in order to fix things, we always specify in this book whether we are consid-
ering water vapour, liquid water, a water molecule, etc. In the IR region, water vapour dis-
plays characteristic bands, shown in the IR spectrum of ambient atmosphere displayed in
Figure 8.2, which makes H2O molecules in the vapour phase most easily identified by IR

Water Vapour 197

Figure 8.2 IR spectrum of a few centimetres of ambient atmosphere. The two bands due to atmos-
pheric carbon dioxide are labelled CO2.
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spectroscopy. In this figure we see the bands due to the two main molecules at the origin
of the “greenhouse effect”, H2O, responsible for more than two third of it, and CO2, the
molecule whose concentration is much less than that of H2O, but has regularly increased
in the atmosphere during the last 100–200 years and is thought to be responsible of the cor-
responding increase of the average Earth surface temperature. As these two molecules
exhibit strong and broad absorption bands in the region 600–1800 cm�1, they absorb an
appreciable part of the radiation emitted towards the outer space by the Earth, a black body
at temperature around 300 K. They are thus the two main gases of the atmosphere that keep
this radiative energy at the Earth’s surface. A characteristic feature of the H2O molecules
is their extremely rich rotational structure, which appears in the form of many very narrow
bands with widths a few 1/100 cm�1. This rotational structure is due to the presence of tran-
sitions between rotational levels that accompany vibrational transitions of gaseous mole-
cules. As the resolution of the spectrum drawn in Figure 8.2 is 2 cm�1, each narrow band
encompasses several rotational sub-bands. Due to the very small moments of inertia of
H2O, these rotational sub-bands extend over a broad spectral region. No such detailed
structure appears in the two vibrational bands of CO2, because rotational bands are more
compact, due to the moments of inertia of CO2 being much bigger than those of H2O. It
makes individual rotational bands separated by much smaller distances. We thus only see,
with this spectral resolution, the envelop of the rotational bands of CO2, which extends
over some 100 cm�1 for both its bands at 670 and 2350 cm�1.

For H2O molecules, we expect three internal vibration bands: two ns bands correspond-
ing to the two O�H stretching vibrations and one bending dH�O�H band that corresponds to
vibrations of the H�O�H angle around its equilibrium position of 104.5�. The dH�O�H band
is the band centred around 1595 cm�1, with rotational sub-bands that make it extend over
700 cm�1. The two ns bands are centred at 3657 and 3756 cm�1 (2–4) and their overlapping
rotational sub-bands extend over some 500 cm�1. They correspond respectively to the sym-
metric and antisymmetric O�H stretching modes of the isolated H2O molecule, called n1

and n3 respectively. The dH�O�H band has been called n2 by the first spectroscopists who
recorded the spectrum of the water molecule. As nowadays n stands for stretching bands,
we keep its more recent labelling, dH�O�H, with d standing for bending bands. We may note
that only individual H2O molecules that do not establish H-bonds exhibit a rotational struc-
ture that extends over a broad spectroscopic region. These H2O molecules keep a very
small moment of inertia, which becomes markedly bigger when they form dimers, trimers,
etc. H2O molecules in n-mer then display rotational structures that extend over a much nar-
rower spectroscopic region. Clearly bands with such rotational signatures are not visible
in Figure 8.2. We conclude that in water vapour at ambient pressure a very small propor-
tion of H2O molecules establishes H-bonds on other H2O molecules. Indeed the concen-
tration of dimers in saturating water vapour is of about 5 � 10�3 only at 40 �C (5). Their
roles in the thermal radiative balance of the Earth and also in many atmospheric processes,
seem nevertheless more important than their low concentration suggests, a point that is
much discussed in the meteorological scientific community (6). In these dimers n1 and n3

can still be identified (7), because the H-bond acceptor H2O molecule of the dimer still
keeps its two O�H groups free. In bigger n-meres, this is no longer the case, and two kinds
of ns are seen: narrow ns(O�H) around 3700 cm�1 and much broader ns(O�H�) at
markedly lower wavenumbers, meaning that IR sees H-bonded O�H�O groups and free
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O�H groups. These two groups of configurations exist at the surface of liquid water, and
are clearly distinguished in sum-frequency (8) vibrational spectra described in Ch. 4. The
harmonic interaction that is at the origin of the 100 cm�1 splitting of n1 and n3 modes in
isolated H2O molecules is no longer visible, even if it is still present: the two O�H vibra-
tions of a same H2O molecules, which are resonant when this molecule is isolated, are no
longer resonant when this H2O molecule establishes H-bonds because of the great disper-
sion of the frequencies of ns(O�H�), seen in Chs. 4 and 5, and the separation of frequen-
cies of ns(O�H) and of ns(O�H�) modes.

Formation of raindrops

The isolated H2O molecule thus behaves as all other simple small molecules. It does not
mean it is inert. In the atmosphere it is a central molecule that is strongly implicated in the
physics and chemistry of the troposphere—that part of the atmosphere situated between 10
and 15–20 km from the Earth surface. In the troposphere and lower atmosphere, molecules
such as H2SO4 or NH3, the only significant base in the atmosphere (9), may establish 
H-bonds with it, forming aerosols that constitute nuclei for condensation of water vapour
into water microdroplets. These water microdroplets are small. It means that their surface to
volume ratio S/V is sufficiently great so that they remain sustained in the atmosphere, just
as dust particles do. Owing to their strong absorption in the IR region, they contribute to
the global climate balance (10). They are spherical, a shape that minimizes the number of
“dangling” surface O�H groups that cannot establish H-bonds and consequently make
spherical aggregates the clusters with lowest energy. The radii of these spheres are of the
order of the wavelength of visible light. They consequently scatter it efficiently and may
thus be detected by the eye. They may, however, gain enthalpy when two or several micro-
droplets collapse giving birth to bigger droplets, which exhibit a smaller S/V ratio, and
therefore a smaller proportion of surface O�H dangling groups. Colliding microdroplets
may thus coalesce into more stable bigger spherical droplets. This enthalpic effect is coun-
terbalanced by an entropic one that favours a greater number of droplets and the equilib-
rium between coalescence and dispersion depends on the equilibrium between these two
trends, an equilibrium that is a function of temperature and pressure. However, bigger
droplets with their weaker S/V ratio can no longer be sustained in the atmosphere above
some value of their radii. The water molecules then fall on the soil, in the form of rain-
drops. In addition, falling raindrops that contain these foreign molecules on which H2O
vapour molecules have initially nucleated, scavenge them from the atmosphere by solving
them and driving them towards soils.

ICE (S)

The peculiarity of the H2O molecule lies in the presence of four sites to establish H-bonds
that are partitioned into two donor sites and two acceptor sites. An H2O molecule is thus
able to establish four H-bonds around it. This is what it does when surrounded by other
H2O molecules, and this gives a unique species where the number of H-bonds is then equal
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to that of covalent bonds, a really exceptional property. It happens in ice, but this will be
seen to be also the case of liquid water. In ice H2O molecules build highly ordered arrange-
ments that are such that the two H atoms of each H2O molecule establish two H-bonds on
neighbour H2O molecules, while the two lone-pairs of this same molecule accepts two
other H-bonds from two other H2O molecules. The four H2O nearest neighbours of each
H2O molecule are consequently positioned in a tetrahedral arrangement around it (Figure
8.1, lower drawing). This is possible, at the price of a small distortion of the H-bonds: the
angle H�O�H of individual H2O molecules is equal to 104.5� in vapour. In ordinary ice,
obtained by freezing liquid water or condensing water vapour at ambient pressure and tem-
peratures below 0 �C, the value of the H�O�H angle falls in the vicinity of 106�, which
allows accommodating the tetrahedral angle of 109.5� of the O-atoms with such a slight
distortion of H-bonds.

Ice Ih and ice Ic

Crystal structures

Ordinary ice is called ice Ih for hexagonal ice. It is the only form of ice that is found in
natural conditions, with maybe an exception mentioned below. It is the form of snow crys-
tals, ice of glaciers, ice cubes that come from refrigerators, etc. Its structure is drawn in
Figure 8.3. The O-atoms are found on summits of nonplanar hexagons having a chair form.
Projection of these hexagons on a plane perpendicular to axis gives regular hexagons
(lower drawing). Between two adjacent O-atoms on a same nonplanar hexagon lies a sin-
gle H-atom, covalently bonded to one of these two O-atoms and establishing an H-bond
on the other O-atom. From the heat of sublimation of ice, Whalley (11) calculated the
energy of formation EHB of these H-bonds as being equal to some 23 kJ mol�1. Each 
O-atom is in addition alternatively linked to the O-atom of a hexagon either of the upper
layer or of the lower layer. This link is of the form O�H�O or O�H�O. The O-atoms in
ice Ih are thus regularly assembled in a tetrahedral environment. Such a hexagonal
arrangement is not so much usual. It is, however, encountered also in the case of silica,
where the Si�O�Si motif replaces the O�H�O motif of ice Ih. Let us note that the elec-
tric dipole moment of individual H2O molecules in ice Ih is of the order of 3.1 D (12), that
is 1.7 D greater than that of isolated H2O molecules in vapour, which we have seen to be
of 1.83 D at the beginning of this chapter. This is a nice illustration of the cooperativity of
H-bonds we have defined in Ch. 4.

In opposition to O-atoms, H-atoms are only partially ordered. They are found between
two adjacent O-atoms, closer from one of them than from the other one. Their distribution
between these two possible positions is not completely random, but obeys the “ice rule”,
which states that each O-atom is covalently bound to two H-atoms and at the same time
accepts on its lone-pair electrons two H-bonds from two neighbour O�H groups. As many
configurations of H-atoms can fulfil this ice-rule, the H-atoms are somewhat disordered. It
means that the ground state of ice, the only one populated at 0 K, is degenerate, consisting
of numerous states with same energy, which correspond to the numerous possible positions
of the H-atoms. This is a situation which is scarcely encountered and is at the origin of a
residual entropy at 0 K, which reflects the disorder of H-atoms at this temperature. As 
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L. Pauling has shown as early as 1935, the value of this residual entropy can be easily eval-
uated (13). For each O-atom, four energy boxes exist, which correspond to two covalent
bonds and two H-bonds, and there are � (4!/2!2!) � 6 possibilities to distribute these
two covalent and H-bonds among these four energy boxes ( is the number of possible
combinations of four objects taken two by two). With no ice-rule, which means with a
complete random distribution of the H-atoms between the two positions they can take

C4
2

C4
2

Ice (S) 201

Figure 8.3 Hexagonal ice Ih: projection on the plane (upper drawing) and on the plane
(lower drawing), where the hexagons are apparent. The middle drawing is an intermediate projection
derived from the upper drawing by a rotation around followed by a small rotation around .
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between two O-atoms, this number of possibilities would amount to 24 � 16. For N H2O
molecules the number of configurations that obeys the ice-rule is consequently W, with

(8.1)

Using the Boltzmann’s definition of entropy, we find the residual entropy Sr corresponding
to this number of degenerate states for one mole of H2O molecules to be, with R, the gas
constant equal to 8.31 J deg�1,

(8.2)

This is equal to the measured experimental value. Let us note that the Pauling’s evaluation
is a first approximation, as it treats all O-atoms as being independent and neglects corre-
lations of configuration between neighbour O-atoms. This correlation enters for a small
part only in the value of the residual entropy, but it has up to now not been calculated. The
existence of such a residual entropy has no important consequences, except that if it is not
properly taken into account, thermodynamical values may differ when measured from dif-
ferent experiments, thus lacking consistency.

On condensing water vapour at 193 K (�80 �C) a slightly different form of ice is obtained,
which is cubic ice Ic. It is a metastable form with respect to ice Ih (11), which may coexist
with it up to 273 K. Johari (14) gave rational explanations of the conditions of formation of
ices Ic and Ih, based on the difference of surface energies of both forms. He concluded that
small spherical clusters of ice Ic are the ice-stable form when radii of these spheres are
smaller than some 15 nm and become metastable when radii are greater than some 15 nm. In
that case, which is the most commonly encountered, the stable form is ice Ih. This 15 nm
becomes 10 nm when such clusters are found in the form of films. Ice Ic thus appears pref-
erentially to ice Ih when high pressure ice is decompressed towards atmospheric pressure at
low temperatures (15). It takes on the cubic form of diamond, which is also that of crystals
of silicium, germanium, etc. The basic arrangement of O-atoms is the same as in ice Ih: that
of a tetrahedral ordering. The relative disposition of the various tetrahedrons is not the same.
Thus the two tetrahedrons drawn in the two lower drawings of Figure 8.4 are the same. In
these parts O-atoms 1, 2, 3 and 4 display the same relative configuration in both ice Ih and
ice Ic. The tetrahedral configurations of atoms 5, 6, 7 and 8 are positioned differently with
respect to atoms 1, 2, 3 and 4 in ice Ih (left) and ice Ic (right). This clearly appears in the pro-
jections perpendicular to the 1–5 axis that appears in the two upper diagrams. These projec-
tions clearly show that the configuration of the upper atoms 6, 7 and 8 of ice Ic is obtained
from that of ice Ih by a 180� rotation around the 1–5 axis. This new configuration allows for
a cubic elementary cell. In the left upper drawing of Figure 8.4, we recognize parts of the
regular hexagons that appear in the plane of ice Ih (Figure 8.3). In the Ic crystal, H-atoms
are disordered the same way as in ice Ih, with same consequent residual entropy at 0 K.

IR spectrum

In this chapter we do not display the IR spectrum of ice, as it conveys no new information that
can be presently exploited, being consistent with the structure revealed by X-ray diffraction,
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discussed previously. It fully agrees with the presence of a very dense H-bond network
revealed by X-ray, displaying no band around 3700cm�1 that would indicate the presence of
free O�H groups. We nevertheless display this IR spectrum in Ch. 9 devoted to liquid water,
as its comparison with the IR spectrum of liquid water will then allow to draw precise con-
clusion on the H-bond network of liquid water, which is far less precisely known than that of
ice and for which X-ray or neutron scattering methods are much less informative. Concerning
this IR spectrum of ice displayed in Figure 9.2, let us simply note two points. The first one
is the value of the integrated intensity of the ns(O�H�O) band which is about 25 times
that of the ns(O�H) band of water vapour (16), making H-bonds of ice appear as intermediate-
strength H-bonds. The second point is the exceptional wavenumber at which the libration
bands appear: around 830cm�1, its peak wavenumber, which is a value much greater
than the wavenumber of the stretching intermonomer band, which appears at 214 cm�1.
Librations, also called hindered rotations, are the three relative rotations (intermonomer rota-
tions) of individual H2O molecules around their three main axes. Stretching intermonomer

rH O2

Ice (S) 203

Figure 8.4 Tetrahedral orderings in ice Ih (left diagrams) and ice Ic (right diagrams). In both bot-
tom drawings the axis defined by O-atoms 1 and 5 is the vertical axis of the paper sheet. The two
upper diagrams are obtained from the lower ones by a 90� rotation around the horizontal axis of the
paper sheet. The tetrahedra defined by O-atoms 1, 2, 3, 4 and 5 are the same in all drawings.
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vibrations correspond to relative translations of individual H2O molecules. We may realize
how exceptional this appearance of the libration band at such high a wavenumber (830cm�1)
is, by comparing it to the bending intermonomer bands of other H-bonded systems: in the
case of acetic acid dimers, which is a typical H-bonded system, the stretching intermonomer
bands appear around 160cm�1, which compares quite well with the 230cm�1 of water made
of lighter molecules. The intermonomer bending vibrations (17) appear well below 100cm�1,
which is the rule for the great majority of other H-bonded systems. This value differs by one
order of magnitude from the 830cm�1 of ice. This exceptionally rapid libration of H2O mol-
ecules has especially important consequences in liquid water.

These librations are not free rotations, as in water vapour, but hindered rotations that are
governed by force constants due to H-bonds between H2O molecules. The fact that 
appears at such high a wavenumber is due to the particularly small moment of inertia of
the H2O molecule. In ice these librations have a limited amplitude, and may consequently
be considered as vibrations. This will not be the case in liquid water, where librations will be
seen to display great amplitudes that are at the origin of the dramatic differences between the
properties of ice and liquid water.

Structures of ice surfaces

The crystalline structures of ices Ih and Ic described above are those found in the bulk.
What happens of the organization of the H2O molecules at the surfaces of these crystals?
In ordinary crystals these surface molecules are not numerous enough to be detected and
separated from the molecules in the bulk. However, Devlin and coworkers (18) developed
elegant methods to grow nanocrystals of ice with diameters ranging from 2 to 100 nm. As
seen above, these nanocrystals are Ic crystals. In these nanocrystals the numbers of H2O
molecules on the surface become appreciable as compared to that of H2O molecules in the
bulk, the ratio of the number of surface molecules to the number of bulk molecules vary-
ing as the inverse of the diameters of a spherical crystal. It gives a mean to isolate IR spec-
tra due to bulk H2O molecules and spectra due to surface H2O molecules by comparing the
spectra of clusters of different sizes. It consequently allows differentiating their structures.
It has thus been found that the first layer of H2O molecules on the surface is disordered
and the transition between this layer and the organized crystalline bulk occurs through a
“subsurface” layer made of more ordered H2O molecules establishing bent H-bonds which
extend towards about 3 nm from the surface. This structure implies that crystalline struc-
ture requires a minimum number of at least 300 H2O molecules to appear. Below this num-
ber the ice clusters are made of disordered H2O molecules on the surface and of more
ordered H2O molecules having the structure of the transition layer. Not so much surpris-
ing the libration bands of surface H2O molecules appear at lower wavenumbers than
those of bulk H2O molecules (19): 750 cm�1. The reason is that they are less H-bonded
than bulk H2O molecules and are consequently ruled by a smaller force constant. In these
clusters, the “dangling” O�H groups at the surface of ice, more often called free O�H
groups, are clearly visible (Figure 9.1) at 3694 cm�1 (20), a value intermediate between the
wavenumbers 3657 and 3756 cm�1 of the symmetric and antisymmetric �1 and �3 modes
of isolated H2O molecules in the vapour phase. As explained in Ch. 9, this intermediate
value is due to the rupture of symmetry between the two O�H groups of a same H2O mol-
ecule that has one of it H-bonded and the other one free (dangling).

rH O2

rH O2
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Infrared spectroscopy on thin samples of ice about 10–20 nm thick have also shown that
the H-bond network on the surface of ice in contact with water vapour is not exactly the
same as in the bulk, but more liquid-like, indistinguishable from that of liquid water (21).
This transition layer extends over more than 10 H2O layers at 0 �C but rapidly shrinks (22),
becoming hardly a single layer at �10 �C. The structure of this layer on the surface of ice
is not precisely known. Thus X-ray diffraction indicates that its density is more in the
vicinity of 1.2 g cm�3 than around the expected value: 1 (23). It at least shows that the
arrangements of H2O molecules on the ice surface are definitely different from those in 
the bulk.

Other crystalline phases of ice

In these two previous crystalline forms, ices Ih and Ic, the H2O molecules, with their
H�O�H angle of some 106�, accommodate the tetrahedral arrangement of neighbouring
molecules, with an angle of 109.5�, at the price of a small distortion of the O�H�O H-
bonds. When pressure is applied to ice, the corresponding strain due to these not perfectly
matching angles increases and at some values of the pressure strain becomes unbearable.
The O-atoms are then reorganized to take different positions. It is at the origin of numer-
ous various stable crystalline arrangements, described by the very rich phase diagram
shown in Figure 8.5. This diagram is that initially proposed by Whalley and coworkers
(25), completed of phases that are more recent. In 1984, Whalley and coworkers recog-
nized nine various phases. In 1999, this number amounted to 10, which became 12 in 2002
(26) and 13 in 2004. One of this phase, ice X, with its H-atoms positioned at an equal dis-
tance of the two O-atoms to which it is bounded by one covalent bond and one H-bond,
has not yet been experimentally put into evidence, but has been predicted from a theoreti-
cal model (27). Its domain of stability is that of pressures greater than 50 GPa � 500 kbar,
which is a still difficult domain. In all these phases the O-atoms are tetracoordinated and
the H-atoms partitioned in between O-atoms, obeying the ice-rule. For some of these ice
forms (ices II, VIII and IX and hypothetical symmetrical X) the protons are fully ordered.
Low-pressure ices Ih, II, III, IV, V and IX are open structures, while high-pressure ices VII,
VIII and X are made of interpenetrating lattices which are not connected by H-bonds (28),
but make the numbers of nearest neighbours of each H2O molecules greater than four. The
densities of these latter forms of ice are consequently higher than that of ice Ih. A some-
what ironical point is that the structure of most these various phases are more precisely
known than that of ordinary ice Ih, where the positions of the O-atoms lack precise deter-
mination despite the numerous refinements that have been introduced in their analyses. A
consequence is the relatively great uncertainty that characterizes the value of the H�O�H
angle in ice Ih: around 106�. It indicates that our knowledge of the structure of ordinary
ice is likely to be missing an elusive fundamental point.

Let us note that at the bottom of glaciers, where ice is in contact with rocks that support
a great part of the weight of the glacier and may oppose its downwards flowing, the 
pressure may be locally sufficient for formation of ice IV or V (Figure 8.5). These may
consequently be considered other natural forms of ice, even if they are encountered in
exceptional situations.
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Ice Ih/liquid water interface

Figure 8.5 clearly shows that the line that separates ice Ih from liquid water displays a neg-
ative slope. It corresponds to a well-known property of ordinary ice that is highlighted by
an also well-known experiment. It consists of straddling over an ice cube a wire on which
weights are suspended. The wire slowly penetrates the ice cube. If we look at Figure 8.5,
this line with negative slope indicates that applying a sufficient pressure on ice Ih at a tem-
perature above �20 �C transforms it into liquid water. This is what the weighted wire does.
This is an exceptional property, due to the presence in ice of an exceptionally dense H-bond
network. This can be understood on a molecular basis: as shown by neutron scattering exper-
iments (29) pressure on ice first destroys the tetrahedral symmetry adopted by O atoms. 
It means that pressure first bends H-bonds, weakening them and consequently increasing
the fluidity of ice up to the point of transforming it into a liquid. Compressing H2O mole-
cules, that is reducing their O�O distances, appears as a secondary effect of pressure,

206 8. The H2O Molecule in Water Vapour and Ice

Figure 8.5 Semilog phase diagram of crystalline ice. Reproduced from (11) and (28) (courtesy of
Dr Ph. Pruzan). The LDA � HDA transition is not shown. It appears around 0.2 GPa in the absence
of hysteresis (24).

CH008.qxd  1/11/2007  4:04 PM  Page 206



whereas it is the primary effect on all other species that do not possess such a dense H-bond
network. When pressure is applied on liquid water, where an as dense H-bond network is
also found (see Ch. 9), it has a similar effect: at temperatures in the vicinity of 0 �C, the vis-
cosity of liquid water decreases (or its fluidity increases) when pressure increases, a reac-
tion in an opposite direction to that of all other liquids. It is also due to the same effect:
bending of H-bonds upon pressure.

Skaters fully use this effect of pressure on the exceptional H-bond network of ice. At
molecular level, the possibility of skating on ice is, however, more subtle. It has for long
been thought that the pressure of the blade of a skating shoe is sufficient to transform ice Ih
into liquid water. In reality it is far from sufficient, if one looks at values displayed in Figure
8.5. However, we have seen above that the surface of ice in contact with water vapour is not
exactly the same as in the bulk, but more liquid-like. Thus if skating does not really occur
on liquid water, this may not be far from it, as it is strongly favoured by the presence of this
liquid-like fluid surface layer. We have also seen that this layer extends over more than 
10 H2O layers at 0 �C but rapidly shrinks (22), becoming hardly a single layer at �10 �C. It
implies that skating is best practised on ice near its melting point at 0 �C than on colder ice,
a point that is common knowledge among skaters. The existence of such a quasiliquid layer
on the surface of a crystalline solid is not a specificity of ice, but also occurs on the surface
of many other solids in equilibrium with their corresponding vapour. However, applying
pressure on ice greatly favours sliding, as bending H-bonds makes this layer more fluid.
This is not the case for other solids, where pressure, by shortening distances between mol-
ecules, makes it more viscous, that is less fluid, and consequently hampers sliding. The pos-
sibility of skating consequently owes much to the exceptional H-bond network of ice.

Amorphous phases of ice

Beside these stable crystalline phases described above, there exist metastable phases of ice.
We have already seen the metastable crystalline cubic ice Ic. In addition, there exist vari-
ous amorphous metastable forms. Some of them are obtained by an ultra rapid cooling of
water vapour or microdroplets of liquid water down to temperatures in the range 77–200 K.
Biologists have for long attempted to obtain noncrystalline ice, as crystalline ice has the
inconvenience of having a volume 10% greater than that of liquid water from which it is
produced, leading to destruction of biomaterials when ice appears, thus strongly hindering
the study of these hydrated biomaterials at low temperatures. Vitreous ice may have a den-
sity close to that of liquid water, thus avoiding this drawback. The problem is that the H2O
molecule, with its particularly small moments of inertia and its exceptional ability to estab-
lish numerous H-bonds around it, most rapidly takes the optimum position of ice Ih or ice
Ic with respect to neighbour molecules when it arrives in the vicinity of other H2O mole-
cules at ambient pressure. In other words, crystallization is hard to avoid when water is
cooled under its freezing temperature. A lot of work has been done to obtain solid water
in amorphous states. It is described in an especially clear review by Angell (30). Various
methods to obtain such amorphous phases have been devised, and the various amorphous
solids obtained have been given various names, which often refer to the way water was
processed. Thus deposition of water vapour on a plate below 163 K gives amorphous solid
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water (ASW). Applying a pressure greater than 1 GPa (10 kbar) on ice Ih or ice Ic at 77 K
(liquid nitrogen temperature) results in the formation of high-density amorphous ice
(HDA) (25), which becomes a low-density amorphous ice (LDA) when heated around 120 K
at atmospheric pressure. Quenching microdroplets of liquid water in a matrix or deposit-
ing it at a supersonic speed on a cryoplate gives hyperquenched glassy water (HGW) (31).
The relation between these various forms are not clear (32, 33). Thus the densities of ASW,
HGW and LDA are the same, around 0.94 g cm�3 at 136 K, and X-ray or elastic neutron
scattering experiments are unable to distinguish between them. Methods that are more sen-
sitive to their H-bond networks, such as IR absorption, Raman scattering or inelastic neutron
scattering, allow to detect some small differences between them (34, 35), but no interpre-
tation of these differences has yet been given. Furthermore, only small vibrational and
thermodynamical differences exist between LDA, for instance, and crystalline ice. This is
quite unusual for glasses that nearly always exhibit marked differences with crystals. Also,
the density of LDA is thought to fall in the vicinity of 1.17 g cm�3, but a value of 1.3 g cm�3

has recently been reported (30), which suggests that this density may depend on the route
used to obtain LDA. Progress is thus necessary to clarify the structures and properties of
these various amorphous forms of ice.

Despite the difficulty encountered to obtain them, these amorphous metastable ices are
thought to be the most abundant form of water in the Universe, as they appear in this form
on interstellar dust particles (30). In view of the temperatures found on most these dust par-
ticles, lower than 30 K, HDA is the most likely form to exist in these conditions. In labora-
tory conditions it appears when depositing vapour at temperatures below 30 K. These
amorphous ices are also a matter of interest in exobiology, which beyond classical biology
studies possible forms of life and the origin of life in the universe. They are thought to have
played a fundamental role in bringing such light atoms as C, N and O at the surface of tel-
luric planets, the four planets nearest to the Sun (Mercury, Venus, the Earth and Mars),
which are the only ones to retain on their surface these atoms that are necessary for life to
occur. These light atoms are thought to have appeared by nucleosynthesis some 10 billion
years ago, before the formation of the solar system some 4.5 billion years ago. The Sun
itself has not a big enough mass to synthesize these elements (36). However, remnants of
this period of nucleosynthesis are found on the confines of the solar system, which are
thought to be especially rich in these elements. One hypothesis nowadays is that they have
been transported from these confines of the solar system to these telluric planets by comets
that regularly accomplish back and forth trips between these borders of the solar system and
the vicinity of the Sun. They would have been included inside amorphous ices, a possibil-
ity that crystalline ice does not offer, as foreign atoms or molecules are expelled from it dur-
ing crystallisation. This is one of the reasons why satellites are launched towards comets, in
order to precisely analyse the forms of their surface ice (s) and their compositions.

Reactivity of ice

Ice in the atmosphere

We have seen above that foreign molecules are expelled during crystallization of ice, the
exception being the scarce molecules that occupy the same volume as an H2O molecule and
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can thus be substituted to it. Ice (Ih) is consequently expected to have but a low reactivity.
This is not exactly what experiments tell us. In fact, if ice indeed hardly reacts in its bulk,
this is not so for its surface, which we have seen above to have H2O molecules organized
differently from the bulk and are disordered, thus displaying numerous sites for accepting
or establishing H-bonds. These are respectively lone-pair electrons of O-atoms or free O�H
groups, often called dangling O�H groups that point towards the external part of the solid.
They may therefore establish H-bonds with foreign molecules that come in the vicinity of
this ice surface. Thus ice surface adsorbs not only such acidic molecules as HCl, HNO3, but
also preacidic molecules such as SO2. It makes ice-clouds efficient scavengers of polluting
gases, all the more so that cirri, the ice clouds of the upper atmosphere, permanently cover
a good proportion of the Earth surface, some 30%, and are stable clouds. As a consequence,
various types of organic species, such as acetic, hydrochloric, nitric acids, etc., and also
ethanol are later found on ice and snow deposited on the Earth surface (37).

Ozone depletion and polar stratospheric clouds

The importance, however, of ice clouds comes from the discovery around 1985 that the
type of polar stratospheric clouds (PSC in the following) that consist of ice Ih, called type-
II PSC, play a key role in the destruction of the ozone (O3) stratospheric layer that protects
life from harmful energetic UV radiations with wavelengths between 280 and 320 nm. The
stratosphere is that part of the atmosphere that lies above the troposphere and extends some
25 km over it. This ozone destruction occurs in the early Antarctic spring, around September,
and balloon sonde data have shown (38) that at this period of time most of the ozone resides
between 10 and 20 km. Moreover, this depletion is quite recent, becoming important after
the 1970s. Ozone is known to be destroyed by reactive free radicals such as OH, O, Cl or
ClO. The first two radicals are present in the upper stratosphere as a consequence of the
photolysis of such molecules as H2O or O2. Their concentrations, however, have not var-
ied for a long time and cannot consequently explain the quite recent appearance of this sea-
sonal ozone depletion. It points to the responsibility of Cl and ClO radicals. No data indicate
that their concentration suffered recent variations of importance, but the concentration of
chlorinated molecules did increase in the atmosphere with the photolysis of gaseous chlo-
rofluorocarbons (CFCs), which are now banned but have been widely used during the sec-
ond half of the 20th century as refrigerants and propellants. In the atmospheric layer
between 10 and 20 km where most of O3 is found during the period August to October
(winter and beginning of spring), chlorine does not exist in the form of Cl atoms, which
are found in the layer around 40 km all around the Earth, as a result of the photolysis of
CFCs. However, chlorine reservoirs are found in this 10–20 km layer in the form of HCl
or ClONO2 molecules. These molecules, also found all around the Earth, are inert towards
O3. How is it then that ozone is destroyed only during the Antarctic spring and only, or
nearly so, over Antarctica? This is because the appearance of Cl radicals from inert chlo-
rine reservoirs does not proceed from a homogeneous gas phase reaction, but is heteroge-
neously catalysed by ice of type-II PSCs. These are most common during the austral winter
in the lower stratospheric layer, between 15 and 25 km, where most of the O3 resides. They
are formed at temperatures below 188 K (39), a temperature found in the higher troposphere
and lower stratosphere over Antarctica, in winter, between July and September. It more
recently appeared that such conditions may occasionally be also found over the Arctic. 
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In other latitudes where temperature is too high for PSCs to appear, ozone has a lifetime
which extends over several years. It clearly points to the central role these PSCs play.

Mechanisms of ozone destruction

The role of these ice catalysts is to transform these inert chlorine reservoir gases into Cl2

molecules, following the general reaction

(8.3)

that may occur in several steps, such as

(8.4)

(8.5)

Cl2 atoms are kept in/on these PSCs during winter, and are photolysed in spring, as soon as
the sunlight reappears, around September. It produces Cl atoms, or ClO radicals originating
from HOCl, which attack and destroy ozone. Let us note that HNO3, which appears in these
reactions, is found in an appreciable concentration in the atmosphere. It originates from fer-
tilizers, formation of various NOx nitrogen oxides in car engines or jet combustions, etc. In
the Antarctic stratosphere it is found in relatively great quantities in the form of type-I PSCs,
which are believed to be crystals of nitric acid hydrates, mainly trihydrates (40, 41).

Reactions described in eqs. (8.3)–(8.5) are now well-established general reactions for
the ozone depletion mechanism. Their occurrence, favoured by the seasonal presence of
PSC acting as catalysts, explains their seasonal appearance (spring) and localization (the
Antarctic stratosphere). There remain, however, many obscure points that require a more
detailed knowledge of these reactions. Thus most of them occur on the surface of ice crys-
tals, as ice expels most molecules other than H2O from its bulk. This is particularly true of
the fixation of such molecules as HCl or HNO3, which are strongly fixed on ice by estab-
lishing H-bonds with the somewhat disordered H2O molecules present on the surface, most
probably thanks to the easy ionization of these strong acids (37). This conclusion comes
out of a comparison of the adsorptions of these strong acids with that of nonionizable mol-
ecules such as SO2, which has a solubility in liquid water comparable to these acids, and
which shows that the quantity of SO2 adsorbed on the ice surface is three orders of mag-
nitude lower than that of these acids (42). Much effort has been devoted to the study of this
ionization process, which has been shown to occur on ice surface at temperatures higher
than 50 K (43), most probably following a mechanism initially proposed by Gertner and
Hynes (44), where HCl first establishes H-bonds on the first layer of H2O molecules of the
ice surface. Doing so, it strongly perturbs the H-bond network of this first layer and then
finds itself in a favourable position to ionize: as already seen in Ch. 6, the surrounding 
H-bond network is a key actor in the ionization process of such species as HCl. It is then
incorporated in a surface sublayer, but not in the bulk. This is in agreement with neutron
diffraction and quasielastic scattering experiments (40), which clearly show that at 190 K
(the temperature of PSCs in winter) the structure of the ice film remains that of ice Ih, what-
ever the HCl coverage is, strongly suggesting that HCl does not penetrate the film. It is also

HOCl HCl Cl H O2 2� ��

ClONO H O HOCl HNO2 2 3� ��

ClONO HCl Cl HNO2 2 3� ��
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in agreement with another experiment where D2O molecules adsorbed on the surface of
ordinary ice made of H2O molecules are shown by IR spectroscopy (45) to remain as D2O
molecules. It means that no H/D exchange occurs on the ice surface, in opposition to what
occurs in the bulk where D2O molecules are promptly transformed into HDO molecules
when the D/H ratio is weak. On the other hand, this exchange readily appears with the
presence of a small amount of HCl on the surface, which strongly suggests a modification
of the H-bond network of surface H2O molecules by a small amount of HCl molecules.

From all these results that extend in many directions and may appear somewhat con-
fusing, we see that the uptake of such molecules as HCl or HNO3 is important on ice sur-
faces. These molecules ionize, thus penetrating a surface sublayer, but not the ice bulk
(46). This raises many questions. One of them is: how can Cl2 molecules be formed and
kept for a sufficiently long time to wait for a photolysis that can only occur some months
later during the spring season? No answer to this question exists up to now. However, sev-
eral considerations might indicate a direction. First, the ice surface of PSCs are not static,
but constantly adsorb and desorb gaseous H2O molecules, as shown by optical interfer-
ometry on ice surfaces (47). This may be a process by which such molecules as ClONO2

may be encapsulated in an ice matrix and then hydrolysed into photolysable HOCl (eq.
(8.4)) or react with HCl to give also photolysable Cl2 (eq. (8.5)). Second, if HCl encoun-
ters difficulties penetrating ice bulk in crystals, this is apparently not so with smaller ice
nanoclusters (48). It may then be possible that very small PSC ice crystals play a special
role in the fixation of photolysable molecules. Furthermore, the ice particles of PSCs may
be somewhat different from ice Ih crystals, because during formation of these particles,
HCl and HNO3 molecules are present. The consequence may well be that these particles
are not crystalline, in which case their structure and reactivities may completely differ
from those of ice Ih crystals. This is what IR spectra of H2O/HCl mixtures of various rel-
ative concentrations, cocondensed in the laboratory at 190 K (49), has shown, putting into
evidence incompletely crystallized phases at low concentration of HCl. All this explains
why much effort is presently devoted to the understanding of the chemical reactions catal-
ysed by ice clouds that lead to the ozone depletion. It also shows that we are far from com-
pletely understanding these atmospheric reactions.

CONCLUSION

The H2O molecule exhibits an exceptional ability to establish numerous H-bonds around
it. This specificity is of no consequence in the water vapour where nearly all these mole-
cules are found as isolated molecules. In this state, the H2O molecule takes on the form of
a most stable molecule that is found at the end of many a chemical reaction. The only spe-
cific property this molecule displays then, is its strong electric dipole moment and small
moment of inertia, which makes it a molecule that strongly absorbs in a broad IR region,
and is consequently at the origin of two third of the “greenhouse effect” around the Earth.
The exceptional ability of this molecule starts having consequences in ice where H2O mol-
ecules are surrounded by similar molecules. It then develops an exceptionally dense H-bond
network that makes the number of H-bonds equal to that of covalent bonds. Van der Waals
intermolecular forces are then negligible, in opposition to nearly all other molecular species
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where their importance is much greater. It comes then as no surprise that ice displays sin-
gular properties due to specific properties of H-bonds: upon compression, H-bonds are
first bent, their shortening appearing as a secondary effect only. This is at variance with
most other solids. The consequence of this effect is the appearance in the phase diagram
of ices of a line separating ordinary ice (Ih) and liquid water that has a negative slope
(Figure 8.5). Another related consequence is the possibility of skating on ice, which is thus
seen to owe much to the presence of this especially dense H-bond network. Also, when
pressure increases, H2O molecules become more and more strained, due to the 104.5� of
the H�O�H angle of individual molecules having difficulties accommodating the 109.5�
angle imposed by the tetrahedral organization of O-atoms at high pressures. Ice responds
by adapting its H-bond network so as to minimize this strain, and this is at the origin of its
particularly rich phase diagram displayed in Figure 8.5.

The presence of this hyperdense H-bond network also gives ice a particular chemical
reactivity on its surface, which is characterized by the presence of numerous potential H-
bond acceptors or donors that do not establish H-bonds. It thus has a central role in the sea-
sonal ozone depletion that occurs mainly over the Antarctic, but also over the Arctic, where
this type of PSCs that are made of ice Ih, called II PSC, play a fundamental catalytic role
to transform inert chlorinated gas molecules into Cl or ClO radicals that attack and destroy
O3. Much work still remains to be done to fully understand this catalytic process. Singular
properties of ice are thus a direct consequence of the presence of such a dense H-bond net-
work. This network is rigid. Its transformation in liquid water into an as dense but flexible
H-bond network has dramatic consequences, giving liquid water numerous exceptional
properties. This is the object of Ch. 9.
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– 9 –

The H2O Molecule in Liquid Water

Liquid water is the same species as ice, but in a different physical state, that is with a dif-
ferent molecular organization due to changes of temperature and/or pressure. We have seen
in the preceding chapter that a specific property of ice at the molecular level is the existence
of an exceptionally dense H-bond network: as many H-bonds as covalent bonds, a nearly
unique situation due to the unique property of the H2O molecule, which is able to accept
two H-bonds and at the same time establish (donate) two H-bonds. The rigidity of this dense
H-bond network of ice is at the origin of a very rich phase diagram (Figure 8.5) that charac-
terizes the various crystallographic stable structures obtained upon varying pressure or tem-
perature. Another consequence of the rigidity of this dense H-bond network is the existence,
in this phase diagram, of a negative slope for the line that corresponds to equilibrium between
ice Ih and liquid water. It points to the exceptional possibility ice offers to skate upon it.
Temperature and pressure are two quantities that strongly influence H-bonds, in opposition
to stronger bonds such as covalent or ionic bonds, which are much less sensitive to these
physical parameters. We therefore expect the H-bond network of liquid water to be different
from that of ice. How different? The answer is not straightforward and is examined in the next
section. Consequences of these differences are later examined in following sections.

H-BONDS IN LIQUID WATER

We may wonder what happens at molecular level when ice, a crystal, melts and becomes
a liquid. In most liquids the correlations of positions and orientations of constituent molecules
rapidly fall off when the distance between them increases. Furthermore, correlations between
nearby molecules display rapid fluctuations that make the liquid a fluid. Most of these liquids,
however, consist of molecules that mainly interact via weak Van der Waals forces, which are,
at room temperature, much less directional than H-bonds, the only molecular interactions
established by H2O molecules in liquid water. The first idea that usually comes to mind is
then that a relatively great proportion of H-bonds are broken in liquid water, so that H2O
molecules may gain some independence, making these correlations fall off rapidly with dis-
tance. Experiments tell us that the proportion of broken H-bonds is much too small in liquid
water to be at the origin of its fluidity. We rapidly examine the first type of such experi-
ments, thermodynamics, and describe in more detail a more informative type of experiment:
IR spectroscopy, from which will emerge an image of the H-bond network of liquid water
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that will point to the origin of the loss of spatial correlations between distant H2O molecules
and to the rapid fluctuations of relative positions of nearly lying molecules.

Thermodynamics

As already seen in Ch. 8, Whalley (1) found that the energy of formation EHB of H-bonds
in ice is

EHB � �23 kJ mol�1 (9.1)

This energy is that retrieved when transforming one H-bonded O�H�O group in ice into
one free O�H group. It compares quite well with the H-bond energy of formation of a water
dimer, which falls in the vicinity of �21 kJ mol�1 (2, 3). On the other hand, the heat of
fusion of ice, �Hf is equal to

�Hf � 80 cal g�1 � 6 kJ mol�1 (9.2)

Supposing that the concentration of broken H-bonds (or free O�H groups) in liquid water
is C, and that H-bonds have same energy in water and ice, we write:

�Hf � �2CEHB (9.3)

where the presence of the factor 2 is due to the fact that in 1 mol of H2O molecules, we have
2 mol of H-atoms, and consequently 2C mol of broken H-bonds. From these eqs. (9.2) and
(9.3) we deduce:

C � 0.13 (9.4)

This is too small a quantity for broken H-bonds to be at the origin of the fluidity of water,
because with such a concentration of broken H-bonds, all H2O molecules still remain strongly
bound. In consequence, the correlations of positions and orientations of nearby H2O mole-
cules can hardly display rapid fluctuations. In order to do that, all H-bonds of ice should be
transformed into somewhat different H-bonds of liquid water, instead of having only a few
disrupted H-bonds. Note that we have supposed in eq. (9.4) that intact H-bonds have the same
energy in liquid water and in ice. Relaxing this hypothesis would decrease the value of C,
because part of �Hf would then be used to obtain weaker H-bonds, and the energy used to
break H-bonds would consequently be smaller than �Hf. Increasing the value of C thus
requires, in this simplified scheme, that H-bonds in liquid water are stronger than in ice,
a supposition that is hard to justify and is supported by no experimental result.

IR spectroscopy

O�H free groups?

As already seen in Ch. 4, IR spectroscopy is by far the most precise method to provide infor-
mation on H-bonds. It is therefore interesting to examine this particular point of the existence
of free O�H groups, or of broken H-bonds in liquid water. This is the object of Figure 9.1
where the IR absorption spectrum of a 1 �m thick film of liquid water is displayed together
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with that of a small cluster of H2O molecules, magnified in view of an easy comparison. The
somewhat unusual way in which the spectrum of liquid water has been obtained, due to the
unusually strong absorption of liquid water in this mid-IR region, is described in Ch. 11 in
detail. This spectrum of liquid water mainly consists of three bands that correspond to three
types of vibrations of H2O molecules: the most intense ns (O�H�) stretch band with maximum
around 3400cm�1, the dH�O�H bending band (vibration of the H�O�H angle) with maximum
around 1640 cm�1 and the “libration” band rH2O

around 700 cm�1 (relative rotations of rigid
H2O molecules, also called hindered rotations). The intramonomer bands ns and dH�O�H cor-
respond to those of water vapour (Figure 8.2). They are then called internal vibration bands.
The integrated intensity of ns(O�H�O) in liquid water is about 17 times that of ns(O�H) in
vapour (5), whereas that of dH�O�H has similar magnitude in both states. The shapes of these
two bands are completely different due to the presence, in the spectrum of water vapour,
of a rotational substructure, which is absent in the spectrum of liquid water. In water
vapour, isolated H2O molecules perform free rotations of great amplitudes. No force constant
governs these free rotations. Transitions between these various rotational levels appear in
the microwave region for molecular complexes with great moments of inertia (Ch. 3). For

H-bonds in Liquid Water 217

Figure 9.1 Infrared absorption spectra of a film of liquid water 1-�m thick (thin line) and of a cluster
of H2O molecules (coarse line; reproduced with permission from Ref. (4), copyright (2006) American
Chemical Society). The intensity of this cluster spectrum has been magnified in such a way that its bend-
ing band around 1630cm�1 has an integrated intensity comparable to that of the liquid water spectrum.
A negative band due to residual gaseous CO2 is indicated by a double-headed arrow. The inclined
single-headed arrow points to the band due to free O�H groups in the spectrum of the cluster.
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such molecules as H2O with small moments of inertia, these rotational transitions also appear
in the far infrared (FIR) region. In the case of water vapour, they thus appear in the region
0–200cm�1. In addition, rotational transitions accompany a (internal) vibrational transition,
giving the corresponding bands of water vapour in Figure 8.2 their “rotational structure”. In
liquid water these rotations become relative rotations of individual neighbour H2O molecules
that are governed by a force constant due to the H-bonds established between these neighbour
H2O molecules. These rotations thus acquire a vibrational character. Hence their name: libra-
tions. They appear as well-isolated vibrational bands, rH2O. As a consequence, no vibrational
band exhibits any rotational structure in the spectrum of liquid water. This is also true for the
IR spectrum of ice. Librations in liquid water have smaller amplitudes than the free rotations
of H2O molecules in water vapour. Other differences furthermore appear between the inter-
nal vibration bands of water vapour and their corresponding intramonomer bands of liquid
water. Thus, the ns band of water vapour exhibits two bands, one symmetric n1 at 3657cm�1

and one antisymmetric n3 at 3756cm�1, which reflect the symmetry of the isolated H2O mol-
ecule. No two such components appear in the ns band of liquid water, which is, in a first
approximation, a band with a well-defined peak around 3400cm�1. This is because the cou-
pling between the two ns vibrations of the two O�H groups on a same H2O molecule, which
is responsible for the n1�n3 splitting in water vapour (3657–3756cm�1), is much smaller than
the shifts of the frequencies of these ns bands due to H-bonds (from 3700cm�1, the average
value for n1 and n3 in water vapour, to about 3400cm�1 for O�H�O in liquid water). It means
that the two H-bonds established by the two O�H groups of a single H2O molecule destroy
the symmetry of this H2O molecule, because they display differences that, even if small, are
visible in the IR spectra. This rupture of symmetry by H-bonds in water already appears in
water oligomers made of clusters of more than two water molecules, where one distinguishes
only ns of free O�H groups and ns of H-bonded O�H groups (6). The situation we find also
at the surface of liquid water for which sum-frequency generation (SFG) spectroscopy evo-
cated in Ch. 4 observes two kinds of O�H groups: “dangling” and H-bonded.

The spectrum of clusters of H2O molecules (Figure 9.1) displays noise, but we should
remember that this spectrum corresponds to a small number of H2O molecules and has been
magnified by a factor in the vicinity of 100, if we refer to the absorbance at the maximum
of the dH�O�H band around 1640 cm�1, which is of about 1.2 � 10�3 in the original publica-
tion (4) and of about 0.12 in Figure 9.1. The instructive point in this spectrum is the presence
in this cluster of free O�H groups, which clearly appear in the form of a narrow band in the
vicinity of 3700 cm�1 (slanted arrow), the wavenumber at which “dangling” O�H groups of
amorphous ice, that is free O�H groups on the surface, display their ns bands (7). These
dangling O�H groups are particularly numerous in small size clusters where the surface-to-
volume (S/V) ratio is particularly great as compared to that of bigger samples of same shape
(it varies as the inverse of the size of the sample for a given geometry). The small width of
this band around 3700cm�1 allows it to be easily detected, in spite of the relatively weak inte-
grated intensities of ns bands of free O�H groups (Ch. 4). Vibrational SFG spectra of liquid
water (8–11), also described in Ch. 4, display bands due to free O�H groups at the liquid–
vapour interface that may have an amplitude greater than the band due to H-bonded O�H
groups (their integrated intensity remain smaller), making them most visible. Such a band due
to O�H free groups is conversely clearly absent in the spectrum of liquid water in Figure 9.1.
It means that the concentration of such free O�H groups is low in liquid water, certainly
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much less than 5%. And indeed independent analyses of spectra of water, heavy water and
mixtures of them (12, 13) gave a concentration of free O�H groups smaller than 1% in liquid
water. Furthermore, recent nonlinear time-resolved IR spectra of HDO in heavy water,
described in Chs. 4 and 7, unambiguously showed that broken H-bonds are intrinsically
unstable and return to a H-bonding partner extremely rapidly, within 200 fsec (14). It implies
that “a broken H-bond that is stabilized by liquid disorder appears to be more of a curiosity
than a key player”.

IR spectra of liquid water and of ice

These IR spectra therefore clearly point to a very low concentration of broken H-bonds in
liquid water. It means that, as in ice, H2O molecules in liquid water establish the maximum of
H-bonds they can, which implies that each O-atom is surrounded by four nearest-neighbour
O-atoms: two from which it accepts H-bonds and two on which it establishes H-bonds. In
other words, the H-bond network of water is, as that of ice, a very dense H-bond network, with
each H2O molecule surrounded by four neighbour molecules on which it establishes or
accepts H-bonds. There nevertheless remains that H-bonds of water and ice must display dif-
ferences because, passing from the H-bond network of ice to the H-bond network of liquid
water requires injecting thermal energy that is almost entirely absorbed by the H-bond net-
work: individual H2O molecules can hardly absorb such an energy, because their internal
vibrations have all energy separations hn much greater than kT at T � 273 K, not to speak of
their electronic levels which are separated by even greater quantities. This thermal energy is
consequently absorbed by intermonomer modes, which are relative vibrations of neighbour
H2O molecules of lower frequencies and may consequently be such that their hn is of the order
of kT at 273 K. These intermonomer modes, which include librations, are vibrations of the
H-bond network. Furthermore, ice is a solid whereas water is a liquid, and in the same way,
individual H2O molecules are not expected to be different between these two states. This dif-
ference between crystal and liquid must consequently appear as a difference in the H-bond
network. It appears in the X-ray scattering pattern of liquid water, where pair-correlation
functions for O-atoms shown in Figure 3.4 display maxima that correlate quite well with
Bragg peaks of ice at short distance, but disappear at greater distances and consequently show
no correlation with Bragg peaks of ice of higher h, k and l indices. This was expected as, for
any liquid, the ordering of atoms is well marked at short distances but disappears at longer
distances. No matter how interesting these results on distances between O-atoms are, they
give no precise information on H-bonds themselves. They can consequently hardly tell us
what this loss of order at greater distances consists of in the H-bond network. We therefore
have to turn towards other methods, and once more we turn towards IR spectroscopy. We then
expect relatively precise conclusions concerning the H-bond network of liquid water, but we
have to pay it at the price of a somewhat detailed analysis of IR spectra. It constitutes a good
illustration of the power of IR spectroscopy in the study of H-bonds, and we perform it in the
following. A reader who is not interested in the details of this analysis may skip it, directly
reading the corresponding conclusion in the last paragraph of this subsection, before reading
the following subsection “Structure of the H-bond network of liquid water”.

Small differences between the spectra of ice and liquid water indeed appear in Figure 9.2
that displays absorption spectra of 1-�m thick films of both species. We have already iden-
tified in Figure 9.1 the three main bands ns, dH�O�H and rH2O that constitute the spectrum
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of liquid water in the mid-IR region . In Figure 9.2, we also include the FIR
region . It puts into evidence a supplementary hump around 200 cm�1, the
intermonomer stretching vibration band, which is the band due to relative stretching vibra-
tions between two H-bonded H2O molecules. In the spectrum of ice, ns, rH2O and this latter
intermonomer stretching vibration are clearly visible with their maxima at 3250, 830 and
214 cm�1, respectively. In opposition, the dH�O�H band is considerably broadened, and con-
sequently less apparent. It spreads over two broad bands with maxima around 1650 and
2200 cm�1 due to a Fermi resonance of dH�O�H with the first overtone of rH2O (15). The bands
of ice thus clearly display a close correspondence with those of liquid water, which is a
mark of their H-bond network being closely related. They also display, however, differences
that we analyse in the next subsections, in view of extracting information on the H-bond net-
work of liquid water. These differences can in no way be explained by the relatively small
temperature difference (–7 and 25 �C) of the spectra of ice and liquid water.

Intermonomer bands
Intermonomer bands, due to relative vibrations of H-bonded H2O molecules, both of a trans-
lational type (the intermonomer stretching band) and of a rotational type (librations rH2O),

( 400 cm )1
�n,� �

( 400 cm )1
�n,	 �
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Figure 9.2 Infrared absorption spectra of 1-�m thick films of liquid water at room temperature
(solid line) and of ice at �7 �C (dotted line). Absorbances log(I0/I) for both species are calculated
from the values of the absorption coefficient , using eq. (5.A8) written in the form:

with l�10�4 cm and wavenumbers expressed in cm�1. Values of k for ice are those
given by Warren (16). Values of k for liquid water are calculated from ATR spectra (17) in the mid-
IR region ( ) and are those given by Zelsmann (18), as calculated from absorption spectra,
in the FIR region ( ).�n,� �600 cm 1

�n ,	 �550 cm 1

�n4 ( ) epn n)� �k l log( ),
log( )I I0/ �k( )�n)
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display a dramatic increase of their widths when passing from ice to liquid water. This is
particularly marked for rH2O, which, in the case of ice, is the band with maximum at
830 cm�1. This band is not really narrow, but we have to remember that it indeed consists
of three bands, corresponding to rotations of individual H2O molecules around their three axes
of rotations. The libration band rH2O in liquid water, with its broad maximum at 700 cm�1

is strikingly broader, as it extends towards very low wavenumbers and overlaps the stretching
intermonomer band, the hump around 200cm�1. In ice this stretching intermonomer band,
with its maximum at 214cm�1, is much sharper and is well separated from rH2O. It means that
in ice, the amplitudes of intermonomer vibrations remain small and can be well described by
harmonic potentials, which are at the origin of narrow bands in IR spectra. This is true even
for libration bands, meaning that rH2O in ice can be described by three nearly resonant har-
monic potentials at the origin of three bands with relatively small widths. This is no longer
true for rH2O and intermonomer stretching vibrations in liquid water, which have so great
amplitudes that they cannot be described by harmonic potentials, and should rather be called
oscillations. The increase of the integrated intensity of rH2O in water, as compared to that of
ice, also clearly indicates a significantly greater amplitude of librations in liquid water, reject-
ing the possibility that the broadening be due to the loss of order in liquid water, as compared
to ice. It is compatible with a weakening of the force constant that is responsible for the shift
of this band towards lower wavenumbers (700 cm�1, as compared to 830 cm�1 in ice).

Intramonomer bands
The intramonomer bands exhibit less marked differences, if we do not take into account the
effect of the Fermi resonance on dH�O�H in ice, which makes a direct comparison of dH�O�H

in liquid water and ice difficult. However, these bands are not the same. Thus, the ns band
of ice, with its sharp maximum around 3250 cm�1, appears at lower wavenumbers than that
of liquid water, which culminates at 3408 cm�1. It is also markedly narrower and its inte-
grated intensity is greater by a factor of 1.4 (5). This is surprising in view of what we have
seen in Ch. 4 on the IR spectra of H-bonded systems: a shift of ns towards lower wavenum-
bers, due to a strengthening of an H-bond and accompanied by an enhancement of its integrated
intensity, is also accompanied by a broadening of this band, not by a narrowing. Let us exam-
ine this point in more details. We have seen in Ch. 4 that the predominant factor that deter-
mines the position of the centre of ns is the amplitude of the anharmonic coupling of ns with
low frequency intermonomer vibrations, which characterizes its strength. This is the only
factor in the case of an isolated H-bond. In the case of identical interacting H-bonds, such
as those found in ice and liquid water, harmonic couplings between ns vibrations of neigh-
bour O�H groups also contribute (Eq. (5.A51)) to the position of the centre of ns with,
however, a much smaller effect. For H2O molecules we have two kinds of such couplings:
each O�H stretching vibration interacts with the stretching vibration of the other O�H group
situated on the same H2O molecule, and also with the two O�H groups of the neighbour mol-
ecule on which it establishes an H-bond. The first interaction is not expected to vary in a
significant way between ice and water, because it is a property of the H2O molecule, which
can only very slightly be modified by a change in the H-bonds that particular H2O mole-
cule establishes. The second interaction may be more affected by a change in the H-bond
between the two H2O molecules. It is, however, expected to be at the origin of a separation
of the centres of the ns bands of ice and liquid water of the order of some tens of cm�1,

H-bonds in Liquid Water 221

CH009.qxd  1/11/2007  3:51 PM  Page 221



much smaller than the �160 cm�1 separation that appears in Figure 9.2 between the two
ns bands at 3250 and 3408 cm�1. In cubic ice Ic, the magnitude of this interaction has been
found equal (19) to 61 cm�1. As this interaction is expected to be of the same magnitude
between ice Ih and ice Ic, a variation of at most some tens of cm�1 is consequently
expected between ice Ih and liquid water. This shift of �160cm�1 is consequently a conse-
quence of a different anharmonic modulation of ns by low-frequency intermonomer modes
of the H-bond network, the preponderant factor that determines the positions of the cen-
tres of ns bands in isolated H-bonds.

If one admits that ns is anharmonically coupled to stretching intermonomer vibrations
Qs only, which is sufficient to precisely reproduce the lineshapes (20) of ns of most H-bonds,
one nevertheless encounters a difficulty. We have seen in Ch. 4 that the linear dependence on
Qs of the frequency n of ns, or more precisely of v� 2pn, is the key parameter that defines
this lineshape, at least in the case of weak and intermediate H-bonds, which is the case of
liquid water and ice. The centre of the ns band is then equal (eq. (5.A43)) to , where 
is the experimental equilibrium distance of the H-bond. It implies that the average value 
of Qs is appreciably shorter in ice than in liquid water, so as to have ns in ice shift of
�160 cm�1 with respect to water. It contradicts the well-known result that the density of ice
is smaller than that of liquid water, and also X-ray diffraction (1, 21) data, which indicate
that both are nearly the same in liquid water and ice, around 2.75 Å (see Figure 3.4 for liq-
uid (heavy) water). Introducing quadratic variations of v with Qs does not solve the prob-
lem: it is at the origin (eq. (5.A47)) of a supplementary shift proportional to the average
square amplitude

of vibration This shift occurs towards lower wavenumbers, because the coeffi-

cient for that supplementary shift is and is negative, as indicated by the v depen-
dence on Qs, illustrated for instance in Novak’s (22) curve (Figure 4.5) or as given by Mikenda 

for hydrates (23). As is expected to be greater in liquid water than in ice, this
quadratic term consequently enhances the contradiction. Consideration of the widths of
both ns in liquid water and ice also leads to the same contradiction, as with this coupling
alone the width of ns in ice should be greater than that in liquid water. This is not what
Figure 9.2 shows.

It means that this modulation is not sufficient to solve this contradiction between spectra
of ice and liquid water. In order to give a consistent explanation of the 160 cm�1 shift of ns,
we have to suppose that librations, which are of the same nature as bending intermonomer
vibrations for isolated H-bonds, strongly modulate ns. Such a modulation takes on the form
of eq. (5.A48). The centre and width of ns are then given by eq. (5.A49), with now
positive, at least for not too great amplitudes of Qd. It ensures that, with the square ampli-

tude of vibrations and terms of order 4 of the form greater in liquid
water than in ice, the centre of ns appears at higher wavenumbers in liquid water than in
ice, and its width is greater in liquid water than in ice. This is what we observe in Figure
9.2. We conclude that in liquid water, librations strongly modulate ns, and the anharmonic
coupling responsible for this modulation is preponderant, greater than that established by
translational intermonomer modes (stretching type), the predominant anharmonic coupling
in nearly all other H-bonded systems. It stresses the central role librations play in liquid
water. It also shows the singularity of the ns band of liquid water, which is predominantly
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modulated by librations. This result comes out of the comparison of the ns bands of liquid
water and ice: that of liquid water appears at higher wavenumbers, but is at the same time
markedly broader.

The IR spectra of ice and liquid water thus clearly show that the main difference between
the H-bond networks of liquid water and ice is an appreciable increase, in liquid water, of the
amplitude of librations. Their especially important role has also been recently emphasized in
analyses of femtosecond IR spectra (24). Let us note that this conclusion does not contradict
the usual simplified picture that H-bonds in liquid water are weaker than H-bonds in ice,
as great rotational amplitudes of individual H2O molecules imply weakening of the H-bonds.
It is more precise, as it points to the mechanism at the origin of this weakening, and will con-
sequently allow a more precise description of the H-bond network of liquid water. It implies
that the strengths of H-bonds in liquid water extend over a wide range and rapidly vary with
time, at the frequency of librations.

Structure of the H-bond network of liquid water

The great amplitudes of the rapid librations are at the origin of the fluidity of liquid water
as they favour a decrease of the orientational correlations between neighbour H2O mole-
cules. We then rejoin other liquids, which we have seen characterized by a rapid decrease
of their spatial correlation functions with distances. The origin of this mechanism in liquid
water, where H2O molecules interact nearly only by establishing directional H-bonds, is,
however, not the same as in most other liquids, ruled by Van der Waals intermolecular
interactions that are weakly directional at room temperature. As for the loss of positional
correlations with distance, that is correlations of the centres of gravity of molecules, it may
be qualitatively understood by the weakness of these Van der Waals interactions in most
liquids. Which precise mechanism gives liquid water this same loss of positional correla-
tion? The answer to such a question is not clear (25). It has certainly much to do with the
weakening of the H-bonds induced by these librations of great amplitudes, which may allow
diffusion of H2O molecules or embedding of other molecules, as in other liquids. Thus, liq-
uid water is a liquid, but a singular one that keeps the same average local tetrahedral sym-
metry for O-atoms as in ice, with four nearest O neighbours, as indicated by X-ray scattering
(Figure 3.4), by the absence of bands due to free O�H groups in IR spectra, and also by
the very fast return to H-bonding transient free O�H groups display in time-resolved non-
linear IR spectra (14). It means that at a given time, individual H-bonds are significantly
bent. This bending is, however, dynamic, not static, as it oscillates at a frequency around
2 � 1013 Hz, which corresponds to around 700 cm�1, the characteristic wavenumber of
hindered rotations (librations) rH2O in liquid water.

From this analysis we deduce that the H-bond network of liquid water is, in the average,
the same as that of ice, made of H2O molecules that establish two H-bonds on two neighbour
molecules and accept two H-bonds from two other neighbour molecules. We do not pass from
ice to liquid water by disrupting H-bonds, as often thought, but by inducing, within the H-bond
network of ice, rotations of individual H2O molecules of great amplitudes. The H-bond net-
work of liquid water consequently suffers important dynamic distortions, due to these libra-
tions (hindered rotations of the whole H2O molecule) of great amplitudes, which cannot be

�n
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fully accounted for in the harmonic approximation and are at the origin of the important
widths of intermonomer and ns bands. They are also at the origin of the fluidity of liquid
water and at the origin of the flexibility of this H-bond network. In the following, we shall
call the H-bond network of liquid water a hyperdense flexible H-bond network. In ice,
librations have relatively small amplitudes, which can be well described within a harmonic
approximation, and keep ice a crystal. The structural consequence is that a well tetrahedral
order appears in ice, which extends towards infinity as shown by X-ray diffraction. In liq-
uid water, the distortions of H-bonds has but a small influence on this ordering at short dis-
tances, where we retrieve a conformation which is, on an average, the same as in ice, that
is nearly tetrahedral, but with nevertheless a greater dispersion, meaning that fluctuations
around this same average configuration are greater in liquid water than in ice. At longer
distances, beyond 15–20 Å as shown by both X-ray scattering (Figure 3.4) and neutron dif-
fraction (26, 27), no memory is kept of this tetrahedral ordering, which is typical of a liq-
uid. This distance, 15–20 Å, is nevertheless great for such a small molecule as H2O. Years
ago Pople (28) was the first one to explain these structural features with the supposition of
the existence of a very dense H-bond network with bent H-bonds. It is not so far from our
present view of liquid water. It differs by seeing the distortions introduced by bent H-bonds
as static, which may be more adapted to amorphous solid ice than to liquid water itself. Let us
note that pump-probe IR spectroscopy, a time-resolved nonlinear technique evocated in
Ch. 4, has shown that librations of confined H2O molecules have standard amplitudes (29) that
are much smaller than in liquid water, even if their frequencies are similar. It means that the
H-bond network of liquid water is really unique and that many of its properties are due to
H2O molecules performing within it librations of great amplitudes.

THE EXCEPTIONAL PROPERTIES OF LIQUID WATER

The property of liquid water and ice to have a hyperdense H-bond network is, as already
mentioned, a unique property due to the unique structure of the H2O molecule, which is able
to establish two H-bonds with neighbour molecules and at the same time accept two other
H-bonds from two other neighbour molecules. It is at the origin of an exceptional macro-
scopic property of ice, which exhibits a complicated and rich phase diagram, and within
this diagram the line that separates ice Ih from liquid water exhibits a negative slope
(Figure 8.5). This negative slope has much to do with the possibility of skating on ice. The
presence in liquid water of such a dense H-bond network, which is now flexible, gives water
even more exceptional properties. Most “ordinary liquids” are made of big molecules (big as
compared to H2O), which interact through Van der Waals forces which are weakly directional
at room temperature. In opposition, the H2O molecules in liquid water are held by H-bonds
that even if dynamically distorted are still directional on an average. It is consequently not
so much surprising that liquid water, when considered at our macroscopic scale, exhibits
exceptional properties and, in opposition to an intuitive thinking, liquid water, by far the most
common liquid on Earth, is not at all a good representative of liquids. In this section we
examine the really exceptional physical and chemical properties of liquid water. We start
with the chemical properties, which are relatively well understood in terms of chemical
mechanisms. We shall see this is not so of the exceptional physical properties of liquid water,
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which we examine in a subsequent section. We shall not examine biological properties
because, even if it is common knowledge that life occurs in water, and only in water, it is not
evident that liquid water displays exceptional biological properties. The properties of liquid
water may be widely used in many biological processes, but the presence of liquid water
is not a prerequisite for life to occur, even if life slowly appeared, around 3.5 billions years
ago, in the ocean and remained there for still a few billion years. The existence of some plants
such as Panicum turgidum, found in the Namibian desert, which not only survive during
drought but become green again when the air is humid but with no rain, suggests that some
form of life occurs without liquid water. It nevertheless requires the presence of H2O mole-
cules that do not appear in the form of liquid water. Also, many enzymes are active as soon
as a minimum amount of water is present (30). We shall see in Ch. 10 that the prerequisite
for life is consequently the presence of H2O molecules with their exceptional possibilities to
develop around them an extended and dense H-bond network, forming nanodroplets asso-
ciated with other molecules inside which bioreactivity may proceed. Water nanodroplets
do not behave the same way as liquid water, and the special properties of liquid water itself
are consequently of a minor relevance in bioprocesses.

Exceptional chemical properties

Water is so familiar a liquid that we do not always realize that a number of casual looking
chemical properties it displays are indeed exceptional. Liquid water is thus unique to ionize
acids and bases, to dissolve such ions as H3O

�, OH�, or other cations and anions. It is also
an exceptional solvent for organic molecules, and in some cases, the asymmetric solubility
of amphiphile molecules is at the origin of well-defined structural entities, which play impor-
tant roles in both chemical and biomedia. As for any other liquid, the fluidity of liquid water
allows it to have molecules different from H2O embedded in it. The presence of a hyper-
dense H-bond network furthermore provides liquid water with possibilities to accommodate
embedded molecules other than H2O, D2O or HDO. Other liquids are far to display these
possibilities to the same extent. We examine these different points successively.

Ionization and solvation of acids and bases

In Ch. 6 we considered transfers of protons that are at the origin of the ionization of acids
and bases and of the solvation of the resulting ions H3O

�and OH�. We have seen they are
more complicated than simple tunnellings of protons through double-well potentials and
we are far from really understanding them. We nevertheless know they strongly depend on the
structure of the H-bond network that surrounds the acidic or basic molecules or ions, and the
exceptionally dense and flexible tridimensional H-bond network of liquid water strongly
favours ionization of X�H (X a halogen atom) into X� and H3O

�, as compared to ionization
by a small number of H2O molecules. This is because it offers more possibilities to opti-
mize this ionization than the reduced H-bond network developed by a cluster of a few H2O
molecules. This is not so for the as dense, but rigid, H-bond network of ice, where H3O

�,
with its planar structure, cannot take the place of an H2O molecule in the tetrahedral ice
lattice. The consequence is that bulk ice does not ionize acids, even strong ones, and on freez-
ing, water that contains ions expels most of them, because they cannot take the place of an
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H2O molecule without distorting the ice crystal. The same is true for bases. It illustrates
the crucial importance of the flexibility of the H-bond network of liquid water. In liquid water
this exceptionally dense H-bond network offers H3O

�or OH� ions the possibility to occupy
many different sites with equal energies: they may be located on any sites occupied by an H2O
molecule. The corresponding decrease of free energy, due to a gain in entropy, is consequently
important, and we have seen in Ch. 6, that for the dissociation of HCl in water, this gain in
entropy, mainly due to this delocalization of the H3O

�ions, is of the order of �45 kJ mol�1,
which represents an appreciable part of the free energy of solvation, �75 kJ mol�1. This
important entropic gain allows weaker acids to be nevertheless dissociated in water, despite
their endothermic ionization step that occurs with an increase of enthalpy �H. We have also
seen that this exceptionally dense and flexible H-bond network of water, which optimizes
proton transfer, is at the origin of the great proton conductivity of liquid water.

The role of this hyperdense and flexible tridimensional H-bond network is thus central for
liquid water to dissolve acids and bases. This is somewhat different from the usual picture
that attributes this exceptional possibility of liquid water to its particularly great dielectric
constant � � 80, which is supposed to be at the origin of an efficient screening of the ions.
This usual image, though not in contradiction with the mechanism we have given above, is
only part of the story. It is a condition that is necessary but largely insufficient. It does not
explain why strong acids or bases can be found ionized when H-bonded to a small cluster
of H2O molecules, where screening has no meaning. More important, it does not explain
why liquids with greater dielectric constants, such as cyanhydric acid HCN, with its � � 115,
or N-methylformamide CH3NHCOH, with its � � 189, and others (31), are much less effi-
cient than water to ionize acids and bases. It means that molecules with a big electric dipole
moment, such as those which constitute liquids with high dielectric constants, do not effi-
ciently ionize acids and bases if they are not in addition held together by relatively strong
intermolecular forces. Their electric dipole moment may offer an efficient screening if clus-
ters of these molecules can be oriented in a proper direction to oppose the electric field of an
ion. However, this particular configuration must be mechanically stable to hinder recombina-
tion of ions. This is what the H-bond network of liquid water ensures. It does not occur in liq-
uids made of molecules with a great electric dipole moment, which do not establish H-bonds.
It neither occurs in H-bonded liquids such as fluorhydric (HF) or cyanhydric acids (HCN),
which also display a great density of H-bonds, but are far from being as efficient as water to
ionize acids and bases, because the H-bond network they develop is unidimensional, with the
H-bonded molecules forming zigzag chains. Different chains are only loosely bound by Van
der Waals forces. It shows that, in addition to an important electrical dipole moment, which
allows screening of the ions, the constituting molecules of the liquid should also develop
interactions that offer screening configurations they form a relatively great mechanical sta-
bility. This is what the 3D hyperdense H-bond network of liquid water does in liquid water,
in addition to providing an efficient electrical screening. We conclude that reducing the ori-
gin of the exceptional properties of liquid water to its great dielectric constant is a poor and
largely insufficient simplification, as it neglects the stability of the screening configuration.

Ionization and solvation of salts

Liquid water is also very efficient to solvate salts. It also occurs in two steps, which are ion-
ization of the salt MX itself into a cation M�and an anion X�, followed by solvation of these
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ions. In opposition to the solvation of acids or bases, these mechanisms do not involve proton
transfers. Solvation occurs with a gain in entropy, similar to that encountered for solvation
of acids. It seems to require a minimum number of H2O molecules, appreciably more than 10
(32) for NaCl. The structure of completely solvated sodium chloride is drawn in Figure 9.3. It
is representative of other ions, with the first layer of water molecules around the anions
pointing their O�H groups towards these anions and establishing H-bonds on them and the
first layer of other water molecules presenting lone pair electrons of their own towards the
cations. This kind of structure does not perturb very much the H-bond network of liquid
water, when cations and anions have sizes similar to those of H2O molecules, that is when they
are neither too small nor too big. This is the case of Cl�, which allows the establishment of
four H-bonds around it, the same number as that of H-bonds around a single H2O molecule
in pure liquid water. This is also the case of Na� that also accepts four to five H2O molecules
around it (33). This structure provides these ions an efficient electrical screening. Their pres-
ence only slightly disturbs the H-bond network of water. They affect slightly its flexibility,
as shown by femtosecond pump-probe spectroscopy (34) described in Ch. 4, even if the first
H2O layer around each ion constitutes a relatively rigid sphere (35), which increases the vis-
cosity of liquid water. In addition to these methods, near edge X-ray absorption spectroscopy,
evocated in Ch. 3, has also shown that only the water molecules in the first solvation sphere
of ions are affected by the presence of the ions (36), leaving the H-bond network out of this
first sphere unaffected. It is interesting to note that a solution of NaCl in water keeps this con-
figuration up to its limit of solubility, 357 g l�1. Smaller ions, such as F�, encounter greater
difficulties in being solvated. This is because, when embedded in water, they disturb the
H-bond network of bulk liquid water more than Na� or Cl�. This is also the case of bigger
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ions such as I� or Cs�, which are also less easily solvated. As in the case of acids and bases,
solvation of salts by liquid water cannot be understood only on the basis of its great dielectric
constant. It is due to the existence of this dense 3D H-bond network that, in addition to
providing an efficient electrical screening of the ions, also ensures the necessary stability of
the screening configuration. Most theories that attempt to calculate solvation energies of ions,
such as the “dielectric continuum theory” encounter great difficulties taking this central point
into account. They often work quite well (37) when the solvent is not liquid water but is made
of polar molecules such as acetonitrile or dimethylsulfoxide that do not establish H-bonds.
In the case of liquid water, neglecting the crucial effect of the H-bond network leads to
having to introduce unreasonable cavity sizes to retrieve solvation energies in agreement
with experimental ones.

Figure 9.3 clearly shows that solvation of an anion is different from that of a cation: an
anion accepts H-bonds from H2O molecules, whereas a cation attracts the lone-pair electrons
of H2O molecules, thus having the same structural effect as an H-bond donor. This dissym-
metry of solvation makes anions and cations behave differently at water surfaces or interfaces,
a result that has been experimentally put into evidence by sum-frequency vibrational spec-
troscopy (38), a surface-specific method described in Ch. 4. Cations thus display tendencies
to stay in the bulk, because on arriving at the surface, some of the four H2O molecules bound
to them cannot establish H-bonds when arriving on the surface. This is not so for anions, as
the H2O bound to them already establish H-bonds on them. The surface therefore favours the
presence of anions. This effect is at the origin of the oxidative power of sea water, which
is ascribed to Cl� anions positioned on surfaces of liquid water droplets.

Solvation of organic molecules

The power to solvate organic molecule is another casual looking but nevertheless excep-
tional property of liquid water. In this case, the presence of the electric dipole moment of
H2O is of a secondary importance, whereas the presence of the H-bond network is central.
In order to have an idea of what goes on when we introduce an organic molecule in liquid
water, let us first have a rapid evaluation of the thermodynamic balance of this mechanism.
A more precise description of the thermodynamics of this solution is given in textbooks
(25). The gain in free energy that corresponds to solvation of small organic molecules into
liquid water, starting from neat liquid water separated from these organic molecules in the
form of a liquid or a solid, can be written in a first approximation as:

�G � EHB�nHB � �HNHB � T�S (9.5)

where EHB is the negative internal energy of an H-bond in liquid water, �nHB the change
of the H-bond number upon the introduction of organic molecules in water, �HNHB the
gain in enthalpy due to other intermolecular interactions than H-bonds and �S the gain in
entropy. In this first approximation we furthermore suppose, in view of simplification, that
H-bonds established or accepted by organic molecules have same internal energy EHB as
H-bonds of liquid water. The term �HNHB, which incorporates Van der Waals interaction
of these organic molecules prior to their introduction in liquid water, is positive, because
Van der Waals interactions between organic molecules and water are very weak, whereas
they may not be weak between organic molecules before their introduction into water. They
may nevertheless be neglected within the present approximation, because Van der Waals
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interactions are significantly weaker than H-bonds. We are thus left, in this approximation,
with two terms, the enthalpic term in �nHB, which describes the change of the H-bond num-
ber and the entropic one in �S. The first term, in �nHB, is positive with our assumption of
all H-bonds having same energy, because the H-bond network of liquid water is the opti-
mized structure that allows the establishment of the maximum of H-bonds in an assembly of
H2O molecules. Disturbing it by the introduction of other molecules causes �nHB to be
negative as it can but disrupt this optimized structure, consequently diminishing the number
of established H-bonds. As EHB is also negative, this enthalpy term is positive, that is unfavour-
able to solvation. The other term, the entropy term in �S, is conversely favourable, that is
negative, as it always corresponds to an increase in entropy, by dispersion of the organic
molecules among the water molecules, at least as long as the number of water molecules
is greater than that of solvated molecules.

The solubility depends on the balance between these two terms. Thus, for small mole-
cules which have hydrophilic groups and a relatively small number of hydrophobic groups,
such as acetone, methanol, ethanol, etc., the balance is largely negative: �nHB may be
slightly negative because of the introduction in liquid water of hydrophobic groups which,
even if in a small number, replace some O�H hydrophilic groups. It is however small, due
to the possibility for these molecules to establish new H-bonds with surrounding H2O mole-
cules, after they have been introduced in water. The entropic term is consequently largely
predominant and, when these organic molecules are found in the form of a liquid before
introduction in water, such a liquid is miscible in all proportion with liquid water. This is
still true for tertiobutanol (CH3)3�C�OH, abbreviated as t-butanol. Amazingly, this is not
the case of its isomer molecule, n-butanol CH3�(CH2)3�OH, which is solvated in water only
at lower concentration. The reason for this difference is to be found in the approximately
spherical form of t-butanol. The sphere is the form that displays a minimum for its S/V surface
to volume ratio. It consequently minimizes the absolute value of �nHB, which nevertheless
remains negative. When concentration of t-butanol increases in liquid water, this enthalpy
term �nHB never overcomes the entropy term, even when molecules assemble in small
aggregates. n-Butanol, with its zigzag form and consequent greater S/V ratio, requires an
appreciably greater number of H-bonds of H2O molecules to be broken for accommoda-
tion in water, that is a greater �nHB. The enthalpy term in �nHB, which monotonously
increases with its concentration C (it is proportional to C at low concentrations), becomes
equal to the entropy term when C reaches a value Cm, the limit of solubility. At higher C
it becomes preponderant and solvation unfavourable, leading to precipitation of n-butanol.

When the ratio of hydrophobic to hydrophilic groups of the organic molecule increases,
liquid water may disrupt a small quantity of H-bonds in the vicinity of organic molecules
so as to form a cage-like structure, inside which these organic molecules may be solvated.
Such a cage is shown in Figure 9.4, on the left part of the solvated molecule. It makes �nHB

take an appreciable negative value. Solvation is still possible at low concentration C, where
�nHB may be predicted proportional to C as long as organic molecules are dispersed in water,
making no close contact. At higher C, solvation may still occur by grouping clusters of organic
molecules in bigger cages. Inside this cage the organic molecules are organized in such a way
that their few hydrophilic groups are oriented towards the exterior of the cluster, so as to still
establish the maximum of H-bonds with the surrounding H2O molecules, which has the effect
of decreasing the absolute value of �nHB. In such a configuration, we can however no longer
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neglect, as in eq. (9.5), the decrease of entropy due to the partial ordering of these organic
molecules, and to that of H2O molecules around such a solvated cluster. This decrease of
entropy reflects itself in the decrease of the solubility when temperature increases (39). It
illustrates the delicate thermodynamic balance of the solvation process of such organic
molecules. In biochemistry this latter kind of structure, grouping of hydrophobic parts of
organic molecules inside clusters, is often attributed to a “hydrophobic interaction”. This
term should be avoided, because this is not interaction, but a special arrangement of the
H2O molecules around the cluster of solvated molecules that expose the maximum of their
hydrophilic groups towards H2O molecules and consequently groups hydrophobic parts in
a confined space. The denomination “hydrophobic interaction” is consequently misleading
as it has more to do with confinement than with an interaction.

Finally, when the organic molecule has no hydrophilic group, such as in alcane, alcenes,
benzenics, etc., the positive enthalpic term always overcomes the entropic one, except, may
be, at high dilution for small molecules such as methane, when �nHB is still very small. The
organic molecule of a sufficient size does not mix with liquid water. Water and such organic
molecules separate into two phases, and oil, for instance, spreads on the surface of water,
even forming a very thin molecular monolayer at high dilution. Almost no molecule of oil
is found inside water.
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Let us point out that the above analysis we have made is qualitative. It gives a simple pic-
ture that emphasizes the role of the H-bond network of liquid water and is only an Ariane
thread to understand how solvation occurs in water. Quantitative descriptions require a finer
analysis and are the objects of an intense research field. They accept the above description as
a coarse starting scheme, but refining it requires to release such approximation as an equal
energy of formation for all H-bonds (the H-bonds established by H2O molecules at the sur-
face of a cage generally appear stronger than in the bulk (40), but may be weaker (41) when
this surface is great, as seen by sum-frequency vibrational spectroscopy described in Ch. 4),
to introduce Van der Waals interaction, etc.

Organized structures of amphiphile molecules

These are bigger organic molecules which have two well-identified and separated parts,
one hydrophobic and one hydrophilic. Hence their names: amphiphile � that loves on both
sides. In contact with liquid water they are at the origin of various original organized
molecular structures. A set of the most current amphiphile molecules is shown in Figure 9.5.
They are at the origin of organized structures we describe in the following. These organized
structures appear in a restricted and well-defined region of concentration of these molecules
in liquid water. Special experimental methods to observe them are evocated in Ch. 4 (IR
and sum-frequency vibrational spectroscopy) and also in Ch. 11.

Micelles
The simplest amphiphile molecules are molecules of the type sodium or potassium stearate
CH3�(CH2)14�COO�, which constitute ordinary soap. In water these molecules adopt the
form of micelles, drawn in Figure 9.6, that are roughly spheres where hydrophilic parts made
of carboxylate ions with loosely bound cations are all at the outer part of the sphere, so as to
establish H-bonds with the surrounding H2O molecules. Hydrophobic parts are confined
within the interior of the sphere where it can accommodate smaller hydrophobic molecules,
drawn in green in Figure 9.6. Such amphiphile molecules thus act as detergents, allowing
strongly hydrophobic molecules to be indirectly solvated into water, that is incorporated in
water but with no direct contact with H2O molecules. Soaps are detergents mainly made of
K�stearates. Shampoos are preferably made of sodium dodecylsulfate molecules CH3�
(CH2)11�SO4

�, another amphiphile molecule drawn in Figure 9.5. The molecular constituent
of cleansing agents in general are often other amphiphiles such as polyoxyethylene glycols,
CH3�(CH2)n�(CH2�O�CH2)m�OH, which, in opposition to the preceding detergents, are not
ionic. They are consequently more insensitive to the presence of other salts in water than
stearates or dodecylsulfates. Another detergent of great interest is sodium hexadecylbenzene-
sulfonate (CH3�(CH2)5)2�C�C6H4�SO3

� (Figure 9.5) used to extract oil from porous rocks.
When dissolved in a liquid made of completely hydrophobic molecules, these amphi-

phile molecules may adopt the structure of a “reverse micelle”, drawn in the lower part of
Figure 9.6. In this reverse micelle, all hydrophilic groups are directed inwards the centre
of the structure, where they can establish H-bonds with H2O molecules of a nanodroplet of
water (42), which can thus be also indirectly solvated in oil.

Such amphiphile molecules are surface active agents, abbreviated as “surfactants”. This
means they decrease the surface tension at the interface between liquid water and a solid,
liquid or gas made of other molecules that have a low affinity for H2O. The surface of liquid
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Figure 9.5 Some amphiphile molecules. In glyceroltrioleate, the glycerol part, not positioned in the
plane of the figure, is symbolized in the form of an ondulation.
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Figure 9.6 Structures adopted by sodium or potassium stearate (see Figure 9.5): a micelle in water
(upper drawing) and a reverse micelle in oil (lower drawing). Inside the micelle hydrophobe molecules,
drawn in green, can be solvated.
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water, for instance, contains H2O molecules that are frustrated, as compared to H2O molecules
in the bulk. These molecules of the bulk have four H-bonds established around each O-atom.
The molecule on the surface can establish H-bonds towards the bulk, but none towards air.
As a consequence, free OH groups, often called “dangling OH groups”, appear at the surface
of liquid water, which has the tendency to minimize its surface where it cannot establish
H-bonds, so as to reduce the number of these free OH groups. Thus, water droplets are
spherical because, as already seen, the sphere is the volume that displays a minimum S/V sur-
face to volume ratio. As the number of frustrated OH groups that cannot establish H-bonds is
proportional to this surface, when the droplet is made of a sufficiently great number of H2O
molecules, such a spherical form minimizes the number of frustrated groups. It implies that
two colliding water droplets will form a more stable bigger single droplet, with a S/V ratio
smaller than that of the two original droplets. We have seen the implication of this mecha-
nism in the formation of raindrops discussed in Ch. 8. This trend to minimize the interface
points to the origin of capillarity. In order to increase the surface of liquid water, energy should
be provided because the number of free O�H groups increases. In physics this is described by
the surface tension coefficient g, which is such that the (free) energy necessary to increase a
liquid surface of dS is equal to gdS. This energy is equal to NF�EHB� where NF is the number
of frustrated H2O molecules found on this surface dS and EHB the (negative) internal energy
of an H-bond in liquid water. As EHB is greater than Van der Waals energies and as the density
of O�H groups is particularly high in liquid water, it makes g have an especially great value
in the case of liquid water, as compared to liquids of organic molecules (25). Along the sur-
face between liquid water and a group of amphiphile molecules, no such frustration appears:
the H2O molecules in contact with the amphiphile molecules are not frustrated because they
establish H-bonds with them. This is equivalent to having NF equal to 0. The surface tension
between water and a surfactant then becomes small, and only due to the decrease in entropy
an ordered structure such as the micelle of Figure 9.6 requires when it is established. Hence
the name “surface active agent”. Incidentally, it allows, at some defined concentration of soap
in water, to have bubbles, or foams. In these structures a very thin layer of H2O molecules 
is placed between two layers of Na�or K�stearate, which all present their carboxylate
hydrophilic heads towards this water layer, exposing their hydrophobic tail towards air. This
is a configuration known as a “Langmuir–Blodgett” layer described in a subsequent subsec-
tion. As compared to a spherical droplet of liquid water alone, the S/V ratio for this configu-
ration is increased by several orders of magnitude. This is made possible, because addition to
water of such amphiphile molecules considerably decreases the surface tension. These prop-
erties of micelles to reduce surface tension are widely used in the industry. The problem, here,
is their stability. In order to improve it, more than one surfactant is often used. It favours the
appearance of other original but more complicated organized structures such as the interpen-
etration of two nonmiscible liquids, water and oil for instance, in the form of bicontinuous
miscible liquids that both extent throughout the offered space and allow to travel between any
two points in the same liquid without leaving this liquid (43). Micelles in general are the object
of an intense research work in a domain of physics (25) known as that of “soft matter”.

Biological membranes
Phosphatidylcholine, a glycerolphosphatediester drawn in Figure 9.5, is the constituent
molecule of “phospholipidic membranes”, which form the envelopes of biological cells, cell
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nuclei, etc. The esterifying acids of this molecule are fatty acids. The ratio of the volume of
the polar part to that of the apolar part of this molecule is smaller than in the preceding case
of micelle forming molecules. When immersed in water this molecule then forms bilayers
made of phosphatidylcholine molecules that present all their hydrophilic parts, made of
phosphate and carboxylate groups, towards liquid water (Figure 9.7). The inner liquid water
is thus isolated from outer water. This structure may nevertheless accommodate proteins,
which have sufficiently large hydrophobic parts that can be easily inserted inside the
hydrophobic part of the membrane. These transmembrane proteins allow the control of all
exchanges between inner and outer liquid water of the cell or nucleus, etc. They are highly
selective for what concerns exchanges of H2O molecules, ions, small organic molecules, etc.
They can easily migrate within the membrane.

This particular structure of a bilayer is stable in liquid water at room temperature, that is
in biological conditions. In different conditions, such as at high temperature, at pH different
from neutral or in presence of an appreciable concentration of dissolved salts, which modify
the H-bond network of liquid water around the membrane, they are no longer stable and
collapse. The inner water then comes in contact with the outer liquid water, an often lethal
phenomenon for the medium inside the membrane. Some bacteria living in extreme con-
ditions of high temperature, such as archeobacteria of geysers which develop in water up to
80 �C, or thermophile bacteria found in hydrothermal springs at the bottom of oceans and are
able to live in water at 110 �C, find a way to accommodate these conditions: instead of using
phosphatidylcholine molecules, they use a diphospholipid, made of two phosphate groups
covalently linked by two hydrophobic chains. It allows a configuration similar to that drawn in
Figure 9.7, with the bilayer being transformed into a monolayer. Such a membrane can resist
“extreme conditions” defined above. It is, however, much stiffer than usual membranes and
does not allow close contact between various cells. It consequently only appears in unicellular
organisms.

Langmuir–Blodgett layers
These are monomolecular layers that appear on the surface of liquid water, when a small
quantity of amphiphile molecules, such as fatty acids, are spread there on a limited water
surface. Fatty acids are molecules with a carboxylate COO� or COOH hydrophilic head,
which is covalently linked to a hydrophobic tail of the form CH3�(CH2)n that may interca-
late an unsaturated CH�CH group within its CH2 chain. Stearate, drawn in Figure 9.5, is a
typical fatty acid. The generic name biologists give these kinds of molecules is lipids. 
A small number of such molecules, spread over the surface of liquid water, organize them-
selves with their hydrophilic head accepting H-bonds from H2O molecules on the surface of
liquid water. With a sufficient concentration, the hydrophobic chain stands away from the
surface, taking a direction roughly perpendicular to it, as drawn in Figure 9.8. We have
already evocated such a structure found in soap bubbles. On increasing the concentration
of amphiphile molecules, the whole surface of liquid water may become occupied. A second
layer of amphiphile molecules is then thought to stack on this first layer. The molecules 
of this second layer keep the same orientation as the first layer, perpendicular to the sur-
face of liquid water, but they have been rotated of 180�, so as to have their hydrophobic
tails facing the hydrophobic tails of the first layer. Successive layers are thought to form,
on increasing concentration, keeping the same direction but each with a 180� rotation (44).
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aterFigure 9.7 Section of a phospholipidic membrane in liquid water: a bilayer of organized phosphatidylcholine molecules (Figure 9.5) with their
hydrophilic phosphate and carboxyl groups (purple) H-bonded to outer H2O molecules (blue) and accommodating a transmembrane protein (green).
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Figure 9.8 A Langmuir–Blodgett layer of sodium oleate at the surface of liquid water.
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These strongly orientated layers are used in the design of organic electroluminescent mate-
rials and devices.

As already seen in the case of micelles, the absence of frustration of the H2O molecules
at the surface of liquid water with Langmuir–Blodgett layers has the effect of significantly
decreasing the surface tension of water. This property was known to ancient Greek sailors
who used to spread olive oil around their ship when surprised by gales. It hindered danger-
ous unfurling waves to form, keeping the sea surface smoother. Olive oil is a typical lipid
made of glyceroltrioleate, an ester formed by condensation of three molecules of oleic acid
and one molecule of glycerol, an amphiphile molecule shown in Figure 9.5.

Exceptional physical properties

Figure 9.9 displays some exceptional properties of liquid water. The dependence on tempera-
ture of the density d may be the best known one. The singularity of water appears with the
presence of a maximum at 4 �C. It extends with a pronounced effect, that is a positive slope
which becomes more and more so when temperature decreases, in the supercooled region,
where water is a metastable liquid at temperatures below 0 �C. By comparison, most other
liquids display a monotonous variation, schematically drawn as a dashed line, with a negative
slope in the whole temperature range. This singularity of the density of liquid water is also
connected to the exceptional change in the density upon freezing, which leads to a crystal,
ice, with a markedly lower density. By comparison, on freezing almost any other liquid gives
a solid with a higher density, schematically shown by the discontinuity in the dashed line.
This exceptional behaviour of liquid water and of the water/ice transition has important
macroscopic consequences. Thus, the temperature at the bottoms of the oceans and of many
lakes that freeze in winter is 4 �C, not 0 �C. Another well-known consequence is that ice stays
on the surface of the Arctic ocean, providing an efficient thermal screen that keeps heat in the
oceanic waters. It hinders too rapid a dissipation of heat in the atmosphere and consequently
in the space surrounding the Earth. It is an important climatic consequence of the special struc-
ture of liquid water at molecular level. Another consequence is that life is preserved under the
ice of freezing lakes: water, with no contact with the cold atmosphere, remains liquid under
the ice surface. If water had not a density markedly greater than ice, the solid that would
form on freezing would fall in the bottom of lakes, water would remain on the surface and
would then be in a direct contact with the colder atmosphere. It would most rapidly be entirely
transformed into its solid counterpart, leaving no hope to all animals or plants in the lake
to survive.

We may qualitatively understand the origin of this exceptional property. As already seen,
the H2O molecules of ice are held by rigid H-bonds, which perform small vibrations only
around their equilibrium positions. It results in a tetrahedral structure for the “heavy” O-atoms,
which have each four nearest O-atoms. Such a structure is noncompact, that is at the origin of
a somewhat low density solid. For a comparison, in a face centred cubic structure of identical
atoms, each atom has 12 nearest neighbours. It is thus not so much surprising that on increas-
ing temperature which, as already seen, has the effect of increasing the amplitudes of libra-
tions, that is increasing the dynamic distortions of H-bonds, we destroy local order, especially
at the level of second neighbours. It gives a more compact structure the possibility to appear.
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Figure 9.9 Exceptional physical properties of liquid water (solid lines): temperature dependences (upper diagrams) of the density d (45) and isothermal
compressibility xT (adapted from Refs. (45–47)); pressure dependences (lower drawings) of the shear viscosity h at various temperatures (adapted
from Ref. (48)) and of the isothermal diffusion coefficient D at 0 �C (adapted from Ref. (49)). Dashed lines sketch typical dependences displayed by
almost all other liquids. Note that at �15 �C no value is given for h at p 	 300 MPa, because of a phase transition towards ice V (Figure 8.5).

C
H
0
0
9
.
q
x
d
 
 
1
/
1
1
/
2
0
0
7
 
 
3
:
5
1
 
P
M
 
 
P
a
g
e
 
2
3
9



When ice melts, we consequently replace a noncompact structure by a slightly more com-
pact one. In liquid water, the same mechanism proceeds and is at the origin of an enhancement
of the density, even if this enhancement is much less marked than on ice melting. Further-
more, the effect of this dynamic distortion of H-bonds is somewhat counterbalanced by the
usual anharmonicity at the origin of the dilatation of all solids and liquids. More precisely,
this usual anharmonicity takes on the form of a Morse potential (Figure 4.1 and eq. (4.6)) for
the intermonomer O�O stretching vibrations. The lower levels of such vibrations are sepa-
rated by about 200 cm�1, which is equivalent (Ch. 1) to a temperature of about 300 K. It
means that around this temperature, which is typically the temperature of existence of liquid
water, excited states of this vibration become populated, and when temperature still increases
the population of these excited states also still increases. As the equilibrium O�O distance
also increases with the degree N of excitation (N stands for the Nth excited level—see 
eq. (4.4) where it is written as Ns), the thermally populated excited states of the intermonomer
stretching vibrations induce an increase of average O�O distances, that is a dilatation. This
latter mechanism becomes preponderant at temperatures above 4 �C, where liquid water
becomes a “normal” liquid, at least for what concerns its density which then exhibits a nega-
tive slope for its variation with temperature. This mechanism is already present in the super-
cooled region, at temperatures below 0 �C, but the former gain in compactedness due to
distortions of H-bonds is predominant, all the more so that we are in the deep supercooled
region, around �35 �C, for instance, where the slope dd/dT is largely positive, and water
consequently largely anomalous.

The temperature dependence of the isothermal compressibility xT ��(1/V)(
V/
p)T, where
V is the volume of 1 mol of liquid water and p is pressure, also exhibits an exceptional
behaviour, as displayed in Figure 9.9. As shown by the dashed line, almost all liquids
exhibit a variation with a positive slope, which corresponds to a softening of the interactions
between molecules when temperature is raised. This softening makes the liquid easier to
compress. Liquid water conversely exhibits a negative slope at low temperatures, which
becomes positive at higher temperatures, with a corresponding minimum around 45 �C. The
negative slope, an exceptional property that is magnified in the supercooled region, means
that on increasing temperature in this region, water becomes harder to compress. This is due
to the increase of the density when temperature is raised in this region, another exceptional
property we have just discussed above.

The two preceding exceptional properties are usually considered as related to static prop-
erties of liquids. Dynamic properties of liquid water may also be exceptional when compared
to almost any other liquids. Thus, the viscosity, h, of an ordinary liquid increases when pres-
sure is applied at a fixed temperature. Upon pressure the average distances between mole-
cules shorten, restricting the amplitudes of their relative rotations and translations, thus
making this liquid more viscous. Liquid water behaves differently: as displayed in Figure 9.9,
the viscosity at �15 �C starts decreasing when pressure is applied, before reaching a mini-
mum and then increasing. This behaviour is also found at 0 �C. Only at a temperature above
50 �C does liquid water display the behaviour of other liquids, with h monotonously increas-
ing with pressure. Once more this effect is more marked in the supercooled region than at
temperatures above 0 �C. It means that, in this region, liquid water starts becoming more
fluid when pressure is applied. And indeed pressure partly destroys the tetrahedral sym-
metry adopted by O-atoms, a subtle effect detected by neutron scattering (27). It means
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that pressure first bends H-bonds, changing the equilibrium positions of librations of indi-
vidual H2O molecules, an effect we have evocated in that part of Ch. 4 that is related to
anharmonicities of intermonomer vibrations. This bending of H-bonds is accompanied by a
small decrease of the O�O distance. This decrease is preponderant in most liquids, where
interactions between molecules are not H-bonds. In liquid water, the main effect of pressure,
bending of H-bonds makes H2O molecules more loosely bound to their neighbours, enabling
a greater relative motion of all H2O molecules, making water in the whole more fluid. At
higher pressures the decrease of the O�O distance overcomes that exceptional mecha-
nism, and then liquid water starts behaving as other liquids: it becomes more viscous when
pressure is applied. This exceptional enhancement of the fluidity of water with pressure at low
temperatures is due to the same molecular mechanism that is at the origin of the negative slope
of the line that separates liquid water and ice Ih in the phase diagram of ice (Figure 8.5),
and which leads to transforming rigid ice into fluid water when pressure is applied. It is a
consequence of the fact that the primary effect of pressure is to bend H-bonds. Let us point
that this bending of H-bonds by pressure has a static character: it results in changing the
equilibrium positions of librations. It is different from the effect of temperature, which has
a dynamic character, changing in a first approximation the amplitudes of librations, but not
their equilibrium positions.

The pressure dependence of the self-diffusion coefficient D, which describes the motion
of the centre of gravity of a particular H2O molecule in liquid water, also displays an excep-
tional behaviour with pressure: it increases when pressure increases, which means that it
becomes easier for a particular H2O molecule to diffuse inside compressed liquid water, at
least in the region where pressure is not too high. Above 200–300 MPa, diffusion becomes
more difficult when pressure is increased, and liquid water then behaves as almost all other
liquids. This anomalous behaviour occurs at 0 �C, as represented in Figure 9.9. It becomes
less marked at higher temperatures, but more marked in the supercooled region. The reason
for this behaviour is the same as that encountered for viscosity: because in this region pres-
sure bends H-bonds between water molecules, it makes translation of a particular H2O mole-
cule easier, at least as long as water molecules are not too close to hinder such a translation
as in almost all other liquids.

These are the main exceptional physical properties of liquid water. There are some other
ones, which may be less spectacular. Thus, the lifetime of the first excited state of ns, of
the order of 1psec (50), has recently been shown, using femtosecond IR pump-probe spectro-
scopy (51) (see Ch. 11), to increase with temperature. Lifetimes of excited vibrational states
usually decrease when temperature increases, and long lifetimes are obtained at low tem-
peratures. This is because relaxation of these excited states towards ground state occurs via
a direct transfer of the excitation towards highly excited states of intermonomer modes
(phonons in a solid), a transfer that is made possible by an anharmonic interaction between
this vibration and intermonomer modes (51). Raising temperature increases the populations
of the excited states of the intermonomer modes, increasing the average transfer rates of the
energy of the excited state towards intermonomer modes. Relaxation itself occurs within
various states of these intermonomer modes towards a thermal equilibrium of their popu-
lations. In the case of ns of liquid water, the relaxation path is different and occurs via a succes-
sion of different steps. The first and rate-determining one is the transfer of excitation of ns

towards the overtone 2dH�O�H of the bending vibration of H2O via Fermi resonance 
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(see Ch. 4), and is followed by relaxation of these bending vibrations, which have been
shown to have themselves a lifetime (52) of 1.4 psec. As already seen, raising temperature
makes ns shift towards higher wavenumbers and dH�O�H towards lower wavenumbers. It
decreases the overlap between the first excited state of ns and the first overtone of dH�O�H, thus
making this ns � 2dH�O�H, transfer less efficient. The lifetime of the first excited state of ns

is therefore longer (50).
Another property of liquid water, which is more singular than exceptional, but has more

important consequences, is the behaviour of its heat capacity Cp: nearly a constant for tem-
peratures above �10 �C and extending up to 100 �C, but with a value more than twice that of
ice, it considerably increases in the supercooled region below �10 �C (45, 53). It is on the
limits of an exceptional property, because the nearly constant value above �10 �C has been
shown to really be a slightly decreasing value when temperature increases at low tempera-
ture, followed by an also slightly increasing value at higher temperature, the whole thing
displaying a slightly marked minimum at 35 �C (31, 45, 48). The exception of Cp is thus not
so much in this singular behaviour with temperature, but more in the unusually great value
it takes on above 0 �C: 1 cal g�1 T�1 � 75 J mol�1 T�1. It has important well-known conse-
quences at our level, making for instance oceans a highly efficient regulator of the Earth
surface temperature. It is also at the origin of other climatic effects, such as a great ampli-
tude of thermal variations where water is absent, as in deserts, etc.

OUR UNDERSTANDING OF LIQUID WATER

From the preceding sections, it clearly appears that water, the most familiar liquid, is indeed
an exceptional liquid. Its exceptional properties are due to the presence of this flexible
hyperdense H-bond network that links all H2O molecules. Ice, which has an as dense H-bond
network, does not exhibit so many exceptional properties. This is because the H-bond network
of ice is rigid. In opposition that of liquid water is flexible, due to the possibilities for each
H2O to perform rotations of great amplitudes. Water is a liquid and as such may accept inside
it different molecules. The exceptional presence of this hyperdense H-bond network gives it
unique possibilities to accommodate embedded molecules, making water an exceptional
liquid to solvate ions, organic molecules, or to give with them original molecular structures,
such as micelles of detergents, biological membranes made of phospholipid bilayers,
Langmuir–Blodgett films, etc. All these properties are reasonably well understood, in terms
of chemical processes, even if they often require a more accurate thermodynamic assessment
than the illustrative one we have discussed on the basis of eq. (9.5) (54). This is also neces-
sary when one has to do with more complicated systems, such as when adding cosolvents to
surfactant molecules in order to give micelle structures a greater stability (43), for instance.
Also, such complex systems as biosystems also require a more precise knowledge than the
simplified description given above.

The situation of the exceptional physical properties, which are described in the preceding
section, is less favourable. The hyperdense H-bond network makes such physical quantities
as those shown in Figure 9.9 vary in a direction opposite to that of most other liquids when
temperature or pressure are changed in the low temperature region. We gave qualitative
explanations for these variations. They absolutely need receiving a more precise quantitative
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treatment before they can be considered as satisfactorily understood (55, 56). In other words,
we still have no precise description of liquid water at molecular level. It sounds as a paradox,
when one realizes that the situation is much better for most other liquids, which are, for all
of them, much less familiar than liquid water. On the other hand, they do not exhibit excep-
tional physical properties, and this makes them easier to describe. The familiarity of liquid
water, which we everyday drink and use in various ways, makes us erroneously think that
it is a simple and ordinary liquid. At molecular level this is far from true, as the presence
of this hyperdense H-bond network gives it original properties that are not easy to pre-
cisely describe. Thus, molecular dynamics (MD) methods, which have displayed success
describing many properties of other liquids, up to now failed to reproduce the exceptional
properties of liquid water and to give a description of liquid water at molecular level. MD
consists of calculating the evolution with time of the molecular structure of an assembly
of several hundredths of composing molecules, subject to defined intermolecular forces,
and which have been given an initial structure at time t � 0. For most liquids these forces can
be reduced to Coulomb interactions between point charges that are optimally spread along
the molecule, an approximation that is necessary to handle a sufficiently great number of
molecules. It works usually well for ordinary organic liquids, which are made of relatively big
molecules. Such a treatment is inappropriate for mimicking the highly directional H-bonds
that constitute the interactions of small H2O molecules inside the hyperdense H-bond network
they build, and for describing the well-defined librations of great amplitudes IR spectroscopy
has shown to occur and are responsible for its fluidity. MD simulations could consequently
only fail to explain how translational and rotational diffusion are comparable to those of
other liquids, despite the presence of this highly directional but nevertheless flexible H-bond
network. Thus, despite a throng of MD models devoted to liquid water, none of them can
claim any success to give a molecular description of liquid water. Most of all find geome-
trical arrangements for H2O molecules in agreement with X-ray and neutron scattering
experiments. This is considered a test for a good definition of their potentials, which is then
used to predict other properties. Unfortunately, these scattering experiments concern only
distances and are not easily related to the dynamic structure of the H-bond network itself,
which is therefore ignored. As we have seen that dynamics of H2O molecules is central for
most properties of the H-bond network of liquid water, it is not so much surprising that no
definite description of liquid water at molecular level exists.

More original attempts by Robinson and coworkers to fully take into account these libra-
tions (57), which we suspect to be at the origin of the fluidity of water, have not been satis-
factory. Even if the authors of such an approach claim success in precisely reproducing such
anomalies as the change in viscosity with pressure (58), or the variation of the density d with
temperature (59), which may be considered a key-step to arrive at a satisfactory descrip-
tion of liquid water at molecular level, the potential they use is too “ad hoc” and lacks gen-
erality to give a satisfactory description of liquid water. A former original analysis by Stanley
and Teixeira (60) of the connectivity of the H-bond network has also given hope that the
specificity of liquid water could be understood, as it gave evidence that H2O molecules with
established H-bonds were not randomly distributed inside the liquid bulk, but formed tiny
patches of four-bonded molecules. This is a picture that was proposed long time ago, by
Röntgen himself (that one who discovered X-rays). Such patches are known as “ice-like
aggregates”. Anomalous properties were then predicted to originate from the existence of
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these patches. However interesting the Stanley–Teixeira’s analysis could be, it was hampered
by the starting hypothesis that O�H groups could be divided into two groups, those which
were H-bonded and those which were not. This contradicts IR spectroscopy that we have
seen to exclude the presence of broken H-bonds in a significant proportion (Figure 9.1),
but points to a continuous distribution of H-bonds of various energies that rapidly inter-
change and are due to great amplitude librations of H2O molecules. Furthermore, these
patches have never been put into evidence.

These numerous theoretical attempts to give a fair molecular description of liquid water
have been accompanied by a multitude of new experiments, testing liquid water at various
temperatures and pressures by X-ray and neutron scattering, NMR, Raman scattering and
IR absorption spectroscopy, etc. It makes liquid water certainly the species for which 
the greatest number of data have been collected. Up to now with no corresponding satis-
fying description emerging from all these studies. The most precise results, those that
come from IR and Raman spectroscopy, have, in an astonishing way, never been consid-
ered as starting points for a molecular description of liquid water. As previously seen, IR
spectra stress the importance of librations for the properties of the H-bond network. Raman
spectra of liquid water suggest, with the presence of isosbectic points (61, 62) also visible
in IR spectra (17, 63), the presence of two distinct types of H2O molecules. Recent ultra-
fast spectroscopy has recently put into evidence (64) the existence of H2O molecules 
having two different relaxation rates, strongly supporting the existence of these two types
of H2O molecules. Interestingly, these distinct molecules have enthalpy differences that
have been estimated to be equal to 2.6 kcal mol�1 (65) by Raman spectroscopy, or more
recently to 1.5 kcal mol�1 by X-ray absorption spectroscopy (66) (see Ch. 3). Beyond the
differences of these values, which is not so much surprising in view of the accuracy pro-
vided by such measurements, we may note that these two values correspond to wavenum-
bers equal to 900 and 500 cm�1, respectively, if one applies the relation 
(eq. (1.A3) and c, the velocity of light, expressed in cm sec�1). These wavenumbers, 900
and 500 cm�1, are those of librations, strongly suggesting that in liquid water, molecules in
both their fundamental and first excited librational states coexist, and that in these excited
states they display great rotational amplitudes. It implies that treating librations by quan-
tum mechanics cannot be avoided. MD methods are poorly adapted to fully incorporate
such quantum effects. A realistic description should thus preferably take into account the
properties of librations from the start, establishing a potential for both librational and
stretching intermonomer modes. It should lead to the possibility of having librations with
great amplitudes, where couplings with stretching intermonomer modes should be
included so as to explain why both ice and liquid water become more fluid when pressure
is applied, ice being even transformed into liquid water (Figure 8.5). With such a coupling,
pressure first bends H-bonds before compressing O�O distances. It highlights the funda-
mental role of the hyperdense H-bond network. It should also explain the different effects
of temperature: ice exhibits a slight decrease in its density when temperature increases
(45), as any other species, whereas liquid water exhibits an exceptional increase in its den-
sity. The effect of temperature on ice is that expected from a rather rigid H-bond network
where all vibrations obey a harmonic potential, whereas on water temperature still
increases the amplitudes of librations, which are already great, making liquid water denser
because of the increase of the (dynamic) bending of H-bonds. It might explain another

E n/� h c�/�n,
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astonishing result of IR spectroscopy: the intramonomer bending band dH�O�H becomes
narrower when temperature is raised (67) and even takes on a Lorentzian shape (63), char-
acteristic of a rapid loss of coherence. This effect, recently acknowledged by pump-probe
time-resolved IR experiments (68), has up to now received no definitive explanation,
despite MD attempts (69). It is likely to be due to an anharmonic coupling of dH�O�H

of H2O with intermonomer bending modes. Such a modulation is certainly at the origin of
the small relaxation time of dH�O�H, 170 fsec, as recently measured by pump-probe IR 
spectroscopy (70).

CONCLUSION

Liquid water, one of the most familiar species, which we consider a most simple liquid in
ordinary life, reveals so shrewd a species at molecular level that, in opposition to most other
liquids, we still lack any fair molecular description of it. Its peculiarity: it possesses a
hyperdense H-bond network that keeps on an average a tetrahedral symmetry for O-atoms
of nearest neighbour molecules, with, however, great and rapid fluctuations around this
symmetry due to librations (hindered rotations) of individual H2O molecules having great
amplitudes. This H-bond network is as dense as that of ice. In opposition to that of ice, it is
most flexible, due to the possibility all H2O molecules have to perform within it rotations
of great amplitudes, as shown by IR spectroscopy. In ice such rotations keep small ampli-
tudes, which makes the H-bond network rigid. With the exception of some elusive minor
points, such as the structure of its common form Ice Ih we mentioned in Ch. 8, the struc-
ture and dynamics of ice are understood. The really exceptional property displayed by ice
is the existence of a line separating ice Ih from liquid water that displays a negative slope.
Its macroscopic consequence is the possibility of skating. It is due to the presence of this
hyperdense H-bond network which exhibits, when pressure is applied, a reaction typical of
H-bonds, but which manifests only when H-bonds are as numerous as in ice, that is as
numerous as covalent bonds: pressure first bends H-bonds, making compression appear as
a secondary effect. In nearly all other species where intermolecular interactions are not
exclusively H-bonds, compression is the primary reaction to pressure. As a consequence ice
is exceptional for becoming a liquid when pressure is applied. Liquid water having an as
dense H-bond network as ice exhibits the same behaviour: when pressure is applied, it
becomes a more fluid liquid, at least at not too high a temperature, in opposition to all other
liquids which become more viscous.

In ice the rigidity of this H-bond network hinders the appearance of other exceptional
properties. Thus, temperature has the same effect as in other species where intermolecular
vibrational modes, the only temperature sensitive modes at 300 K, exhibit no anharmonic
couplings. Only a 1D Morse-type anharmonicity is present and responsible for the thermal
dilatation, a general phenomenon. Rigidity also hinders embedding of organic or inorganic
molecules, and ice consequently exhibits the weak reactivity of a common solid, if we 
disregard its surface reactivity. This is not so of liquid water, where introduction of flexi-
bility within this hyperdense network has tremendous consequences. The first one is the
great value of the surface tension coefficient g of liquid water. It is a direct consequence
of the presence of this hyperdense H-bond network, as increasing the surface of liquid
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water requires breaking a very large number of H-bonds. We have seen in Ch. 8 that the
formation of raindrops owes much to this important capillarity effect. Furthermore, the
flexibility of this H-bond network makes liquid water react differently than other liquids
when temperature, for instance, is varied. It also makes it react differently than ice. Its con-
traction when temperature increases around 0 �C is a typical example of these exceptional
physical properties. In opposition to other liquids, rotations of individual H2O molecules
in water are rapid and exhibit great amplitudes, which makes water a liquid, but this ampli-
tude also increases with temperature, making the amplitudes of H-bond distortions (bend-
ing) increase with temperature. As we are far from a harmonic potential and of its complete
independence of intermonomer modes, this increase of the amplitudes of the distortions
leads to a slight increase of the density due to a shortening of the equilibrium distances of
the intermonomer stretching modes. In ice this increase of the amplitude of bending with
temperature remains within the limits of the harmonic approximation, a situation found in
other liquids or solids: it has no effect on intermonomer stretching modes. The effect of
the 1D anharmonicity of these stretching modes can then appear in the usual form of a
dilatation. This singular reaction to temperature changes is itself at the origin of many
exceptional physical properties of liquid water. Even if we understand qualitatively their
origins, we do not yet know how to precisely describe them. This is some paradox of sort,
as we “know how to workout the properties of ice and steam, but we have no clear idea
why there is such a thing as ordinary liquid water” (71). The flexibility of the H-bond net-
work of water is also at the origin of exceptional chemical properties. It is thus at the ori-
gin of exceptional capacities of embedding of organic and inorganic molecules, which
make liquid water one of the most powerful solvent. These exceptional chemical proper-
ties are relatively well described in terms of chemical mechanisms, even if more accurate
descriptions are needed to more precisely understand them.

In this chapter we did not investigate the exceptional biological properties of liquid
water. The reason is that if it is well known that water is absolutely necessary for life to
proceed, at least life as we know it on Earth, it is not evident that the presence of liquid
water is a fundamental prerequisite for life to occur. The necessary condition for life to
occur seems to be the presence of H2O molecules with their specific ability to build around
them an exceptionally dense H-bond network. Even if liquid water is the basic and most
simple system that provides such a dense H-bond network, it is not the only one, as dense
but slightly different networks may also exist in more locally defined structures with H2O
molecules. We examine this point in more details in Ch. 10.

Up to now, we have examined water in its three states: vapour, liquid and solid. Another
state has relatively recently revealed to be of interest: the supercritical state, where an
assembly of water molecules is under a pressure greater than 221 bar (1 bar � 105 Pa) and
a temperature higher than 374 �C. In these conditions H2O molecules still establish (weak)
H-bonds. They are surprisingly most reactive and are thus candidates to be used in indus-
try to decompose numerous polymers and hazardous chemicals (72). It may for instance
rapidly hydrolyse organic molecules without any acidification (73). Supercritical water
can thus act as an effective decontamination agent, itself devoid of any toxical effect. Also,
its dielectric constant can be continuously varied, as may also its density or the density of
H-bonds it contains, etc. How is it so? Another open question for that exceptional mole-
cule, and certainly yet a lot of work for scientists.
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– 10 –

The Water Molecule in (Bio)Macromolecules

WATER MOLECULES AND THEIR DENSE HYDROGEN BOND NETWORKS

Having examined ice and its rigid hyperdense H-bond network at the origin of a single excep-
tional physical property, and then liquid water and its flexible and hyperdense H-bond net-
work at the origin of many exceptional physical and chemical properties, we now turn our
attention to water in large, poorly ordered systems, most of them macromolecules. These
two species, ice and liquid water, illustrate how the exceptional structure of the H2O mole-
cule, with its two H-bond donor sites and two H-bond acceptor sites (Figure 8.1), is at the
origin of the formation of a dense H-bond network. The properties of this H-bond network
are, however, different in ice and in liquid water: its rigidity in ice and its great flexibility in
liquid water lead to completely different chemical properties, already pointing to the impor-
tant role this H-bond network plays. It may be argued that, owing to the great difference
between a rigid and a highly flexible network, this difference is not very surprising.
However, modifying the H-bond network of liquid water in a less drastic way, for instance,
by reducing its size, also has visible consequences. Such a reduction appears in reverse
micelles, described in Ch. 9, and induces changes of shapes and positions of IR bands that
continuously vary when the sizes of the water nanodroplets in these reverse micelles vary
(1). Also, the dynamics of H2O molecules is substantially slower than in liquid water, as
shown by measurements of relaxation times of ns bands (2), using nonlinear time-resolved
IR spectroscopy. This slower dynamics indicates that the H-bond network developed by
H2O molecules is more rigid in these reverse micelles than in liquid water. Confined water
molecules enclosed by acetone molecules, a case where this reduction is even bigger, have
been shown by femtosecond pump-probe IR spectra to have a dynamics that strongly dif-
fers from that of bulk liquid water (3). These results strongly suggest that the H-bond net-
works developed by H2O molecules play an important role in the emergence of macroscopic
properties of samples that, other than ice or liquid water, contain water molecules.

In this chapter we examine this situation where, without having to deal with liquid water
or ice, we nevertheless are still concerned with extended H-bond networks developed by
H2O molecules. This is the case for water molecules embedded in macromolecules. We
shall not stress the importance of macromolecules, but the point worth noting here is that
H2O molecules are ubiquitous inside them. This is because H2O molecules are very small
and consequently most mobile, on the one hand, and on the other hand, because their
exceptional structure, as shown in Figure 8.1, always provides them with the possibility of
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establishing H-bonds on the hydrophilic groups that exist in more or less large numbers in
such macromolecules. The embedded water molecules may strongly modify the physical
properties of the host macromolecule. This is already true of synthetic polymers where
they may, for instance, cause unwanted aging, degrading the interesting properties of these
polymers that often are “new materials”. They also may be at the origin of hydrolysis of
some of the constituent molecules of this polymer, thus also ruining all the interesting
properties it has originally been designed for. In biological macromolecules, an H-bond
network can spontaneously appear before the arrival of H2O molecules. Thus, secondary
structures of proteins described in Ch. 2, may exist with no water molecule. However, H2O
molecules are not anecdotic molecules in biomacromolecules: as will be seen throughout
this chapter, they play a fundamental role there, and it is consequently crucial to know how
they behave. When embedded in any macromolecule, these small and extremely efficient
H-bond-establishing molecules exert this tendency to develop an extended H-bond net-
work. This H-bond network may be reduced to a single H2O molecule, a very extreme
case, or may tend, in large H2O clusters that may extend over or all around the host mole-
cule, towards that of liquid water, the other extreme case.

In a given macromolecule we may pass from one situation to the other, depending on
the quantity of water molecules that are embedded in it, that is on its degree of hydration.
Within these H-bond networks, which are always dense but more or less extended, these
H2O molecules may adopt various H-bond configurations that can be rapidly exchanged,
suggesting a rapid dynamics comparable to, but nevertheless differentiable from that of
liquid water. In other words, these H-bond networks that appear in macromolecules may
take many different forms with many different consequences at the macroscopic level. In
the current state of our knowledge, which is presently in a very early stage of development,
we scarcely understand their role(s). This is because comprehending the role of these H-bond
networks in macromolecules encounters an unexpected difficulty: contrary to what we
might think, the H2O molecule is not easy to observe, especially when it is embedded in
macromolecules, and only the recent methods described in Ch. 11 seem able to precisely
convey enough information on it. The consequence of this difficulty is that the H2O molecule
has for a long time been ignored (4) when it is embedded in macromolecules, wrongly sug-
gesting that it is an inert molecule that plays no special role, despite our awareness that
water molecules are absolutely necessary for life to occur. This attitude has been called a
scandal by John Maddox (5) in one of his “News and Views” in Nature, where he wrote:
“Is the scandal, that so little is known about the interactions of macromolecules and their
aqueous environment, about to be removed?”. Calling this a scandal does not appear too
strong when one realizes that water molecules are ubiquitous, on the one hand, and are far
from being inert or passive, on the other. In particular, life, as we know it on Earth, cannot
occur in the absence of these molecules.

In this chapter we discuss the structure of this H-bond network, examining recent exper-
iments on hydration mechanisms of macromolecules that have contributed original infor-
mation on the structures of H-bond networks developed by H2O molecules in these
macromolecules. We then describe present experiments on bioprotection that stress the
impact this H-bond network has on the structure of the macromolecule itself, before men-
tioning protein folding, which have undergone rapid development in recent years, but have
not yet reached a point where significant information could be obtained. We then proceed
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Arrangements of Water Molecules in Macromolecules 251

to discuss the role these H-bond networks are suspected to play in the reactivity of macro-
molecules. It may serve as a guideline for forthcoming experiments. This chapter differs from
preceding ones in the sense that, contrary to the preceding ones where known facts and pres-
ent research activities are presented, this one has a highly prospective character and outlines
a description of what may be of importance in forthcoming years. We have seen that even in
these relatively simple species such as ice or liquid water—simple from the chemist’s point
of view, as only H2O molecules are present—still many questions remain unanswered. In the
case examined in this chapter, of water molecules embedded in macromolecules, the system
is more complicated from this same chemist’s point of view and consequently still less known.
The main theme of this chapter is biological aspects of water, and it is felt that progress in this
field will certainly shed some new light on biological mechanisms and on the fundamental
role of the up to now often disregarded H2O molecules. All along we must keep in mind a
fundamental question: “How is it that life occurs in water and in water only”. We sketch an
inevitably coarse answer in the conclusion of this chapter.

ARRANGEMENTS OF WATER MOLECULES IN MACROMOLECULES

The H-bond networks of liquid water and ice are very dense and extend over a very large region.
All water molecules are part of these networks and nearly all of them are tetra-coordinated.
This is not so in macromolecules where many different situations can be encountered, fol-
lowing the density of hydrophilic groups this macromolecule exhibits and also the state of
hydration of the macromolecule, that is the number of H2O molecules that are embedded in
it. Some recent experiments conveyed information on the structures of the H-bond networks
in these systems. They are experiments on hydration mechanisms, lyo or cryoprotection, and
folding of proteins. These relatively few mechanisms that have been recently studied in some
detail are described in this section. They give what could be called a preview on this H-bond
network developed by H2O molecules in macromolecules.

Hydration mechanisms

Studies on the hydration of macromolecules consist of observing the H-bond network that
develops inside a macromolecule when its passes from a dried state to a completely soaked
state. This can be achieved by, for instance, increasing the water vapour tension of the sur-
rounding atmosphere, starting from a waterless atmosphere within which the dried sample
is in equilibrium and ending with an atmosphere with 100% humidity, which is an atmos-
phere saturated with water vapour in equilibrium with liquid water in a restrained volume.
This way of studying hydration has the advantage of defining the variable state of hydration
with precise values, the hygrometry also called relative humidity, which we define in the next
paragraph. Hydration mechanisms have formerly been studied by various methods, the
most common one being thermogravimetry (6), described in Ch. 11, the most recent and
precise one being IR spectrometry. This latter method is also described in detail in Ch. 11 as,
when applied to water molecules, it requires specific procedures to avoid the serious drawbacks
that have long hindered using IR spectroscopy to look at water molecules, despite the power
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and sensitivity of this method to study H-bonded systems, as described in detail in Ch. 4.
In the present chapter we analyse the results delivered by this method, often referring to
equations or figures of Ch. 11, where these results are extracted from experiments.

Thermogravimetry allows drawing “sorption isotherms”, an example of which appears,
among other curves, in Figure 10.2, in the case of a typical macromolecule, hyaluronane (HA),
a polysaccharide shown in Figure 10.1. The analysis of these former sorption isotherms has
led to a classification of H2O molecules into two types: “structure” molecules, which appear
at low hygrometry of the surrounding atmosphere, and “freezable water molecules”, which
appear at high hygrometry and exhibit a phase transition accompanied by heat dispersion at
temperatures close to but somewhat below 0 �C. This phase transition is similar to that exhib-
ited by H2O molecules in liquid water. Hygrometry is defined as the ratio p/p0 of the water
vapour pressure p of the surrounding atmosphere to the value p0 of the saturating water vapour
pressure at the same temperature. Thermogravimetry is a global method that is not particularly
sensitive to molecules. It cannot consequently help in elucidating what these different types
of water molecules it distinguishes are. As seen below, IR spectrometry can precisely define
them at the molecular level, and a general scheme for hydration can then be proposed.

We examine in this chapter the hydration mechanisms of two completely different types of
macromolecules: a natural biopolymer, HA and a synthetic polymer, a sulfonated polyimide
that may be used in the industry. These two types of macromolecules are completely different
types of macromolecules.

Hydration of a model biopolymer: hyaluronane (HA)

Sodium hyaluronate, or HA, is a biocompatible polysaccharide that is encountered in medi-
cine and the cosmetics industry. Its macroscopic properties are highly sensitive to its hydra-
tion level, which is the reason why it has been the object of many studies. When in its dried
state, or scarcely hydrated, it is stiff. In this state it may act as a skin-stiffening agent, smooth-
ing wrinkles for instance. When highly hydrated, it acts as a lubricant that is found in syn-
ovial fluid. The elucidation of its hydration mechanism has shown us the role of the
developing H-bond network in the change of its properties and, at the same time, the power
and sensitivity of IR spectrometry to observe water molecules in macromolecules.

The structure of HA is that of long chains (7) of disaccharide repeat units shown in Figure
10.1. Each disaccharide is made of two �-linked six-atom sugar molecules. In Ch. 2 the � iso-
mers of glucose are seen to allow for the appearance in polysaccharides of lateral H-bonds
established by alcohol groups, a property that is fully exploited in HA, with the establish-
ment of C3O3�H�O5 and C4O4�H�O5 bonds. Each of the sugar molecules has another
one of its alcohol groups substituted by either a carboxylate COO� group (“residue” A) or
an amide group CH3�(C�O)�NH (“residue” B). Glycoside links C�O�C in the chain are
found at carbons 1 and 4 for residue A, and at carbons 1 and 3 for residue B.

Dried state of HA
It could be shown by IR spectrometry (8) that, in the dried state, about four to five H2O
molecules per repeat unit remain embedded, as shown in Figure 10.1. They are all
anchored by H-bonds on C�O groups of carboxylate COO� groups and form water wires
that otherwise hydrate neighbouring hydrophilic groups, establishing H-bonds with them.
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The important point for hydration at low hygrometry is that in this dried state two-third of
the amide N�H groups establish H-bonds on O� atoms of adjacent carboxylate groups,
while the remaining one-third do not establish H-bonds, leaving the corresponding O� atoms
also free. The establishment of such N�H�O�C�O. H-bonds is energetically favourable.
However, the dihedral angles O5�C1�O4�C4 and C1�O4�C4�C3 that define the relative
arrangement of cycles A and B, together with the dihedral angles C1�C2�N�C7 and
O5�C5�C6�O� that define the relative arrangement of amido and carboxylate groups with
respect to cycles B and A, should have values falling in a restricted region for such an 
H-bond to be established. This is an unfavourable entropic constraint and the two-third
proportion of H-bonded groups N�H�O��C�O at room temperature is the result of the
equilibrium between these two opposite forces. The presence of such H-bonds, which are
compatible with the presence of O3�H�O5 H-bonds, makes the HA chain rigid. It is all
the more so that 84% of these C3O3�H groups form O3�H�O5 bonds. These latter H-
bonds are therefore in a greater number than the preceding N�H�O��C�O N�H bonds.
These two numbers, 84% of C3O3�H groups establishing O3�H�O5 H-bonds and 67%
of N�H groups establishing N�H�O��C bonds, indicate that among the 33% of N�H
groups that do not establish H-bonds (cycle B in Figure 10.1), 17% (17 � 84–67) of them
are due to rotations of the amido group around the C2�N2 axis or to rotations of the car-
boxylate group around the C5�C6 axis, or to both of them. These rotations make the estab-
lishment of N�H�O��C bonds impossible, the angles C1�C2�N�C7 or O5�C5�C6�O�,
or both of them, taking values significantly different from the values that allow the establish-
ment of these H-bonds. At the same time, the angles O5�C1�O4�C4 and C1�O4�C4�C3
do not depart very much from their values in the majority of other similar sites, allowing
the establishment of C3O3�H�O5 H-bonds between cycles A and B, as drawn in Figure
10.1. The absence of H-bonds for the remaining 16% of the 33% of the N�H groups that
do not establish H-bonds is therefore due to improper values of either O5�C1�O4�C4 or
C1�O4�C4�C3 angles that hinder both N�O� and O3�O5 distances to be compatible
with H-bonds. It could furthermore be established that all C4O4�H groups of B-type
cycles establish H-bonds of the form C4O4�H�O5 that make all disaccharide repeat units
rigid. The backbone of the HA chain in its dried state is consequently made of 84% (rigid)
disaccharides that are also rigidly bound together with their relative orientations fixed. In
other words, about five over six disaccharides establish rigid bonds between them that hin-
der relative rotations of the saccharide units around glycoside C�O�C links of the chain.
Among these five bonds that hinder relative rotations, one is somewhat weaker, as it has
its lateral N�H group free, its rigidity being only due to the presence of the lateral C3O3�H
group of the A cycle, establishing an H-bond on the neighbour O5 atom of the B cycle.
Only one over six bonds between disaccharides is weaker and allows relative rotations of
two neighbour disaccharides. This configuration makes the chain rigid as a whole.

Successive hydration mechanisms
The water uptake of HA is represented in Figure 10.2 as a function of the hygrometry p/p0

of the surrounding atmosphere. In this figure, the number of H2O molecules per disaccha-
ride that become embedded in HA following the four hydration mechanisms Hi(i � 1–4),
defined below, are shown. The number of H2O molecules already present in the dried state
(4–5 per disaccharide unit) is included into the total number of embedded water molecules
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represented by squares. Full squares correspond to thermogravimetry data. Empty squares are
IR spectrometry data. Both types of data overlap, meaning that these two methods give com-
parable results. Data given by IR spectrometry are nevertheless more numerous and provide
a molecular insight on the hydration mechanisms that cannot be provided by such methods
as derived from calorimetry. It allows us in particular to distinguish in the hydration process
four various successive steps, Hi with i � 1–4. They correspond to various hydration mech-
anisms that are seen to be active only in some definite regions of the hygrometry. Each of
these various hydration mechanisms corresponds to a well-defined “elementary hydration
spectrum” represented in Figure 11.4, which constitutes its spectral signature (9). Following
Figure 10.2, mechanism H1 starts at a very low hygrometry level, p/p0 �0.002 (enlarged upper
drawing) and stops being active at hygrometry somewhat greater than p/p0 � 0.25, as within
this region the number of H2O molecules that enter the sample following mechanism H1

increases. That of molecules hydrated by other mechanisms, H2, H3 or H4, remain equal to 0,
meaning that in this region of hygrometry these other mechanisms are inactive. This mech-
anism H1 stops being active at p/p0 �0.25, as at higher values of the hygrometry the number
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Figure 10.2 Number nH2O
of water molecules per disaccharide in HA, as a function of the hygrometry

p/p0. Details at low hygrometry, where only mechanism H1 is active, are represented in the enlarged
upper left part. Numbers of molecules embedded following mechanism H1 are represented by circles,
those following mechanism H2 by �, those following mechanism H3 by stars and those following
mechanism H4 by diamonds. ntot (empty squares) is the total number of embedded H2O molecules,
obtained from IR spectra and equal to the addition of the numbers of molecules entered following all
mechanisms H1 to H4 plus the number of residual H2O molecules in the dried membrane (eq. (11.8)).
Full squares joined by straight lines represent this total number of H2O molecules, as measured by
thermogravimetry.
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of water molecules that are hydrated by this mechanism no longer varies. Mechanism H2

then becomes active, as only the number of H2O molecules that enter the sample following
mechanism H2 increases. It stops being active at p/p0 � 0.55, value at which mechanism H3

becomes active and remains so up to a hygrometry in the vicinity of 0.9. Just before it ceases
being active around this value of the hygrometry, mechanism H4 takes over, abruptly
increasing the number of embedded water molecules.

First hydration mechanism H1

The quantitative analysis of the IR spectrum H1 displayed in Figure 11.4, which is the
spectral signature of mechanism H1, shows that at low hygrometry this hydration mechanism
consists of hydration of N�H and C�O� groups that do not establish H-bonds of the type
N�H�O��C. We have seen above that in the dried sample these sites represent one-third
of the N�H and C�O� groups. Hydration of these groups is performed by a nanodroplet of
about 25 H2O molecules that hydrates these two sites and also the hydrophilic neighbouring
sites, which encompass the water wire which remained around the carboxylate C�O groups
and Na� ions in the dried state of HA (Figure 10.3). This hydration mechanism corresponds
to a steep variation of the number of embedded H2O molecules at very low hygrometry, as
shown in the enlarged upper diagram of Figure 10.2. It is not one that we would have intu-
itively guessed, and which would have rather been a spreading of H2O molecules over the
many possible hydrophilic sites of the whole sample. IR spectrometry does not detect any
such mechanism. It is possible that it occurs at very low hygrometry, in a region where IR is
not sensitive enough to distinguish the corresponding hydrated sample from the dried one, a
region with hygrometry p/p0 less than 0.002, where hydration is already detected. At higher
hygrometries, the same hydration mechanism is active as long as p/p0 remains smaller than
0.25, and the same IR hydration spectrum appears in this whole region. Its corresponding
spectrum H1, displayed in Figure 11.4, is characterized by the absence of a ns(O�H) free
groups and its steep decrease at high wavenumbers indicates the presence of even less O�H
free groups than in liquid water. In Ch. 9 we have seen that the concentration of such O�H
groups is at a maximum of some percent in liquid water. In HA it is consequently very
close to 0, indicating that nearly all O�H groups are H-bonded when they enter HA at low
hygrometries. This cannot be achieved by spreading H2O molecules on various hydrophilic
groups, but can easily be achieved by a nanodroplet of H2O molecules.

Subsequent hydration mechanisms at higher hygrometries
When mechanism H1 stops being active at p/p0 � 0.25, about 83% of N�H and C�O� groups
are H-bonded, 66% of them by establishing N�H�O��C, as in the dried sample, and about
17% of them by establishing H-bonds on H2O molecules that are parts of the water nan-
odroplets that have already entered the sample. The following mechanism, H2, that takes over
at such a hygrometry, has much in common with the preceding mechanism H1, with, how-
ever, some clearly visible differences. Thus, C�O� groups continue being hydrated by nano-
droplets of H2O molecules, but less N�H groups are hydrated, leaving some N�H groups
free. In the same way, a somewhat smaller number of C�O amide groups is hydrated. More
alcohol groups C2O2�H and C3O3�H of saccharide A and C6O6�H of saccharide B are
conversely hydrated. Furthermore, the number of free O�H groups established by water
molecules is slightly greater than in the preceding mechanism, but the proportion of these
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Figure 10.3 First hydration mechanism H1 of HA: a nanodroplet of about 25 H2O molecules binds
on a site where N�H of amide group and C�O� of carboxylate group are not directly H-bonded,
hydrating also neighbouring hydrophilic groups (8). Upper spectrum: before hydration. Lower spectrum:
after hydration.
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free O�H groups remains smaller than in liquid water. The H-bond network consequently
extends from the nanodroplets that have been embedded when the previous mechanism H1

was active by embedding new nanodroplets that hydrate other groups than N�H and C�O� that
are, for most of them, already hydrated. This mechanism ceases to be active at p/p0 �0.55 and
mechanism H3 then takes over. With this mechanism, the last free alcohol groups are
hydrated, whereas few other hydrophilic groups that were not yet hydrated establish H-bonds
on H2O molecules. The proportion of free O�H groups has slightly increased, still remaining,
however, always smaller than in liquid water. During all these successive hydration steps, the
C�O groups of carboxylates COO� that were already all hydrated in the dried state increas-
ingly accept two H-bonds. At hygrometry p/p0 �0.95, these doubly hydrated C�O groups are
slightly more numerous than C�O carboxylate groups that accept single H-bonds. At hygrom-
etry greater than 0.9, beyond which all mechanisms H1, H2 and H3 cease being active, all
hydrophilic groups of HA are hydrated. The final step, which starts being active at this
hygrometry no longer hydrates any hydrophilic group of HA. During this step the newly
arriving H2O molecules establish H-bonds on already present H2O molecules that have
developed an extended H-bond network. This arrival provokes swelling. The corresponding
spectrum H4 (Figure 11.4) much resembles that of liquid water, with the proportion of free O�H
groups in the assembly of embedded water molecules being now the same as in liquid water.

Above a certain hydration level, the H-bond network is so well locally developed that it
may easily fluctuate without any spectral manifestation that nevertheless induces signifi-
cant structural transformation. Such a transformation is illustrated in Figure 10.4. It con-
sists of locally limited migrations of individual H2O molecules within the existing H-bond
network. With these migrations this network is locally changed. These transformations
produce barely visible effects in the IR spectra, because the number of both H2O molecules
and H-bonds remains unaltered. They may nevertheless produce a relatively important
effect on the skeleton of HA and corresponding IR bands, in the form of a rotation of dis-
accharides of the chains, represented by rotations around axes of glycoside bonds C1�O4
and O4�C4 of saccharides B and A. These rotations are made possible by the introduction
of H2O molecules within H-bonds C3O3�H�O5 established by saccharide A on saccha-
ride B (upper spectrum) and also within collateral N�H�O��C�O bonds. These direct
C3O3�H�O5 and N�H�O��C�O bonds are replaced by a chain of H-bonds established
by several H2O molecules. The flexibility of hydrated HA comes from a mechanism that
allows nearly free rotations around glycoside bonds within this H-bond network. The
degree of hydration at which this transformation of the skeleton of HA chains becomes
feasible has not been measured by IR spectrometry, its effects remaining small in these
spectra. They might nevertheless be visible in the nC�O�C bands around 1150 cm�1 (7) that
display some slight differences in hydration spectra H1, H2 and H3 (9). These differences
are nevertheless too small to be precisely analysed. In proteins, the appearance of this flex-
ibility has been observed by electronic paramagnetic resonance (EPR) (6), at a relatively
small content of H2O molecules: around 0.2 g of H2O for 1 g of protein.

These fluctuations of the H-bond network at constant energy strongly suggest that it is
not static, but deeply dynamic in nature. It means that within this H-bond network, small and
highly versatile and labile H2O molecules are continuously moving, changing their H-bond
configurations (versatility) and positions (lability). The characteristic times of the dynamics
of this H-bond network are most certainly several orders of magnitude longer than those of
individual H2O molecules. The H-bond network of dried HA (Figure 10.3) is conversely
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rigid and does not allow much H-bond configuration and structural changes. The more this
H-bond network develops and extends upon the arrival of new H2O molecules, the more it
provides structural flexibility for the host molecule, and the more its dynamic character
increases.
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Figure 10.4 A dynamic change of the extended H-bond network around a part of an HA chain changes
the structure of the chain by inducing rotations around C1�O4 and O4�C4 axes that link saccharides
B and A.
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Hydration of a synthetic polymer: a sulfonated polyimide

In the preceding subsection, hydration of a biopolymer showed how the development of the
H-bond network upon the embedding of more and more H2O molecules confers increasing
flexibility on this macromolecule. In this subsection we examine hydration of another kind of
a macromolecule, a synthetic polymer, before briefly sketching tentative conclusions on
hydration of proteins. We will thus have examined hydration of two macromolecules of
completely different kinds as deduced from precise but somewhat scarce IR experiments,
described in detail in Ch. 11, which allow hydration to be interpreted in terms of chemical
reactions. Many more macromolecules have been observed by global methods such as
calorimetry or thermogravimetry. They provided many sorption curves that have been recorded
for a lot of different macromolecules, and are for most of them similar to that shown in Figure
10.2 (6). It is then instructive to highlight the differences shown by these more precise
spectroscopic methods, differences that sorption curves, which give information on the total
uptake of water in these macromolecules, cannot provide. We may then hope that it becomes
possible to draw general conclusions regarding the structure and role of the H-bond network
in other species, on the basis of these differences and similarities that IR spectrometry shows.

In this subsection we look at hydration of sulfonated polyimide membranes, a family of
“ionomers” to be possibly used in fuel cells, because they can possess both a good mechan-
ical solidity and a good conductivity when they are hydrated. One typical example, a homo-
polymer, is presented in Figure 10.5. It is made of rigid and very long chains of similar repeat
units composed of a tetra-aromatic rings that contains N-atoms and form its imide part, and of
two benzene rings that carry two sulfonic groups that can be either neutral SO3H or ionized
form SO3

��. From a quantitative analysis of their IR spectra (10), shown in Figure 11.6,
it may be deduced that in the dried state, only 17% of these groups are ionized, forming
SO3

��OH3
� ion pairs, with no extra H2O molecules (Figure 10.5, upper diagram). The 83%

SO3H groups are divided into “free groups” that do not establish H-bonds, and groups that
establish H-bonds of the type SO3�H�O�C. These two types of SO3H groups are found
in a comparable proportion. In this dried state, 23% of the C�O carbonyl groups act as 
H-bond acceptors, the H-bond donors being both SO3H and H3O

� groups.
Hydration starts with the fixation of a few H2O molecules on these highly hydrophilic free

SO3H groups that are immediately ionized when they establish H-bonds on such H2O mol-
ecules (intermediate diagram in Figure 10.5). These few arriving H2O molecules establish at
the same time H-bonds on C�O groups, while other H2O molecules hydrate SO3

��OH3
�

groups, increasing the length of the water wire until it establishes an H-bond on a C�O
group. These newly arriving H2O molecules coexist with yet nonionized SO3H groups that
are most probably those that establish H-bonds on C�O groups and are therefore stabilized
and certainly less hydrophilic than free SO3H groups. When the hygrometry reaches 15%,
which is the situation represented in the middle-page diagram of Figure 10.5, 80% of the sul-
fonate groups are ionized and consequently found in the form of SO3

�� groups, whereas 52%
of the C�O groups act as H-bond acceptors, most of the H-bond donors being now H2O mol-
ecules. The total number of H2O molecules amounts to 1.3 per sulfonate group, to which
1 H3O

� molecule per SO3
� should be added. We may note that during all of the hydration

process, only the O� atom of SO3
� groups accept H-bonds from H2O molecules. The two

other O-atoms, which are bonded to this S-atom by an S�O double bond, do not act as H-bond
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Figure 10.5 Development of the H-bond network in a sulfonated polyimide (homo)polymer made
of chains of aromatic and polyaromatic substituted cycles. Three repeat units of a chain are repre-
sented. Structure of the dried membrane in the upper drawing, of the membrane in equilibrium with
an atmosphere with hygrometry 15% (middle page drawing) and 65% (lower drawing).
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acceptors (11). When the hygrometry increases, ionization of SO3H groups and hydration
of both SO3

�� and C�O groups proceeds, till ionization of all SO3H groups is complete
at an hygrometry p/p0 in the vicinity of 0.3–0.4, as indicated by the sorption isotherm (10)
provided by the analysis of these IR spectra. At higher hygrometries, hydration consists of
extending the water wires anchored on these two groups, as shown in the lower diagram of
Figure 10.5, which shows the structure of the H-bond network at hygrometry p/p0 �0.65. At
this value of the hygrometry, 70% of the C�O groups are hydrated and 4.3 H2O molecules,
including 1 H3O

� molecule per SO3
� group, are present. At hygrometry p/p0 � 0.9, these

numbers are 74% for the hydrated C�O groups and six H2O molecules, including one
H3O

� molecule per SO3
� group, are found.

No data are given for higher hygrometries, and the last step that has been shown to occur
in HA, namely the arrival of H2O molecules that establish H-bonds on already embedded H2O
molecules, is consequently not in evidence. It clearly appears (10) at hygrometry higher
than 0.7 when instead of this “homopolymer”, made of simple repeat units already mentioned,
we have to do with a “block copolymer”, where the repeat unit consists of x repeat units
identical to those of the preceding homopolymer, which are followed by y similar units that
have no sulfonate groups on their polyaromatic rings. In these block copolymers, the numbers
of hydrophilic C�O groups related to one sulfonate group are thus increased. This last hydra-
tion step also appears (11) in the case of homopolymers where cations are Na� or triethyl-
amine NH�(C2H5)3 instead of H�, and where, consequently, no ionization step appears. It
suggests, first, that the sorption isotherm most likely displays a sigmoidal shape, as illustrated
in Figure 10.2 for HA, with an abrupt increase of water sorption at high values of hygrome-
tries of the surrounding atmosphere. In the case of the homopolymer shown in Figure 10.5,
this abrupt increase that goes on with swelling occurs at very high hygrometries, most likely
higher than 0.95. Before this hypothetical final step, the preceding one consists of embedding
a significant number of H2O molecules that hydrate a relatively small number of C�O
hydrophilic groups that have not yet been hydrated, as shown by comparing the state of
hydration at hygrometries 0.65 and 0.9. The second consequence of the appearance of this
final step at high hygrometries is that the conductivity of such a membrane is most likely very
low at nearly all hygrometries, except those approaching 1. As may be seen in the lower dia-
gram of Figure 10.5, diffusion of H3O

� ions appears most difficult at hygrometry 0.65. It
requires embedding of a greater number of H2O molecules to appear, with formation of
many water wires that would connect those shown in this diagram. Recent measurements
of conductivity of these membranes fully agree with this conclusion (12).

General features for hydration mechanisms?

Hydration mechanisms have up to now been scarcely looked at using precise methods that
provide information at molecular scale, as described in the previous subsections. Sorption
isotherms have nevertheless been measured for many macromolecules by thermogravime-
try or other calorimetric methods. As mentioned above and in Ch. 11, these methods hardly
give any information on the molecular structure of the sample. They have nevertheless
clearly put into evidence that most of these isotherms, if not all, display a sigmoidal shape
similar to that displayed by ntot in Figure 10.2. This shape is characterized by a rapid
increase of the number of embedded H2O molecules at very low hygrometry, smaller than
0.01. This increase progressively slows down, becoming a moderate increase that extends
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over a great range of hygrometry that extends from 0.01 to 0.9–0.95. Around these latter
values it displays new abrupt increases till hygrometry approaches 1. The description that
calorimetric methods could provide is classification of water molecules into two classes:
freezable and nonfreezing water molecules, following whether they are or not at the origin
of a first-order phase transition detected by calorimetric methods. Thus, differential scan-
ning calorimetry (DSC) shows that HA described above displays such a transition, similar
to that encountered upon freezing liquid water into ice, at values for the hygrometry
between 0.76 and 0.88 (13). This transition occurs at temperatures lower than that for liq-
uid water and extends over a finite range of temperature instead of occurring at 0 �C. Figure
10.2 clearly shows that it corresponds to the H2O molecules that are embedded following
the last mechanism D, which are those H2O molecules that enter the membrane and bind
on other already present H2O molecules, thus hydrating no new hydrophilic sites of the
polymer. Differently said, they are H2O molecules that become embedded in the already
extended H-bond network developed by previously embedded H2O molecules.

Calorimetric methods cannot give any information on the structure of the H-bond net-
work that is formed by entering H2O molecules at lower hygrometries. From the two exam-
ples given above, HA and polyimide membranes, IR spectrometry tells us that the rapid start
of hydration corresponds to hydration of well-defined, especially hydrophilic groups that do
not retain H2O molecules in their dried state. It is carried out by a few H2O molecules in the
case of polyimide membranes, but by a nanodroplet of about 20–25 H2O molecules in the case
of HA. This appearance of a nanodroplet of water stands in opposition to the common think-
ing that this first step would be a spreading of individual H2O molecules on the many
hydrophilic groups at very low hygrometries. These well-defined and especially hydrophilic
groups are SO3H groups in sulfonated polyimide membranes, and free N�H and C�O�

carboxylate groups in HA. This hydration of particularly hydrophilic groups occurs in the
form of a wire of a few H2O molecules in polyimide, whereas it takes on the form of a nano-
droplet in the case of HA. In both cases, this wire or nanodroplet also hydrates neighbour-
ing, less hydrophilic groups. Once these particularly hydrophilic groups are all hydrated, that
is at hygrometries higher than 0.2 in HA (Figure 10.2) where mechanism H1 stops being
active, hydration proceeds with the arrival of a relatively smaller number of H2O molecules
that bind on already present H2O molecules and finish hydrating all hydrophilic groups. This
or these latter step(s) correspond, in the two above described cases, to the wide hygrometric
region where the slope of the total number of embedded water molecules (Figure 10.2) is weak.
It finishes when the last step described above of H2O molecules being inserted within the
already developed H-bond network becomes efficient, at hygrometries above 0.9 in the
case of HA. These newly embedded H2O molecules no longer hydrate any hydrophilic group
of the macromolecule, which have all been already hydrated. This last step corresponds to
swelling. Is this scheme general? With the very few hydration mechanisms that have been
studied in detail up to now, no firm answer can yet be given to this question, but it is likely
it will appear so in the near future when more precise measurements are performed.
Essential parameters that concern this mechanism can then be more precisely defined.

In addition to the two examples described above, IR spectrometric methods have been
applied to a few proteins, such as bovine serum albumin (BSA) (14, 15) or lysozyme (16). They
provided hydration mechanisms similar to those described above, but the relation between
the determined structure of the H-bond network at a definite hygrometry and properties of
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macromolecules requires a deeper analysis, in view of the complexity of such macromole-
cules. It means that a greater number of data are necessary to establish the structure of the H-
bond network in active proteins and its precise role. Clues on this role have nevertheless been
given in studies on cryo- and lyoprotection of proteins described in the following subsection.

Protection of biomacromolecules against external stress 

(cryo and lyoprotections)

This is another field of research that has undergone appreciable development in recent years.
No definitive answer concerning these problems of bioprotection has yet emerged, but
interesting results shed some light on the structural role played in these mechanisms by the
H-bond network that the water molecules develop in and around biomacromolecules.

Survival under freezing temperatures or hydric stress

Life occurs at temperatures in the vicinity of room temperature, and departing from this
condition is often lethal. Some organisms manage to nevertheless survive in such deadly
conditions where temperature is sufficiently low that other organisms cannot survive. This
is the case for polar fishes that survive at temperatures down to �1.9 �C, the freezing tem-
perature of local sea waters. The liquid water found inside these fishes is that of nearly all
developed organisms. Its freezing point falls above that of the surrounding sea water, in the
close vicinity of 0 �C. The same is true of some batrachians that are able to survive in
waters with temperatures lower than the freezing point of their inner liquid water. Another
common external stress is provided by hydric stress that manifests itself by shortage of
water molecules. Some organisms may survive in these conditions, adopting a state called
“anhydrobiosis”, or life without water, within which they survive before resuming their
metabolism and full activity once they are rehydrated. Among these organisms we find
many bacteria, but also more elaborated organisms such as seeds, for which desiccation
induces a switch of the metabolism from development to germination (6), whereas the arrival
of water molecules switches from germination to development. Spores, yeast and lichens may
also encounter anhydrobiotic states. Some of these organisms may stay in anhydrobiosis for
decades, the greatest attainment being apparently 120 years (17). Among proteins, most of
which undergo irreversible unfolding and aggregation when dried beyond some limits,
some have the ability of refolding during rehydration. How do these few organisms or
macromolecules survive under these conditions that are lethal for the majority of other
organisms or macromolecules? A common feature of all these few surviving organisms is that
they contain in their dried state a large amount of trehalose, a disaccharide shown in Figure
10.6. It offers both lyoprotection (against shortage of water molecules) and cryoprotection
(against cold). Other disaccharides, such as sucrose, or maltose, also shown in Figure 10.6,
offer the same type of protection with, however, less efficiency. They all have the ability
to stabilize biological membranes such as the phospholipidic membranes shown in Figure
9.7, and also to stabilize the secondary structures of proteins described in Ch. 2, etc.

How do these disaccharides operate, particularly trehalose, which is the most effective
one in terms of functional recovery? In order to answer such a question, many experimen-
tal methods have been used. They are all classical methods to observe water molecules and
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are described in Ch. 11. Among them, we may mention calorimetric studies of mixtures of
trehalose and water, which form glasses that exhibit transitions to vitreous states at tem-
peratures that depend on relative concentrations of these two constituents (17). At room
temperature, a mixture that has four H2O molecules per trehalose is already in a vitreous,
protecting state. Other methods include IR spectroscopy (18, 19), which allows detecting
the H-bonds formed by the addition of trehalose on a membrane, particularly on the phos-
phate groups. Even recent nonlinear time-resolved IR spectroscopy, described in Ch. 4, has
been used (20), and showed that model dipeptides immersed in trehalose glasses display a
very slow dynamics, with a strongly reduced mobility of all their molecules, suggesting
the possibility of hindering water molecules to escape from this highly rigid environment.
Raman scattering (21) has also provided interesting clues on the destructuration of the 
H-bond network of liquid water by trehalose. Quasi-elastic neutron scattering (QENS)
experiments (22, 23) gave information on the molecular dynamics in these glasses, which
has also been investigated by molecular dynamics calculations (24–27).

Protection mechanisms

The importance for biomacromolecules of the extended H-bond network provided by liq-
uid water clearly appears when modifications of this network are applied. Suppressing it
by drying, or rigidifying it by freezing are lethal actions. The role of protectors such as tre-
halose is to partly avoid its collapse, by replacing it with another artificial network that
maintains a minimum of its essential structural features during a sufficient time to wait for
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reestablishment of normal conditions for life. The main danger due to freezing for such
animals as polar fishes or batrachians is to transform liquid water into crystalline ice that
breaks all molecular structures with its well-known volume enhancement, a mechanism
that also breaks rocks in mountains by exerting high constraints within cracks. Green and
Angell (17) proposed that, in order to prevent this effect, trehalose transforms liquid water
into a water–trehalose mixture they have shown to be a glass at room temperature. It avoids
formation of ice crystals and is consequently as good a cryoprotector as many polyols such
as glycerol. According to these authors, it also acts as a good lyoprotector thanks to the
high viscosity of glasses that strongly reduces diffusion of H2O molecules. It may thus
keep them embedded for a long time, even if surrounding conditions are such that they
should rapidly escape if they were in direct contact with the outside medium. In this
scheme, this trehalose–water mixture acts as a protective cage. This cage-effect looks nev-
ertheless insufficient: the biopreservative efficiencies of trehalose–glycerol mixtures do not
scale with the temperatures of their vitreous transitions (25), as they should do if this was
the actual mechanism. Also, dextran, a linear polysaccharide, displays no bioprotective
function despite its higher glass transition temperature. Another mechanism (18) has there-
fore been proposed that avoids this mismatch. It puts the emphasis on the ability of trehalose
or other disaccharides to establish a great number of H-bonds with a sufficient combination
of flexibility and rigidity so as to preserve the structure of the macromolecule. It is thus
more rigid than the H-bond network of a cluster of H2O molecules of the same size, because
the ratio of the number of H-bonds to covalent bonds is much smaller. The great number of
alcohol sites it exhibits nevertheless allows it to still establish a relatively great number of
H-bonds with various sites of the macromolecule, even if this number is also smaller than
that of a cluster of H2O molecules of a comparable size. This ability makes it a good lyopro-
tector. Furthermore, stiffness, which is limited by the possibility of free rotations around the
two glycoside C1�O1 axes (Figure 10.6) that link the two glucose units, and the impossi-
bility to establish H-bonds between the two glucose units of trehalose, keeps, for instance,
phosphate groups sufficiently far apart to avoid them strongly interacting, which would lead
to a destruction of phospholipid membranes by grouping all these phosphate heads. It thus
roughly more or less preserves the main properties of a small water cluster, keeping some
flexibility together with the essential features of the structure of the macromolecule. In the
case of proteins, this mechanism nevertheless encounters greater difficulties explaining how
they enter a confined region so as to keep intact their secondary structures.

From these arguments, we may conclude that trehalose is the best compromise to main-
tain an artificial H-bond network that temporarily replaces that developed by H2O mole-
cules and avoids both those catastrophic consequences, that is the formation upon freezing
of crystalline ice in that part outside macromolecules that is in contact with liquid water,
and the collapse of the structure of membranes or of secondary structures of proteins upon
drying due to the escape of H2O molecules. This artificial H-bond network is much less
flexible than that established by H2O molecules and considerably slows down the dyna-
mics of H2O molecules (23, 28). It consequently does not allow normal activity. It does not
allow life to proceed in the same way as in the H2O network of living conditions. It never-
theless avoids irreversible transformation of the structure of the macromolecule by hydric
stress, thus allowing resumption of living activities by rehydration. The discussion that 
has appeared in the literature to decide which mechanism is the most important, the glass
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formation of trehalose with water or the possibilities of trehalose to establish numerous H-
bonds and therefore keep the structure of macromolecules intact, does not seem funda-
mental, as both these effects appear to be necessary to form this temporary artificial H-bond
network. Now, how is trehalose better than other similar disaccharides such as sucrose or malt-
ose shown in Figure 10.6? This point is yet a matter of discussion, as these disaccharides dis-
play great similarities. The main difference between trehalose and maltose is the C1�O1�C1
link between the two saccharides in trehalose that is replaced by a C1�O1�C4 link in maltose.
Otherwise they have the same number of alcohol groups to establish H-bonds, the same
possibility of rotations around glycosidic bonds and both are unable to establish between their
two glucose units H-bonds that would make them stiff. Trehalose has nevertheless been shown
by QENS to be more efficient than sucrose or maltose for slowing down the dynamics of
water molecules (28). It may point to the origin of its higher bioprotective effectiveness.

Despite the existence of as yet unsolved issues, these studies have clearly shown that the
development of this H-bond network by H2O molecules is at the origin of flexibility, which
appears necessary to keep the structure of macromolecules intact and avoid their destruc-
tion by disruption, in the case of membranes, or denaturation, in the case of proteins. This
flexibility of the H-bond network is a necessary requirement for the stability of these
macromolecules. It has a strong dynamic character or, in other words, the numerous con-
figurations that are made possible thanks to the presence of this H-bond network, continuously
interchange. Characteristic times of these dynamic fluctuations are not known and may extend
over several orders of magnitude when passing, for instance, from a biopolymer such as HA
to proteins. Theoretical molecular dynamics methods might be able to give precision on this
point. Dried proteins may remain stable. But this stability may be largely due to the remaining
water molecules that might find their main role in the relaxation of many steric constraints
to establish H-bonds. Activity is necessary only at very high hygrometry, when immersion
in a saturating water vapour or within liquid water, which defines living conditions, are close
to equivalent. How does this flexibility more precisely operate on the stability of macro-
molecules? Figure 10.4 gives a preliminary answer to this question. It no doubt requires
more precise experiments before this point can be considered as understood.

Protein folding

The above-described fields of research have shown that H-bond networks developed by
H2O molecules play an important structural role in macromolecules. Other fields of research
are promising, for example protein folding. It has been recently boosted by the appearance
of neurodegenerative diseases such as Creutzfeld–Jakob’s, which has shown that most neu-
rodegenerative diseases, which are increasingly common with the current aging of popu-
lations, are due to misfoldings that trigger aggregation of proteins. Folding is the process by
which a bio-inert polypeptide transforms into a living protein. As mentioned in that part of
Ch. 2 that is related to the secondary structure of proteins, it is the reverse process of denat-
uration. Folding cannot be done by a simple test and try mechanism, which would take a time
that would be close to eternity! It should be consequently driven by a chemical process, which
is still unknown and occurs during syntheses of proteins. We at least know that H2O mole-
cules (29) play a fundamental role of “molecular recognition”, the principle of which is
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illustrated in Figure 10.7. In this figure the formation of such H-bonds as N�H�O�C
between two groups, N�H and C�O that are far away, may already be induced when they
are spatially separated by distances as great as 10 Å, a distance much greater than that of
the final H-bond N�H�O�C. The number of H-bonds in the three lower diagrams is kept
constant. The formation of the final N�H�O�C bond therefore occurs at the end of an
isoenergetics process that does not require borrowing energy from the surroundings. This
role of molecular recognition is made possible thanks to the high flexibility of this H-bond
network, which we have already seen above to be at the origin of the changes of the macro-
scopic properties of HA during hydration. We can, however, no longer comment on the
role of water in protein folding, because still too few results have been obtained in this field
of research up to now and too many points related to the fundamentals of the problem are
still under discussion. It nevertheless remains a highly promising field to more precisely
know the general role of the H-bond network.

REACTIVITY OF WATER MOLECULES IN MACROMOLECULES

The considerations of the preceding subsections stress the importance of the structural
flexibility provided by the extended and dense H-bond network developed by H2O mole-
cules in macromolecules to ensure the stability of some of these macromolecules, partic-
ularly biomacromolecules. The representative case is the secondary structure of proteins,
which requires the presence of such a network to be stable. This H-bond network does not
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have a fixed structure, but a highly dynamic one (30), which induces rapid structural fluc-
tuations within numerous isoenergetic configurations. Is this structural flexibility the only
effect of this H-bond network? The answer seems to be no, there is more to it, and this 
H-bond network has apparently another role, which may be even more fundamental in the
case of biomacromolecules. It has already been pointed in Ch. 6 that H2O molecules are
key players in the proton translocation within bacteriorhodopsin, the central mechanism of
photosynthesis and vision. They are also central in the proton conduction mechanisms of
membranes that are used for instance in fuel cells, where they play a key role in protonic
conduction, which has many potential industrial applications.

In biomacromolecules they have a different, but certainly even more important role. In the
absence of water reactivity of these macromolecules stops or is severely slowed down. This
is particularly true for proteins and even more so for a particular class of them: enzymes.
This is also true when proteins are transferred to other organic solvents. None of these other
solvents develops a 3D H-bond network comparable to that developed by water molecules. It
indicates that H2O molecules are particularly active molecules in bioreactions. Furthermore,
as described in Ch. 7, life hardly occurs when H2O molecules are replaced by those most
similar molecules, HDO or D2O. Only some very primitive organisms, such as algae, can
develop some form of life when immersed in heavy water. Their metabolism is, however, very
much slowed down, the same as with ordinary water at very low (extrapolated) tempera-
tures, well below 0 �C. If the H-bond network developed by water molecules had only the
effect of conferring the necessary flexible structures to biomacromolecules, passing from
H2O to HDO or D2O would not have such a dramatic effect. These molecules develop the
same extended and flexible 3D H-bond network as H2O, and the structural and thermody-
namic properties of ordinary liquid water are very much the same as those of heavy liquid
water (we do not mention a liquid made of HDO molecules, because, due to rapid H and
D transfers through H-bonds these molecules only exist in the presence of H2O and D2O
molecules). The biological properties of ordinary and heavy water are thus seen to be com-
pletely different. It shows that if H2O molecules are an active player in bioreactions, this is
by acting on the fundamental central mechanism of bioreactions: transfers of H-atoms.

We have seen in Ch. 6 that two kinds of transfers occurred through H-bonds: transfers of
H-atoms and transfers of protons. Transfers of protons can be as dramatically affected by
a H/D substitution as transfers of H-atoms. They can be nevertheless discarded in biomedia
(4), because they are then most likely to release into the medium H3O

� and OH� ions that
would strongly modify its pH, or at least induce strong fluctuations of this pH. This pH of
biomedia always remains in a close vicinity of 7, with molar concentrations of H3O

� and
OH� ions of about 2 � 10�9, that is nearly zero. We may argue that we have seen H3O

� ions
act in the case of photosynthesis or vision mechanisms, when the proton transfer is relayed by
H2O molecules of the proton wire (Figure 6.8). These are, however, not general bioreactions,
but special ones where a great quantity of energy, as compared to thermal fluctuations, has
been introduced into the system by absorption of a photon. In most other biological reactions
no such amount of energy is present. Furthermore, in photosynthesis, these ions are not
released into the medium. In order to keep the pH of the medium in the vicinity of 7, these
H3O

� or OH� ions, whenever they intervene in a bioreaction, can therefore only appear as
a transient configuration in a proton wire, so as to avoid any change in the value of the pH
by diffusion in the aqueous biomedium. All these consequences of proton transfers, which
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are scarcely considered when such transfers are supposed to be active, as for instance in
enzyme catalysis (31), make proton transfers forming a general mechanism in a medium
that has to keep its pH equal to 7 difficult, and their occurrence is consequently much
scarcer than is usually thought. Said differently, the often supposed presence of H3O

� or
OH� ions in bioreactions is highly unlikely. This does not hinder carboxylic acids to be
found at this pH in the form of anions R�COO�, the number of which is counterbalanced
by the presence of such cations as those formed from ionization of amine groups: R��NH�R	
groups that become R��NH2

��R	 groups.
H-atom transfers conversely avoid all these problems encountered with proton transfers, as

they neither delocalize space charges nor create charges or release ions into the medium,
with the consequent modification of its pH. These H-atom transfers occur by tautomerism, as
already described in Ch. 6, where they have been shown to be responsible for H/D exchanges
in H-bonded liquids, including liquid water at pH 7. It has been stressed there that they
require the presence of H-bonded cyclic structures to appear. This requirement easily explains
why a D2O molecule H-bonded on the surface of ordinary (H2O) ice does not exchange,
whereas it does exchange when it is in bulk H2O ice. It also explains why the rate of an
H/D exchange of an N�H group in a protein is reduced by more than eight orders of mag-
nitude from the rate in equivalent polypeptides (6): in the protein this N�H group is bound
to C�O groups by N�H�O�C bonds at the origin of secondary structures and the C�O
group acts as an acceptor only of an H-atom. No cyclic H-bonded structure is possible with
this configuration, unless at least one H2O molecule intercalates within this H-bond. Such
an intercalation, similar to that shown at the bottom of Figure 10.4, is extremely difficult
within these relatively stiff secondary structures of the protein. It takes consequently a very
long time to appear, whereas, in the polypeptide free N�H groups, with their N-atom acting
both as an H-atom donor and as an H-atom acceptor, establish H-bonds on H2O molecules
that, almost automatically, make such H-bonded cyclic structures appear. This necessary
presence of H-bonded cyclic structures is therefore the most severe sterical requirement,
which might make tautomerism unlikely to appear as a general mechanism, because nearly
all molecules are unable to fulfil it. There is one important exception, however, which makes
it a central mechanism: the small water molecule that is ubiquitous and which, in the presence
of a few other water molecules, most rapidly develops an extended, dense and flexible H-bond
network for which this condition is almost automatically fulfilled.

In Figure 10.8, an example is displayed of how these transfers intervene in a typical
bioreaction, the hydrolysis of a peptide group R0�CO�NH�R1 of a protein (32). This is the
most common reaction that occurs during, for instance, digestion. Such a hydrolysis requires
the help of an enzyme in normal bioconditions. This enzyme is for instance chymotrypsine
that is known to have an active site (31) where two special residues, serine and histidine, play
a particular role. The alcohol O�H group of serine and the imidazole ring of histidine are
explicitly highlighted in this figure. They establish a direct H-bond. A third residue, aspar-
tic acid, is sometime added to this dyad. It is not represented because its position and role are
a subject of controversy. The global hydrolysis reaction is written as

R0�CO�NH�R1�H2O � R0�COOH � R1�NH2 (10.1)

The initial R0�CO�NH�R1 peptide group to be hydrolysed is held fixed in a niche of the
enzyme drawn as a cavity formed by the enzyme around the R0 group in I. It is surrounded
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Figure 10.8 Hydrolysis of a particular peptide group R0�CO�NH�R1 of a protein with the help of an enzyme that has an active centre made of a ser-
ine (purple Ser�O�H) H-bonded to a histidine (purple Hist–imidazole ring) group. Parts of interest of the backbone of the enzyme are represented as
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change its configuration between steps III and IV.
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by a wire, or several wires of H2O molecules. For simplicity we have represented them in the
form of two wires, one blue and one green that are active only during steps I–III for the
blue ones and during steps III–V for the green ones. These two kinds of water molecules may
indeed be a single one, either blue or green. In that case, they would then have to slightly change
their conformation around step III. In the first step (I), the O-atom of the alcoholic group
of serine attacks the peptide at the opposite of the carbonyl C�O group, transforming the
peptide group into a “tetrahedral intermediate” drawn in II. The formation of this inter-
mediate is accompanied by transfers of H-atoms in the H-bonded cyclic structure made of
blue H2O molecules and of the serine–histidine dyad. This transfer appreciably lowers the
energy of the tetrahedral intermediate and at the same time avoids the appearance of space
charges that are energetically costly. This intermediate, at the summit of the energy barrier,
may then either reverse to its initial state, or proceed to another state, III, where the amine
part R1�NH2 of the former peptide is expelled. In this latter reaction, a transfer of H-atoms
also occurs inside another H-bonded cyclic structure made of �NH�C�O�H and H2O mol-
ecules drawn in blue. This state is of a relatively low energy. The serine part of the enzyme
is covalently bound to the carboxyl part R0�COO� of the former peptide. The two follow-
ing steps, IV and V, consist of hydrolyzing this set so as to reconstitute the enzyme. It works
in a way that is most similar to steps I–III, with formation of a tetrahedral intermediate that
has an energy that is decreased thanks to transfers of H-atoms inside H-bonded cyclic struc-
tures: one formed by �O�C�O�H groups and H2O molecules (most of them green on the left
hand side) and another one formed of histidine, O(serine)�C�O�H and water molecules
(most of them green on the bottom side).

The scheme represented in Figure 10.8 differs from that which is usually drawn by high-
lighting the role of H-atom transfers inside cyclic H-bonded structures that are closed with
the help of a few H2O molecules. As mentioned above, these water molecules have no dif-
ficulties in doing so, thanks to their exceptional ability to develop around them a particu-
lar dense and flexible H-bond network. These H-atom transfers avoid having to invoke the
presence of supplementary amine groups in the vicinity of the serine group to stabilize 
the tetrahedral intermediate (31) and also avoid hypotheses that strongly limit the values
of the pKa of the various constituents, when proton transfers are considered instead of H-
atom transfers. These amine groups cannot be positioned further away, with H-bond relays
made of water wires. In that case, transfers of protons are likely to spread inside bulk
water, thus modifying the pH of the water solvent. The price that is paid for these H-atom
transfers to occur, as in Figure 10.8, is the necessary presence of several H2O molecules
that form a water wire or water nanodroplet, instead of a single one as required with the
supposition of proton transfers. In a biomedium this is certainly no problem, even in those
parts of a protein that are considered as hydrophobic.

It has been mentioned in Ch. 6 that these transfers of H-atoms are poorly known. They
consequently need an important effort before they can be understood, so that such related
quantities as typical times, numbers of participating H2O molecules, effect of temperature,
etc. become known. Such methods as IR spectrometry, both conventional and nonlinear
time-resolved, will certainly be the basic experimental methods to precisely observe these
transfers. Theoretical accompanying developments are likely to be also useful. On which
H-bonded systems will these mechanisms be observed? No precise answer can be given,
but recent hydration experiments, such as that of HA described above, may already give
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hints on this point. Thus, the kinetics of H/D exchange of OH and NH groups when a thin
sample of HA is immersed in a vapour of heavy water, instead of ordinary water, as
observed by IR spectrometry, could already be an interesting source of information on
these transfers by tautomerism. The determination of the minimum number of H2O mole-
cules necessary to start exchange around each site could also convey interesting informa-
tion on the insertion of H2O molecules within single H-bonds established by secondary
alcohols (see Figure 10.3), giving interesting conclusions on the rigidity of the HA chain,
as illustrated in Figure 10.4. We may also anticipate that such fundamental reactions as
hydrolyses of esters should be interesting to follow by IR spectrometry, when the solid
sample of an ester is immersed in an atmosphere of variable hygrometry. It might help in
determining the minimum number of H2O molecules that are necessary to start hydrolysis.
It could be a decisive test to determine which transfer, proton or H-atom, is active. Proton
transfers require a single H2O molecule to start hydrolysis (31), whereas H-atom transfers
require a minimum of about five H2O molecules to have an H-bonded cyclic structure.

CONCLUSION

At the end of this chapter it may be realized how untenable this until recently most com-
mon attitude of ignoring the H2O molecule is, and how imperative it becomes to know
much more about some of its subtle properties. This is certainly no easy task and around
20 years after Maddox (5) rang the bell to stop the attitude he called a scandal, this field
of research is still in an early stage of development. We know this molecule plays an
important role when it is embedded in macromolecules. This role even becomes vital when
it comes to biological molecules. We are now starting to have ideas about this role. It is no
doubt due to the exceptional ability this molecule has to develop around it an extended,
dense and flexible 3D H-bond network by association with other H2O molecules, even a
very few of them. This exceptional ability is itself a consequence of the exceptional struc-
ture of the H2O molecule, which, as illustrated in Figure 8.1, has two H-bond donor sites
and two H-bond acceptor sites. A preliminary, unrefined answer to the question “How is it
that life occurs only in presence of H2O molecules?” is this: H2O molecules are the only
molecules, along with HDO and D2O, that are able to provide inside macromolecules such
an extended 3D H-bond network that they always develop around them.

This unique H-bond network provides a structural flexibility to many macromolecular
structures that become themselves flexible and evolutive. Let us remember that this abil-
ity to evolve is a necessary requirement for biomolecules to stay alive and on a bigger scale
is an essential feature of living organisms. The origin of this flexibility, illustrated in Figure
10.4, is a direct consequence of the great isoenergetic changes this H-bond network allows,
which are at the origin of rapid structural fluctuations of H-bonds. These configurational
fluctuations may occur on the time scale of 1 psec and have important consequences for
the folding, stability and functions of proteins. In this domain of biology this structural role
is important. Even more important now, however, seems to be the role this H-bond network
plays in the reactivity of biomacromolecules. In the absence of H2O molecules, no biolog-
ical reactivity occurs. In their presence transfers of either protons or of H-atoms through
H-bonds may happen, allowing metabolic reactions to proceed. It clearly highlights the
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role this extended, dense and flexible H-bond network plays in the bioreactivity in general,
and more precisely in the control of these basic transfers. An immediate consequence of
this role is that life is hardly possible when even a small proportion of the H-atoms of this
H-bond network are replaced by D-atoms. These D-atoms do not change the structure of
this H-bond network but strongly change the kinetics of these transfers, severely slowing
them down. This is enough to hinder the great set of living reactions to proceed coherently,
a necessary condition for life to occur—at least the kind of life we now know, which has
undergone a continuous Darwinian evolution towards complexity since it started around
3–4 billion years ago.

How do these H-bond networks more precisely control these transfers? Before outlin-
ing an answer to this question, let us recall that in Ch. 6 we have distinguished two kinds
of transfers: proton transfers, shown in Figures. 6.2, 6.3 and 6.5, and H-atom transfers
shown in Figures. 6.2 and 6.10. Proton transfers constitute the foundations of acid–base
chemistry. In biomedia with pH almost invariant at a fixed value close to 7, they are
unlikely to be general mechanisms, even if they may occasionally be active in very spe-
cific reactions such as a transfer between a basic group, often an amine, and an acidic
group, often a carboxylic acid. This transfer should, however, be limited along a short
water wire that is isolated from the bulk liquid water, in order to avoid pH changes. The
presence of a dense and extended H-bond network favours these proton transfers, certainly
via a mechanism of the type shown in Figure 10.7 for molecular recognition. H-atom trans-
fers, on the other hand, which are responsible for H/D exchange in liquid water at pH 7 or
in any other H-bonded liquids, are most probably those general mechanisms at the origin
of the reactivity of biomedia. They do not create space charges and do not modify the
ambient pH. They consequently do not convey the above hindrances of proton transfers. In
contrast, however, they require, in order to be active, the presence of H-bonded cyclic
structures, such as shown in Figure 6.10. These cyclic structures are easily provided by the
H-bond network developed by even a few H2O molecules. And this might well be the crucial
and unique property of H2O molecules that make them the only molecules that offer pathways
for these H-atom transfers to proceed with sufficient velocity in a biomedium.

Even if a more precise answer could be given to the above question of the importance of
H2O molecules for life, many points that concern these transfers still remain obscure. The
structures of H-bond networks in many macromolecules are thus still completely unknown,
and a lot of work remains consequently to be performed before we more precisely understand
biomedia and the crucial, vital role of H2O molecules. Once they are understood, we might
then have an idea why all warm-blooded animals maintain their inner temperatures in the vicin-
ity of 310 K. This temperature is a biological constant, the meaning of which is presently
unknown. It might correspond to an optimal temperature for these H-atoms transfers. Which
mechanisms would make it so, and more particularly what are the two antagonistic driving
forces that influence these transfers and reach equilibrium at this temperature? Are they the
rates of H-atom transfers within established H-bonds that are certainly favoured when tem-
perature is raised, on one hand, and the disruption of H-bonded cyclic structures that
increases with temperature, making these transfers more difficult, on the other hand? No
answer can be given now but might appear in the not too distant future. We conclude that
understanding the role of water molecules in macromolecules still requires much effort.
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– 11 –

Observing the Water Molecule

A DIFFICULT-TO-OBSERVE MOLECULE

In this chapter, experimental and theoretical methods to observe or describe H2O molecules
are examined. These methods are also used to observe H-bonds and have already been dis-
cussed in Chs. 3 and 4. In this chapter, the specificity of the observation of H2O molecules is
emphasized. It mainly concerns IR spectrometry, which is the most precise and powerful
method to study H-bonds, but has up to now scarcely been used to observe H2O molecules for
paradoxical reasons that are detailed below.

The H2O molecule is a small and very labile molecule that easily and rapidly moves
away. It is also a most versatile molecule that can rapidly change previously established 
H-bond configurations into new H-bond configurations. These properties are a consequence
of its exceptional ability to establish a great number of H-bonds in various ways. They
make it a molecule that displays a particularly rapid dynamics and is consequently not at
all easy to observe using methods that are very good for observing other molecules. This is
an assertion that is in opposition to the familiarity of a molecule that we manipulate every-
day in so many different ways and is well known and easy to look at. This is indeed so in
the case of ice, for instance, where only fixed H2O molecules are present and their dynam-
ics is restricted to internal vibrations, as in other crystals. This is really an exception, and
even in the case of liquid water, where no other molecule is present, no experimental method
has yet given any clue that would allow us to precisely understand its rapid and unique
dynamics, as mentioned in Ch. 9. When embedded in macromolecules, the H2O molecule is
more difficult to observe, not only because it is no longer the only molecule that is looked
at, but also because its propensity to rapidly move away or change its H-bond configurations
is at the origin of disorder induced in the macromolecule itself. Powerful methods to study
macromolecules, such as X-ray or neutron scattering, then encounter difficulties detecting
such small molecules at the origin of random and rapidly changing H-bond networks.

As a consequence of the difficulty to observe it, this molecule has long been neglected,
despite its fundamental importance, as emphasized in Ch. 10. This attitude has been called
by John Maddox (1) a scandal, a qualification that implies that it can no longer be defended.
It stresses the need to know this molecule better, adapting methods used to study H-bonds to
its study. Macroscopic global methods are, as in Ch. 3, first examined in this chapter, followed
by classical molecular methods culminating in IR spectrometry, which is described in some
detail because of its relatively recent implementation.
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GLOBAL METHODS

These global methods encompass classical thermodynamic methods such as thermogravime-
try and calorimetry, which provide either numbers of H2O molecules that are embedded in
a macromolecule or fluxes of heat after formation or disruption of H-bonds established by
these molecules that follows the change of an external parameter. They also encompass
other methods that are described below. Rupley and Careri (2) have reviewed most of them
in an article related to hydration of proteins. We comment only on a few of them that seem
general enough to be still used. The principle of thermogravimetry consists of immersing
a sample in a humid atmosphere and then waiting for equilibrium to be reached. From a pre-
cise measurement of the weight of the sample, the number of H2O molecules that are embed-
ded in the sample is measured. Sorption isotherms, such as those shown as dark squares in
Figure 10.2 in the case of hyaluronane, can be deduced from these measurements. They
represent the total number of embedded H2O molecules when the hygrometry of this atmos-
phere, equal to the ratio p/p0 of the vapour pressure p to the saturating vapour pressure p0

at the same temperature, varies. In most thermogravimetry experiments, this hygrometry takes
a limited number of values that correspond to the equilibrium of vapour in the presence of
various saturated salts. In Ch. 10, it was mentioned that sorption isotherms of many macro-
molecules display similar sigmoidal shapes. The meaning of this master shape could be
sketched on the basis of results of IR spectrometry from which such sorption isotherms
could also be deduced. This method has the advantage of providing a continuous variation
of this hygrometry when using a simple special hydration cell (3). It furthermore has the
advantage of enabling a molecular interpretation that such a global method as thermo-
gravimetry cannot provide. Thermogravimetry is often used in combination with calorime-
try. This latter method, which is classical in chemical physics, shows that above a certain
value of the numbers of H2O molecules that are embedded in a macromolecule, a phase
transition appears when temperature is varied, which is accompanied by heat dispersion,
similar to that encountered upon freezing liquid water into ice. This phase transition is similar,
but not exactly the same; it occurs at temperatures lower than 0 �C and extends over a finite
range of temperature (4). It indicates that the corresponding clusters of H2O molecules
embedded in the macromolecule that is at the origin of this freezing have properties that
are somewhat different from those of liquid water. In the case of hyaluronane HA, a poly-
saccharide that has been described in the preceding Ch. 10 as a typical example of a
biopolymer, such clusters appear at a hygrometry above about 90%. They are made of H2O
molecules that become embedded in the macromolecule by inserting themselves into the
already developed H-bond network of the macromolecule. Their corresponding IR spec-
trum, H4 in Figure 11.4 below, also displays small differences from that of liquid water. With
these combined thermogravimetric and calorimetric methods, the measured enthalpies of
insertion of these H2O molecules give the values of the enthalpies of formation of the 
H-bonds established by them. The insertion enthalpies of “freezable water molecules” are
thus most often found higher than the corresponding enthalpies in liquid water (5).

Another global method is dielectric measurements at frequencies less than some GHz. It
concerns collective motions in a sample. The interesting quantity is then the imaginary part ��(n)
of the dielectric constant that, in this frequency range, corresponds to the conductivity of the
sample. At low hydration levels this conductivity for various proteins is very low and abruptly
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starts increasing above a hydration threshold of some 0.2 for the weight ratio of water to pro-
tein (2). This increase is exponential just above this threshold when hygrometry increases. As
the comparison with the conductivity measured when H-atoms have been replaced by D-atom
in lysozyme (6) shows, this conductivity is due to transfers of protons inside the H-bond net-
work, as it is highly sensitive to this isotope substitution. The interesting point is that this
threshold appears at a value for the hygrometry that is close to that where enzyme reactivity
also starts occurring. It has consequently been interpreted in terms of percolation of the water
molecules. As the critical exponent of this conductivity strongly suggests, this percolation is
2D, meaning that it is established by a veil of H2O molecules around the protein that contin-
uously connects most H2O clusters around the protein. At values of hydration lower than this
critical value (around 0.2), the various H2O clusters are not connected and therefore no
conduction occurs. At higher values, protonic conduction does occur, due to connectivity.

We may conclude that these global methods are interesting for obtaining the values of var-
ious macroscopic quantities. They are not, however, sufficient to give an interpretation at the
molecular level. They are consequently interesting when used in connection with some other
methods that are able to provide such a molecular insight. The classification into nonfreezing
and freezable water molecules they provide is not that directly evident on this molecular scale.
Consequently, the interpretations of their results on the molecular level appear tentative.

CLASSICAL MOLECULAR METHODS OTHER THAN 

VIBRATIONAL SPECTROSCOPY

These classical “molecular methods” encompass X-ray or neutron scattering methods,
NMR spectroscopy and theoretical descriptions. Their interest for the study of H-bonds in
general has been the object of Ch. 3.

X-ray scattering

This is the central, widely used and most powerful method to determine the structure of
ordered crystals, where fixed distances between various atoms can be determined with preci-
sion. As seen in Ch. 10, the water molecule is, however, at the origin of disorder, and except
in such cases as ice or crystalline hydrates encountered in mineral chemistry or geology, where
the water molecules are perfectly ordered, their positions are most often not so easy to deter-
mine. Furthermore, the scattering factor of the H-atom that has only one electron around it
is one order of magnitude smaller than that of other atoms. As a consequence, H-atoms of H2O
molecules are difficult to localize. In these conditions, deciding whether a particular H2O
molecule establishes an H-bond or not is often difficult with the aid of X-ray diffraction
experiments only, and even in the case of crystalline ordinary ice, ice Ih, where only O- and
H-atoms are present, problems concerning its structure are not yet resolved, as mentioned in
Ch. 8. As was also seen in the preceding chapters, the water molecule is found in its vapour
state in the atmosphere, in solid forms in the various crystalline and amorphous ices, in 
a disordered form in liquid water, or as more-or-less large clusters of H2O molecules in
macromolecules. Except in crystalline ices, they are disordered. When they are the only

Classical Molecular Methods Other than Vibrational Spectroscopy 279

CH011.qxd  1/11/2007  4:17 PM  Page 279



molecules present in the studied samples, such as in liquid water or amorphous ices, X-ray
diffraction can still give information on average distances, in the form of gXY(R) functions
that can be interpreted as the probability that when sitting on an atom X one finds another atom
Y at distance R (7). As illustrated in Figure 3.4, the maxima of this function give the aver-
age O�O distances of first, second, etc. neighbours of a water molecule in liquid water.

Observing the H2O molecules that are embedded in macromolecules is also possible
with X-rays. Most macromolecules, however, are poorly ordered. Some of them can be
partly crystalline, in which case their structure can be determined with a fair accuracy
using powerful modern tools such as X-rays delivered by synchrotron radiation and pow-
erful computational facilities for an optimal exploitation of the numerous recorded data.
Thus H2O molecules that contribute to the proton translocation in bR (bacteriorhodopsin—
see Ch. 6) have been positioned with fair accuracy by X-rays (8, 9). It firmly confirms the
role of the proton wire that implies the involvement of several H2O molecules in the mech-
anisms of photosynthesis or vision, schematically described in Figure 6.8. X-ray diffrac-
tion, which in these conditions remains a powerful tool to determine the structure of the
host macromolecule, can also in favourable conditions show the existence of permanent
“structural bridges” established by some of the H2O molecules present. As illustrated in
Figure 10.7, left-bottom drawing, such bridges connect two groups, N�H and C�O for
instance, which lie too far away to establish an H-bond. They are at the basis of “molecu-
lar recognition”, as illustrated in the two other bottom drawings of this figure. The point
worth noting is that in these conditions water molecules are at the origin, not of structural
disorder, but of some spatial ordering. Obtaining crystalline proteins thus requires having
a minimum number of water molecules. The detection of these structured H2O molecules
remains difficult, however, because they most often represent a small part only of the
numerous H2O molecules present that are for the most part disordered and at the origin of
a more intense, but also more dispersed signal.

To conclude this subsection, it may be asserted that X-ray diffraction, which is a basic and
highly powerful method to determine the structure not only of perfectly ordered systems such
as crystals, but also of many more-or-less disordered ones such as macromolecules (10, 11)
or simple liquids, encounters severe difficulties observing these small, versatile and labile
H2O molecules that are always present within them. It may localize the O-atoms of these
molecules, with a good precision in crystalline ices or mineral hydrates, in a satisfactory
way in liquid water or amorphous ices, but with much less efficiency in other systems such
as macromolecules. The consequence is that X-rays are often no longer predominantly
used to gather information on the structure of the H-bond network in macromolecules, but
are still important among the various methods used. Some special set-ups, such as by
reflectivity, may occasionally give original results on the structure of H2O molecules at
interfaces (12). X-ray may thus be, in this case of surfaces or interfaces, a complementary
method to SFG spectroscopy (sum-frequency generation) discussed in Ch. 4.

Neutron scattering

This method is complementary to X-ray scattering, as seen in Ch. 3. Neutron scattering offers,
in some cases, a better efficiency than X-ray scattering in the observation of the H-atom or,
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more precisely the D-atom when the H-atoms of the sample, or more often those H-atoms that
can establish H-bonds, have been exchanged with D-atoms. Contrary to X-rays, which are
scattered by electrons, neutrons are scattered by nuclear spins. The neutron coherent cross-
section of the D-atom is consequently of a magnitude comparable to that of other atoms.
This is also true for the H-atom. But this atom has a much bigger incoherent cross-section
that makes incoherent scattering much more intense than the coherent one and masks it for
a great part. Let us recall that only those waves that are scattered coherently by different nuclei
are at the origin of interferences from which the relative positions of these nuclei can be deter-
mined (see eq. (3.10)). D-atoms, which do not exhibit such a great incoherent scattering
factor, can consequently be localized with some precision and D-bonds can therefore be
put into evidence. This possibility can be fully exploited in crystals, as in the case of 
X-ray scattering, but in less ordered systems, such as macromolecules, the cost of having
to deuterate the H-bonds of the sample, together with the intrinsic requirement to have an
acceptable signal-to-noise ratio, which requires us to have large enough samples and to
operate within the structures of a few specialized centres that run specialized equipment,
is often too high in terms of expenses and time to make it interesting.

Despite the great incoherent cross-section of the H-atom, elastic coherent neutron scat-
tering experiments may be used at a lower resolution to detect the presence of clusters of
H2O molecules. The method used is that of small-angle neutron scattering, often labeled
by its acronym “SANS”. In such an experiment, the scattered intensity of a sample is
recorded as a function of the angle u between the wave vectors of the scattered and initial
waves or, equivalently, as a function of the amplitude Q of the wave vector difference

of the scattered beam defined by and incident beam defined by (the wave
vector defines the direction of propagation of a wave, as seen in eq. (3.6)). As can be seen
in Figure 11.1, these quantities are related by the equation:

(11.1)

where stands for either or that have, in a coherent scattering experiment, the same
modulus equal to 2�/l, with l the wavelength of the neutron beam (eq. (3.9)). The variation
of the scattered intensity obtained in such a SANS experiment is schematically represented in
Figure 11.1. The scattered intensities are recorded in all directions that make a small angle u
with the incident beam. Within these limits of small angles the measurements of distances
can only be of a low-resolution type, as indicated by the mathematical properties of Fourier
transform calculations, and consequently no atomic scale information can be provided.
The position of the maximum of the band, at Q0 � 0.15 Å�1, is thus related to the average
diameter d of the cluster of H2O molecules at the origin of this scattering by the equation:

(11.2)

In the case represented in Figure 11.1, this equation gives: d � 40 Å. Such experiments
have been performed in proteins (13), in carbohydrate lamellae (14), etc., where clusters
of H2O molecules that size have been put into evidence.
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Furthermore, neutron scattering provides the interesting possibility to vary the contrast of
H-and D-atoms by recording diffraction patterns of several samples differing only by their
H/D isotopic compositions. Values of the (coherent) scattering lengths bH and bD of the H- and
D-atoms of opposite signs: bH � �3.74 fm (femtometer) and bD � �6.67 fm (11, 15), are at
the origin of this possibility. It implies that with appropriate proportions r and 1�r of the 
H- and D-atoms, the total scattering length rbH � (1�r) bD can be made equal to zero.
With these proportions, the scattering of neutrons occurs as if all H- and D-atoms were
deleted from the sample. It allows a more precise determination of the positions of the other
atoms. Another experiment on the same sample but with a different H/D isotopic composi-
tion then allows us to again see these H- and/or D-atoms and localize them with a better preci-
sion, already knowing the diffraction pattern of the other atoms. Positions of water molecules,
which contain an especially large proportion of H- or D-atoms, inside macromolecules
could thus be determined using this “isotopic contrast” variation. The few deeply buried
H2O molecules within bacteriorhodopsin (16) that are an active part of proton translocation,
the central mechanism of vision and photosynthesis described in Ch. 6, could be localized
using this technique.

The possibility to perform inelastic (incoherent) scattering is another interesting property
of neutrons. Corresponding experiments are often called INS (inelastic neutron scattering)
experiments. In these INS experiments, the high incoherent cross-section of the H-atom is
used to produce a relatively intense scattered beam that is analyzed using its frequency dif-
ference with the incident beam. The spectral region that is particularly interesting is the

282 11. Observing the Water Molecule
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beam falling on a sample that contains clusters of H2O molecules. The geometry of the wavevectors
is represented in the middle-page drawing.
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“quasi-elastic region”, or low-frequency region, where classical spectroscopic methods, IR
or Raman, encounter difficulties. This is typically the region where the energy differences of
scattered neutrons are of some fractions of meV, which correspond to wavenumbers of some
cm�1 (1 meV is equivalent to 8 cm�1 after eq. (1.A4)). Corresponding “QENS” experiments
(quasielastic neutron scattering) have for instance been used to study lyoprotective effects
of some carbohydrates such as trehalose, described in Ch. 10. Such methods could be used to
show that hydration increases the dynamics of proteins (13), particularly the vibrations of
their a-helices. Vibrations of higher frequencies can also be observed in INS experiments.
The signal-to-noise ratio is however no match with that experienced in Raman or mid-IR
experiments in the higher frequency region.

NMR spectroscopy

As mentioned in Ch. 3, NMR spectroscopy, even if it is a method that is not especially sen-
sitive to H-bonds, is able to detect H-bonds either directly by their chemical shifts, or indi-
rectly by establishing correlations between relaxation times of various groups. The first
direct method applies preferentially to simple molecules, whereas the second one applies
to macromolecules. This second indirect method is useful for H2O molecules embedded in
a macromolecule, as they display a dynamics that has its own characteristic times that are
different from those of the macromolecule. The H-bonds established or disrupted by water
molecules adopt the rapid dynamics of these small molecules. It may consequently be sep-
arated from the slower one of H-bonds of the macromolecule itself. This particular part of
NMR used for H2O molecules in macromolecules is called relaxometry, a method that
studies relaxation times as a function of frequency. It allows the separation of fast and slow
dynamics. It is also known as “nuclear magnetic relaxation dispersion” (17), often labelled
MRD, and has been used to study the hydration of proteins or of synthetic polymers. In the
case of proteins, it has been applied to the spins of 17O, an isotope of O-atoms, rather than to
the usual spins of H-atoms. These latter atoms are much more numerous than the 17O atoms
whose natural abundance is of some 4 	 10�4 of the total amount of O-atoms. The 17O res-
onance frequencies are different from those of the usual H-atoms and the signal due to 17O
atoms is consequently not masked by that due to these much more abundant H-atoms.
NMR is nevertheless sufficiently sensitive method by which relaxation of 17O can be studied
with no problem, even at such low concentrations. The reason for studying 17O relaxation
dispersion rather than that of the most abundant H-atom is that relaxations of spins of these
latter atoms suffer from complications that are partly due to their great numbers. Thus cross
relaxations between H-atoms of proteins and those of H2O molecules are most important.
Relaxation of H-atoms also contain significant contributions from labile protein H-atoms
that exchange with water, and disentangling all these interactions is often too difficult a task
to give interesting results.

Relaxations of spins of 17O atoms are free of these complications. A comparison of the 17O
relaxations in two different proteins (18), one with no buried water molecule and another
with buried water molecules, showed a great difference at low frequencies. This difference
was interpreted as due to these few buried molecules, offering NMR spectroscopy a way to
observe them through their specific dynamics. The water molecules at the surface of proteins
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are highly mobile, with average orientational correlation times of some 20 psec, while buried
water molecules that stabilize the protein secondary and tertiary conformations, defined in
Ch. 2, have much longer correlation times. These two types of molecules furthermore are in
a constant dynamic interchange on timescales from 10�8 to 10�6 sec, presumably via partial
unfolding of the protein. These few buried water molecules are thought to be those that are
strongly H-bonded to the protein itself, each establishing three to four H-bonds on hydrophilic
sites of the protein (19) and are therefore considered as belonging to the protein.

This MRD method has also been applied to the mechanisms of photosynthesis or vision (20)
that occurs in bacteriorhodopsin (bR) described in some detail in Ch. 6. In that case, it was not
limited to relaxation of 17O only but also incorporated relaxations of H- and D-atoms. It could
thus be shown that within the bR proton conduction pathway at least seven H2O molecules are
deeply buried, which means they have long residence times, of the order of the microsecond
(
s) at 277K, a time that, even if much longer than the average exchange time of bulk H2O
molecules, remains short compared to the rate-limiting step of the photocycle. MRD has also
been applied to the problem of the role of H2O molecules in protein folding, which has been
briefly covered in Ch. 10. It could thus be shown (21) that the hydration of the molten globule
is much more similar to that of the native protein than was originally thought, at least as viewed
from NMR spectroscopy. The molten globule, or compact denaturated protein, is an interme-
diate state in the unfolding process between the native protein and the denaturated polypeptide.

NMR spectroscopy is thus a potentially interesting method to observe H2O molecules in
macromolecules. It can distinguish various types of such molecules that have different
relaxation times. It, however, provides direct information neither on their location nor on
the H-bonds they establish. Indications can be indirectly deduced from NMR spectra. They
are not however precise enough for us to consider NMR as a general method to look at the
H-bond network established by H2O molecules.

Molecular dynamics (MD)

The above considerations strongly suggest that the role of water molecules is important because
of the exceptional H-bond network they establish not only when they are the only molecules
present, as in liquid water, but also when they are embedded in bigger systems such as macro-
molecules. Theoretical methods have to then reproduce the properties of these H-bond net-
works. Due to their complexities this is no easy task. Furthermore, we have seen these H-bond
networks are not static, but undergo rapid dynamic isoenergetic transformations that are at
the origin of most of their interesting properties. The main theoretical method that can offer
a description of such a dynamic set of water molecules is then molecular dynamics (MD) sim-
ulations. As seen in Ch. 3, the principle of MD computations is to calculate the evolution
of a system submitted to an interaction potential that governs the dynamics of its con-
stituent molecules following classical laws of mechanics. One calculates the state of this
system when time is increased by small steps of some 10�15 sec, starting from a reasonable
configuration at time 0. The point is that, in order to be efficient in having not too great a
number of operations to perform, this interaction potential has to be simple. Applied to
water molecules, this simplification consists of reducing H2O molecules to a small number of
point charges that interact with point charges of other molecules through Coulomb interactions.
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These charges are so positioned in each H2O molecule that they reproduce its dipole and
quadrupole moments. However, this necessary simplification has a drawback—MD has an
inherent inability to take into account the directionality of the H-bonds these water mole-
cules establish, thus discarding one of the central properties of H-bonds. It is at the origin
of the failure of MD approaches to reproduce the exceptional properties of liquid water
described in Ch. 9. The same difficulty is encountered in describing the properties of the
H-bond network developed by H2O molecules that are embedded in macromolecules.

Despite these restrictions, MD simulations nevertheless offer a complementary view of
the H-bonded system with many water molecules that is under study and is highly appre-
ciated in a great number of experiments. It allows supporting hypotheses that are proposed
for the interpretation of these experiments. They also give useful orders of magnitude for
crucial quantities that may be otherwise hard to measure. In this sense they are highly use-
ful. However, MD simulations, which are highly successful in the case of ordinary liquids,
in the case of liquid water or of H2O molecules in macromolecules encounter great diffi-
culties by themselves providing original knowledge on the extended H-bond network these
molecules develop. In this sense, they can be put on the same footing as most molecular
experimental methods described above, which are powerful methods to observe such big
systems as macromolecules but not really efficient to observe these small, labile and highly
versatile H2O molecules that come embedded in these big systems.

VIBRATIONAL SPECTROSCOPY

Vibrational spectroscopy is a method that directly gives molecular information and is conse-
quently widespread in chemical physics. Both Chs. 4 and 5 deal with IR spectroscopy, which
is part of vibrational spectroscopy and appears to be a hypersensitive and precise method 
to observe H-bonds. It has up to now been scarcely used to look at H2O molecules. The reason
for this surprising situation is quite paradoxical; IR is so sensitive to H-bonds and the number
of H-bonds that form around H2O molecules is so great that the absorption due to only a few
H2O molecules is already very great. In the usual absorption set-up shown in Figure 5.A1, the
ratio of the transmitted intensity to the incident one becomes rapidly immeas-
urable in the most interesting spectral regions where it tends towards 0 in the presence of
relatively few H2O molecules. Newly arriving H2O molecules consequently do not modify the
spectrum in that region. In other words, no distinction can be made, in this region, between
the spectra of two samples that only differ in their thickness l, whereas eq. (5.A8) clearly
indicates that this ratio effectively depends on l. This is a typical “saturation effect”. When it
appears, as with the presence of a few H2O molecules, it ruins all the qualities of IR spectra
and makes IR a useless tool. Until recently, H2O molecules were therefore considered a poi-
son in IR spectroscopy and were avoided as much as possible. In the best cases, samples that
contained H2O molecules were studied in the relatively narrow spectral regions where these
molecules exhibit bands of a low intensity only that do not provoke saturation. This was for
instance the case in the 1200–2800cm�1 region where H-bonded H2O molecules do not exhibit
bands of a strong intensity, as can be seen when looking at the spectrum of liquid water dis-
played in Figure 9.2. This spectrum is that of H2O molecules only and in this region only the
bending band dH�O�H of H2O appears. It is the least intense of the three main bands due to
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H2O and can be used in such cases as crystalline hydrates (22) to study these H2O molecules
that are then in a relatively small number. In the case of water molecules embedded in macro-
molecules, this region has been used to study the interaction of water molecules with this
macromolecule, as vibrations such as C�O stretching or N�H bending that are sensitive to
the establishment of H-bonds appear. In the case of proteins or amide/peptide-containing sam-
ples, the corresponding normal modes are called amide I and II, respectively. They have often
been studied after an H/D exchange has been performed, typically by substituting heavy water
for ordinary water as a solvent. This exchange provokes the disappearance of the dH�O�H band
that may saturate and its replacement by a dD�O�D band that appears at 1210cm�1 and does not
consequently overlap or even mask these amide I and II bands. This method is also used
in medicine by injection of some millilitres of heavy water in the blood of a person. From the
intensities of the bands due to HDO in the somewhat later recorded IR spectra of a blood
sample, together with the known quantity of injected heavy water, the total amount of body
water of the patient can be measured (23, 24).

This H/D substitution/dilution method in a restricted spectral region is also often used
in studies of the dynamics of water molecules in liquid water by time-resolved nonlinear
IR spectroscopy described in Ch. 4 and also described below when applied to the study of
the dynamics of H2O. The ns(O�H�) band of HDO molecules diluted within D2O mole-
cules may be analyzed, as they do not saturate if dilution is strong enough. This can also be
done on the ns(O�D�) band of the same HDO molecules diluted within H2O molecules. The
quantitative study of the structure of water molecules around ions (25) in an aqueous solution,
or the solvation mechanism of simple organic molecules such as tetrahydrofuran (26), becomes
possible with this type of spectroscopy. This method, however, rapidly reaches its limits.
The H/D exchange may be difficult to perform in the case of water in macromolecules, the
presence of dD�O�D, dH�O�D as well as remaining dH�O�H bands complicates the analysis of
the spectrum, all the more so because N�H as well as N�D groups, for instance, may be
simultaneously present. Furthermore, the spectral region that is restricted by the presence
of saturated bands due to O�D� vibrations also severely restricts the information.

Despite these problems of saturation of vibrational bands IR spectroscopy, described in
the next subsection, has been recently shown to nevertheless remain an especially power-
ful method to observe H2O molecules. Special recently proposed set-ups can avoid saturation
in the whole conventional IR region, thus taking full advantage of the power of IR to study
H-bond networks. They are first described, before the contribution of recent time-resolved
nonlinear IR spectroscopy is examined. Other methods such as NIR or Raman spectroscopy,
which are intrinsically free of this saturation effects can also be used to study the H2O mol-
ecule. They are often limited to some specific problems, as they do not display the power of
ordinary IR spectroscopy for the study of H-bonds or of H2O molecules and cannot con-
sequently be considered as general methods. They are described in the last subsection of
this section on vibrational spectroscopy.

IR spectroscopy to observe H2O molecules

In order to avoid the saturation of IR bands when H2O molecules are present and conse-
quently fully recover the power of IR absorption spectroscopy to observe H-bonds, two
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main set-ups with well-defined corresponding procedures can be used. They are described in
the next two subsections. With these set-ups, IR spectroscopy becomes a highly powerful
method to observe H2O molecules. Before describing them, let us mention that hydration of
relatively small molecules can occasionally be studied in gases using, among other methods,
general IR set-ups as described in Ch. 4 for H-bonds. Thus hydration of 2-amino-1-phenyl-
ethanol in gases, an analogue molecule of noradrenaline, a neurotransmitter, has been studied,
seeding this molecule in an expanding supersonic jet (27). The interest of this highly special-
ized technique is to observe gaseous molecules at very low temperatures, with consequently
relatively simple spectra that can be best interpreted. In that case, the H-bond configurations
of this molecule with a single, a pair, or three H2O molecules could be accurately determined.
It nevertheless remains an exceptional method to observe hydration of isolated, small molecules.

Attenuated total reflection (ATR)

An attenuated total reflection (ATR) set-up is shown in Figure 5.A1. With this set-up the IR
beam does not penetrate the sample, as in an ordinary absorption set-up, but travels through
a crystal of high refractive index where it performs total reflections. In the case of a liquid,
the preferential symmetry of this crystal is that of a cylinder, which is the symmetry of the IR
beam at the output of the interferometer of a Fourier transform apparatus. The principle of ATR
is “dilution” of the IR absorption, as this absorption occurs only on the evanescent wave that
travels out of the crystal whereas, in an ordinary absorption set-up, also shown in Figure 5.A1,
the IR beam travels through the absorbing sample itself, causing absorption to occur on the
whole propagating IR beam. In the ATR set-up, the evanescent wave, which propagates
within the sample parallel to the interface with the crystal and remains localized in the near
vicinity of this interface, represents but a small proportion of the whole propagating wave. The
ratio of the transmitted intensity to the incident one is thus reduced to 0.1 (log(I0/I) � 1) after
traveling a number of centimeters within a crystal immersed in liquid water in an ATR set-up,
whereas the same ratio is obtained after traveling a few microns only in an absorption set-up
(3). This absorption length of some centimeters in an ATR set-up is much easier to handle than
the few microns in an absorption set-up. ATR spectra consequently display much enhanced
signal-to-noise ratios as compared to absorption spectra.

The spectral range in an ATR set-up is, however, limited by the absorption region of the
crystal inside which total reflections are performed. The exploitable region is that of the total
transparency of the crystal, above 650–700 cm�1 for many crystals used with this tech-
nique. As shown in Figure 5.A2, ATR spectra resemble usual absorption spectra, but are not
the same. Absorption spectra are consequently most often computed from ATR spectra and
can then be compared with spectra of that type, which represent more than 95% of the spec-
tra usually recorded in IR spectroscopy. This computation often implies calculation of the opti-
cal constants n (refractive index) and k (absorption coefficient) of the sample using Fresnel
equations for the calculation of the amplitudes of the reflected and evanescent waves, and
Kramers–Kronig relations defined in eq. (5.A9) between n and k (28, 29) or, more recently,
between reflectivity and phase angle (30). From these n and k spectra, absorption spectra
can themselves be calculated (31). These computations represent a complication that makes
ATR set-ups scarcely used, especially when compared to spectra obtained with absorption
set-ups that require calculations of the decimal logarithm only of the ratios of intensities
(eq. (5.A8)), an easily performed operation.
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In the case of liquid water, a highly absorbing medium, absorption spectra recorded with
absorption set-ups most rapidly display saturation effects. An ATR set-up that “dilutes” this
absorption is consequently most interesting. Absorption spectra can then be computed from
experimental ATR spectra. Spectra of liquid water displayed in Figures 9.1 and 9.2 were cal-
culated using this method. Because of the lack of a total transparency of the ATR crystal at wave-
numbers smaller than 650 cm�1, absorption spectra in the FIR region ( ) were
added to ATR spectra so as to have the spectrum in the whole 50–7500 cm�1 range. This was
made possible because absorption bands that have intensities proportional to wavenumbers
(eq. (5.A8)) are weaker in the FIR region where saturation effects are consequently more
easily avoided. Simple absorption set-ups can consequently be used in this region (32).
The qualitative discussion of these IR spectra of liquid water performed in Ch. 9 led to the
important conclusion that the H-bond network of liquid water is as dense as that of ice and
that there are a very small number of disrupted H-bonds in liquid water. Because of rota-
tions of individual H2O molecules of a great amplitude in liquid water, this H-bond net-
work is, however, much more flexible. These absorption spectra of liquid water obtained
from experimental ATR spectra were precise enough to also show that the bending band
dH�O�H of H2O takes on a Lorentzian form when temperature increases (33), a result that
could also have been reported while recording spectra with an usual absorption set-up. With
this latter set-up the recorded spectrum is, however, not the spectrum due to only the absorp-
tion by the liquid water sample: it also includes reflections at the interface between windows
and sample. The effects of these reflections usually appear in all absorption spectra under the
form of a shift in the value of the absorbance. This shift is most often nearly a constant for all
wavenumbers, as reflection depends on the refractive index difference nw�ns between win-
dow (nw) and sample (ns), which is a quantity that displays only small variations with
wavenumbers . In the case of liquid water with very strong absorption bands, this is no
longer true. The consequence is that the absorption spectrum of liquid water does not resem-
ble most absorption spectra, but resemble a “distorted” absorption spectrum where the base-
line is not a constant. Presenting evidence of the Lorentzian shape of the dH�O�H band was
consequently more difficult than for a less absorbing liquid. Calculating the absorption
only due to liquid water from experimental absorption spectra of liquid water, or equiva-
lently the optical constants n and k of liquid water, in that case requires calculations that
are very similar to those performed to transform ATR spectra into absorption spectra (32),
which have been described above.

The spectra of liquid water containing organic molecules or ions can be well studied using
such an ATR set-up. The number of H2O molecules that are bound to ethylene carbonate in
a solution of this species in water could thus be determined using this technique (34). Ethylene
carbonate is an important component in rechargeable lithium batteries and consequently it is
necessary to know how it hydrates in order to know the structure of water at charged metal
interfaces more precisely. Also ionization processes of many acids, bases or salts, have
been extensively studied by Max and Chapados (35–37) using ATR spectra. They showed that
they could separate the bands due to “hydrating water molecules” that bind to ions from
largely predominant bands due to “bulk water molecules”, i.e. H2O molecules that do not
resent the presence of these ions. The concentrations of various ions could thus be measured
directly using ATR spectra, without having to calculate optical constants or absorption spec-
tra. The precision with which they measured equilibrium constants is a good illustration of
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the power of IR spectrometry to observe water molecules. Spectrometry, as its name indi-
cates, consists of not only determining the wavenumbers at which bands appear, but also
measuring their relative intensities so that concentrations of various components can be
determined with precision. Also hydration mechanisms of many small organic molecules
could be established from these ATR spectra.

ATR spectroscopy or spectrometry is well adapted to strongly absorbing liquid or nearly
liquid samples, typically liquid water or aqueous solutions. In these cases, no technical
problems concerning contact between sample and ATR crystal are encountered, as this
contact is very good in the case of liquids. Because the interpretation of the spectra pre-
sumes this contact is perfect, having it not so may induce important errors, as is often the case
with solids, for which ATR spectra should be interpreted with great care. For the study of H2O
molecules in macromolecules, the technique of thin samples described in the next subsection
is therefore preferred when the macromolecule is not itself a liquid. Good contacts between
crystal and solid macromolecule are very difficult to ascertain. This often hinders the per-
formance of quantitative measurements. Applying pressure to improve this macromolecular
sample contact could be a solution. It allows, for instance, the measurement of diffusion of
water in polymeric common plastic membranes such as PVC (38) (polyvinyl chloride) or
PET (polyethylene terephtalate) (39), using an interesting dedicated ATR set-up somewhat
different from that shown in Figure 5.A1. In this set-up a thin film of the studied polymer
is inserted between an ATR crystal and water. The ATR crystal is prismatic, as is usual for
solid samples, instead of having a cylindrical shape that is especially designed for liquids.
Such a set-up has also been applied to the study of diffusion of water in polyelectrolyte
membranes (40) where the knowledge of this diffusion is important for the comprehension
of its conducting properties. It has also been used in the case of epoxy-resins (41).

IR spectrometry on thin samples: hydration of macromolecules

The second way to avoid saturation of bands due to the presence of highly absorbing H2O
molecules is to use very thin samples wherein the number of H2O molecules remains small,
thus enabling the implementation of a simple absorption set-up. Thin samples are typically
1 
m thick, which is still too thick for samples of liquid water or liquid aqueous media,
but is well suited for samples of macromolecules within which the thickness of the total
amount of water is less than 1 
m. The structure of the H-bond network developed by H2O
molecules is then studied, varying the degree of hydration of the sample. These hydration
experiments that are monitored by IR absorption are presented in detail in this section, as
they illustrate quite well the power of IR spectroscopy, or more exactly IR spectrometry,
to observe H2O molecules. Furthermore results of the analysis of these spectra have
already been commented upon in the preceding Ch. 10. Before presenting these experi-
ments, let us note that absorption spectra of nanosamples of ice have been performed by 
J. P. Devlin and coworkers. These are also experiments on thin samples that contain a
reduced amount of water molecules. The interest of nanosamples is that varying the sizes
of these samples induces a variation of the S/V surface-to-volume ratio that allows sepa-
ration of entangled bands due to H2O molecules that are positioned either on the surface
of ice or in the bulk (42). These studies were the origin of a wealth of information, not only
on ice itself (43, 44), but also on the chemistry of the ice surface (45–47), a fundamental
catalyst in the atmosphere, particularly the ice of polar stratospheric clouds that catalyzes
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depletion of ozone in the stratosphere, as described in Ch. 8. They also provided original
data on the ionization of HF in contact with ice, which showed HF to be a strong acid at
40 K (48), a behaviour that greatly contrasts with what it displays at room temperature
where its dissociation (ionization) constant, when put into contact with liquid water, is
10–13 orders of magnitude weaker than that of other hydrogen halides.

Hydration spectra of hyaluronane
The principle of hydration experiments is to record the spectra of a macromolecule that is
embedded in an atmosphere with a definite water pressure once it has reached equilibrium
with it. The interest of such an experiment as compared to immersion of this same macro-
molecule into liquid water is: first, one disposes of a varying parameter, the hygrometry of this
surrounding atmosphere that takes on values between 0 (dried atmosphere) and 1 (saturating
atmosphere); second, the quantity of H2O molecules is reduced, thus avoiding the presence
of bands due to bulk liquid water molecules, which are not the object of the study, as are
found in ATR spectra. They consequently do not have to be eliminated to make relevant fea-
tures visible, an operation that somewhat degrades the properties of the spectrum. The hygro-
metry, also called relative humidity of the surrounding atmosphere, is equal to the ratio p/p0

of the water pressure p of this atmosphere to the saturating water pressure p0 at the same tem-
perature. In these experiments, a thin sample of the studied macromolecule is positioned
within a special cell where the atmosphere and the temperature are controlled (3) and can
be varied. This cell is itself positioned in the IR beam following a usual absorption set-up.

As an example of how IR spectrometry works, we take hydration of a polysaccharide,
hyaluronane (HA). The structure of this polysaccharide in its dried state is shown in Figure
10.1. Its IR spectra, obtained using the set-up briefly described above, is reproduced in
Figure 11.2 for two hydration stages, the dried HA recorded in equilibrium in a dry atmos-
phere with hygrometry equal to 0 (spectrum D), and a hydrated state of HA in equilibrium
with an atmosphere of hygrometry equal to 0.51 (spectrum Hy). In this latter spectrum, a
great number of hair-like narrow bands appear around 3800 and 1600 cm�1. They consti-
tute the “rotational structure” of the stretching band ns and bending band dH�O�H of isolated
H2O molecules of the water vapour. They also appear in spectrum W, the spectrum of the
cell with no sample but filled with water vapour at a definite pressure pc, and also in more
detail in Figure 8.2. The pressure p of the water vapour is measured from the intensities of
these hair-like bands that are themselves calibrated against that of spectrum W. In the case
of Figure 11.2, by subtracting spectrum W multiplied by 0.73 to spectrum Hy, these bands
have their intensities equal to zero. We deduce that the pressure p of the water vapour
around the sample when spectrum Hy has been recorded is p � 0.73pc. Reading the tem-
perature of the cell, one finds the value of p0 at this temperature in tables of physical con-
stants, hence the value of the hygrometry p/p0 for this spectrum Hy.

The bands due to water vapour are no longer useful in the analysis of the spectra. They
are consequently eliminated by this subtraction procedure and only the spectrum of the
dried sample D is kept, together with the hydration spectrum Hy�D�0.73 W. Subtraction of
the water vapour features causes no degradation of the signal-to-noise ratio, as, in opposi-
tion to ATR spectra where features due to bulk H2O molecules are predominant, they have
small intensities (they are nearly all free H2O molecules that do not establish H-bonds).
The intensities of the bands of this hydration spectrum are proportional to their sensitivity
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Figure 11.2 IR spectra of HA, in its dried state (D) when in equilibrium with the surrounding atmosphere with no water vapour (p/p0 � 0), and par-
tially hydrated when in equilibrium with the surrounding atmosphere having an hygrometry p/p0 � 0.51 (Hy). The “hydration spectrum” labelled
Hy�D�0.73 W is equal to the subtraction to spectrum Hy of spectrum D and spectrum W multiplied by a coefficient equal to 0.73, which ensures the
disappearance of the narrow bands due to water vapour. These bands are shown in spectrum W, which is the spectrum of the cell without sample but
with an atmosphere with calibrated water vapour pressure pc.
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to hydration, the mechanism we wish to observe. All bands, such as stretching and bending
bands of C�C�H groups for instance, which are almost insensitive to hydration, show weak
features only in these hydration spectra. In a typical experiment, 50 spectra are recorded and
these span all possible hygrometry values between 0 and 1. It gives a set of (roughly) the same
number of hydration spectra, in addition to the spectrum of the dried sample D. A selection
of some of them is shown in Figure 11.3, together with spectrum D of the dried sample,
already displayed in Figure 11.2, and drawn at the same scale as the hydration spectra.

Analysis of hydration spectra
Several steps are required to perform the analysis of 50 hydration spectra. The first one con-
sists of reducing the number of spectra to be analyzed by decomposing them on the mini-
mum number of “elementary hydration spectra” etc. All “experimental
hydration spectra” recorded at various values of the hygrometry p/p0, are then equal to

(11.3)

Elementary hydration spectra (i � 1, 2, 3, etc.) are defined from experimental hydra-
tion spectra and are linear combinations of them. In practice, this definition
requires successive steps. Thus the first experimental hydration spectra at low hygrome-
tries are often proportional to one another. This allows us to define a first elementary spec-
trum . Note that could be replaced by any spectrum proportional to it,
with l a coefficient that may take any algebraic value). When hygrometry increases and is

l nH1( )�H1( )�nH1( )�n

H p p( , )�n / 0

Hi ( )�n

H p p a p p H a p p H a p p H( , ) ( ) ( ) ( ) ( ) ( ) ( )� � � �n n n n/ / / /0 1 0 1 2 0 2 3 0 3� � � ��

H3 ( ),�nH2 ( ),�nH1( ),�n
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Figure 11.3 A selection of hydration spectra of HA at various values p/p0 of the hygrometry. In
dashed line and offset for clarity, spectrum D of the dried sample is drawn at the same scale as hydra-
tion spectra.
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greater than some value p�/p�0, this becomes no longer true, but we may nevertheless find
that all spectra for hygrometry p/p0 taking on values slightly
greater than p�/p�0, are still proportional to a second elementary spectrum . The
process is repeated for , etc. When all elementary spectra are defined, the residual
spectra equal to the differences of the two members of eq. (11.3) for all experimental
hydration spectra are very small. Their features are much smaller than all bands of any of
the , as shown in Figure 11.4 where, together with the four “elementary hydra-
tion spectra” (i � 1�4) of HA, on which all can be decomposed, the
“worst” residual spectrum, i.e. that with features significantly bigger than in all other resid-
ual spectra, is displayed. The number of elementary spectra for HA, four, is typical of the
up-to-now studied species. It is equal to three in BSA (bovine serum albumin) (49),
lysozyme (50) or polyimide sulfonated membranes (51). Once the decomposition of all
experimental hydration spectra has been performed, we may recalculate elementary spec-
tra from all experimental hydration spectra, thus statistically improving their definition by
reducing their signal-to-noise ratios. It also reduces the errors in the decomposition.

These four elementary spectra are not yet the elementary hydration spectra we are
looking for, which correspond to four independent hydration mechanisms. The reason is
that the definition of these four elementary spectra only rests on mathematical criteria, and
mathematics tells us that instead of taking these four spectra, we may as well have taken
any four independent linear combinations of them. We would then have obtained an equally
good decomposition of all experimental hydration spectra, with the same statistical errors. 

Hi ( )�n

H p p( , )�n / 0Hi ( )�n
H p p( , )�n / 0

H3 ( )�n
H2 ( )�n

H p p a p p H( , ) ( ) ( ),� �n n/ /0 1 0 1� � �
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Figure 11.4 The four elementary hydration spectra (i � 1–4) of HA, together with the resid-
ual spectrum with greatest features, labelled “greatest error spectrum”. Spectra are offset for clarity.
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The second step therefore consists of determining at least one proper linear combination of
these four elementary spectra that fulfils chemical criteria whereby they correspond to a well-
defined hydration mechanism. The main such criterion is that when hygrometry p/p0

increases, the coefficients ai(p/p0) (i�1�4 in the case of HA) display a behaviour compatible
with chemical criteria. Thus the total water uptake of HA, displayed in Figure 10.2, increases,
as expected, in a monotonous way when hygrometry increases. This water uptake is inde-
pendent of the choice of elementary spectra: any linear combination of them gives the same
ntot at a given hygrometry p/p0. The coefficients ai(p/p0) change when performing such a lin-
ear transformation of the elementary spectra. The behaviour they display for all i in Figure
10.2, which starts from zero, and increases when hygrometry increases, reaching a plateau
and remaining there for higher hygrometries, is compatible with chemical criteria. They con-
sequently correspond to hydration mechanisms and we can keep them as elementary hydra-
tion spectra. Elementary spectra that would, for instance, have their corresponding
coefficients ai(p/p0) displaying an oscillating behaviour with p/p0, or negative values, would
not correspond to hydration mechanisms. This step of determining proper linear combinations
that define elementary spectra as elementary hydration spectra has no mathematical signifi-
cance. The spectra displayed in Figure 11.4 are successive hydration spectra, as all reach a
plateau at the same value of the hygrometry where a new one starts being active. This is a
result obtained for HA but does not constitute a chemical requirement. In other cases, BSA
(52), polyimide block copolymers (51) or lysozyme, (50) several elementary hydration spec-
tra are simultaneously active within some range of the hygrometry. They correspond to sim-
pler hydration mechanisms. It would have been possible to take a linear combination of them
to make them successive spectra. It was deliberately chosen, in the case of BSA and poly-
imide membranes (see Figure 11.6), for instance, to preferably present spectra that correspond
to the smallest number of hydrophilic groups being hydrated, at the price of having several
elementary hydration spectra simultaneously active in several regions of the hygrometry.

Bands due to H2O molecules: measurement of the water uptake
The translation of these elementary hydration spectra into chemical mechanisms constitutes
the third step of the analysis. This step rests on the measurements of the relative intensities
of the various bands of all these spectra. In all hydration spectra, whether they are experimen-
tal spectra, as in Figure 11.3, or elementary spectra, as in Figure 11.4, two types of bands are
present. The first type is that of bands due to H2O molecules that become embedded in the
macromolecule when the hygrometry increases. They are characterized by their three bands:
ns (stretch) in the region 3000–3650 cm�1, dH�O�H (bending) in the region around 1650 cm�1

and (libration) in the region 400–900 cm�1. All these bands are clearly visible in the
spectrum of liquid water shown in Figures 9.1 and 9.2 where they have been defined. The
intense and broad ns and bands are predominant in the spectra of Figures 11.3 and 11.4,
whereas the less intense dH�O�H band is masked by intense bands of the second type in most
displayed spectra. This second type of band is of the macromolecule. These are difference
bands, each one equal to the band after hydration minus the same band before hydration.
They define the reaction of the macromolecule to hydration. In the spectra of Figure 11.4
the broad ns and bands of H2O molecules are predominant over the difference bands
of HA. This is a consequence of the high hydrophilic nature of HA that causes it to absorb 
a great number of H2O molecules at any hygrometry. It is not a general feature: in BSA,

r H O2

r H O2

r H O2
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for instance, difference-type bands due to the reaction of the protein to hydration are pre-
dominant over bands of H2O in some elementary hydration spectra that are active at low
hygrometry (52). It corresponds to absorption of a relatively small number of H2O mole-
cules at this stage of the hydration process where the corresponding mechanism is active.

The numbers of H2O molecules at the origin of the three bands due to H2O in each of these
elementary hydration spectra can be deduced from the measurements of the intensities of
one of these three bands. The most intense and noticeable band of H2O, ns, can hardly be used,
because, as described in Ch. 4, it is so sensitive to H-bonds that even a small modification
of the strengths of these H-bonds produces appreciable changes of its integrated intensity, even
when the number of H2O molecules remains the same. It can only be used in well-defined cases
where it may be ascertained that no change of the H-bond strengths occurs (51, 53). The bend-
ing band dH�O�H is in these conditions the best candidate to measure this number of H2O mol-
ecules provided, however, that it is not masked by other bands as in Figure 11.4, for H1, H2

and H3. The intensity of this band is largely independent of H-bonding (54) and consequently
proportional to only the number of water molecules. It does not mean this band is insensi-
tive to H-bonds, as its position and width, in opposition to its integrated intensity, may vary
with the kind of H-bond the water molecule establishes. When this dH�O�H band is masked
by another band, the libration band is used. Its integrated intensity is also apparently
independent of the strength of the H-bonds established by the H2O molecules, even if this
point is less well documented. It can consequently be used as a calibration band. It has, how-
ever, a more important inconvenience: it extends at wavenumbers lower than 400 cm�1, and
a part of it is consequently absent in most recorded spectra that display their lower limit at
400 cm�1. It implies that only the recorded part of this band is used, for instance by dis-
carding half of it, the part at lower wavenumbers. This is what has been done for BSA (49)
and HA and, despite this inconvenience, gave results in full agreement with other independ-
ent methods, such as thermogravimetry, as Figure 10.2 shows. The integrated intensity of the
H2O band, either dH�O�H or (part of it, in this case), is then calibrated against the
equivalent one of a sample 1 
m thick of (liquid water displayed in Figures 9.1 and 9.2. It
is carried out by subtracting the spectrum of liquid water multiplied by a coefficient li

from the considered elementary hydration spectrum with li so determined that the
integrated intensity of the difference (sample minus liquid water) dH�O�H or band 
is equal to 0. For each elementary hydration spectrum Hi this coefficient li is equal to 
the ratio of the thickness of an hypothetical sample of liquid water of cross-section s
that would have the same number of H2O molecules as that measured in the sample, to the
thickness ew � 1 
m of a sample of liquid water with the same cross-section s:

(11.4)

Furthermore, the relative density ds of the macromolecule with respect to liquid water,
equal to 1.6 in the case of dried HA, verifies the equation:
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with Ms, the mass of the disaccharide repeat unit of HA, equal to 401 g mol�1, Ns, the num-
ber of disaccharide units in the HA sample of thickness es, measured most often using simple
but nevertheless precise interferometric methods (3), the number of H2O molecules
that appears in spectrum and 18 g the mass of 1 mol of H2O. From eqs (11.4) and
(11.5), we deduce the number of water molecules per disaccharide unit that appear in the
elementary hydration spectrum :

(11.6)

Eq. (11.3) tells us that the number of H2O molecules per disaccharide repeat unit that
have been embedded in HA at hygrometry p/p0 by hydration mechanism i is equal to

(11.7)

These are the quantities that are represented in Figure 10.2 for the four . The total
number ntot of embedded H2O molecules per disaccharide is then equal to

(11.8)

where nd is the number of H2O molecules per disaccharide repeat unit in the dried state. It
has been found equal to 4.5 for HA, as mentioned in Ch. 10. The quantity ntot � nd might also
have been directly calculated, using the same method, on all the experimental hydration spec-
trum recorded at that value of the hygrometry, instead of on elementary hydration spectra,
the above-described method. Using these latter elementary hydration spectra highly simplifies
this calculation for all recorded spectra. It furthermore gives a clear insight into the mech-
anisms of hydration.

Intensities of the difference bands due to the macromolecule
The problem for these difference bands is to evaluate the magnitude of the changes of these
various bands that appear in the elementary hydration spectra of Figure 11.4 with
respect to the magnitudes of the corresponding bands in the spectrum D of the dried sam-
ple, shown in Figures 11.2 and 11.3. The magnitude of this change is equal to the per-
centage of each hydrophilic group that has been hydrated by the embedding of water
molecules measured above (eq. (11.6)). For simplicity we suppose that each hydrophilic
group of the macromolecule, at the origin of well-defined bands, nC�O or dC�N�H for
instance, takes on two states: a free state, such as C�O or CN�H, and an H-bonded state,
such as C�O� or CN�H�. The case where more than two states can be found for this
group is easily generalized (50, 52). This is the case for C�O groups that can be free,
H-bonded by a single H-bond or by two H-bonds, or of N�H groups of protein backbones
that can be free, H-bonded to C�O groups of the same peptide chain, as in a-helices or 
b-sheets shown in Figures 2.5–2.7, or H-bonded to H2O molecules. The band due tosg ( )�n
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the considered hydrophilic group is therefore, in the spectrum of the dried sample, the sum
of two bands with different weights:

(11.9)

where is the band for one free group whereas is the band for one H-bonded
group, 1�sg is the (unknown) proportion of free groups and sg the proportion of H-bonded
groups. The hydration band for the same hydrophilic group in any of the elemen-
tary hydration spectrum i is (we omit index i for simplicity)

(11.10)

where the coefficient dsg of this difference band is also a quantity we wish to measure for all
elementary hydration spectra. These two bands, sg ( ) and dsg ( ), are shown in Figure 11.5
as solid lines. The measurement of sg and dsg first requires determining the two compo-
nents fg ( ) and hg ( ). This is done supposing that at low wavenumbers the features of both�n�n

�n�n

d n ds n ns N h fg s g g g( ) [ ( ) ( )]� � �� �
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Figure 11.5 Experimental IR bands due to a particular hydrophilic group g of a macromolecule:
is the band in the spectrum of the dried sample (spectrum D of Figure 11.3, for instance), is the
corresponding band in one of the elementary hydration spectra (shown in Figure 11.4, for instance).
The enlarged (in absorbance) part in the upper right part of the figure illustrates the principle of the
determination of the component at high wavenumbers: it is that which extends the less towards
low wavenumbers without displaying negative values. Reproduced from the Journal of Molecular
Structure, 648, Y. Maréchal, “Observing the water molecule in macromolecules and aqueous media
using infrared spectrometry”, 41, Copyright (2006), with permission from Elsevier.
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bands sg ( ) and dsg ( ) are due to only the component hg ( ), which appears at lower
wavenumbers (dsg ( ) is positive at low wavenumbers and negative at high wavenumbers)
or, in other words, fg ( ), which appears at higher wavenumbers than hg ( ), does not contribute
to the low wavenumber parts of sg ( ) and dsg ( ). In the enlarged (absorbance) diagram of the
upper right part of Figure 11.5, it is clear that the band sg ( )�2dsg ( ) has the smaller con-
tribution to the lower part of the spectrum, in the region 800–900cm�1, without, however, dis-
playing unrealistic negative values. We therefore define Ns fg( )�sg ( )�2dsg ( ). Repeating
this procedure for the low wavenumber region we find Nshg( )�sg( )�0.5dsg ( ). From these
two equations, we deduce sg ( )�Ns[0.2fg ( )�0.8hg ( )] and dsg ( ) � 0.4Ns[hg ( )�fg ( )],
hence the values for sg and dsg of eqs. (11.9) and (11.10) are sg � 0.8 and dsg � 0.4.

The value sg �0.8 of this example indicates that in the dried sample 20% of this group does
not establish H-bonds and 80% establishes such H-bonds. The value dsg � 0.4 indicates that
in the considered hydration spectrum , 40% of these hydrophilic groups pass from a free
configuration with no H-bond to an H-bonded configuration. This is performed through
the introduction of H2O molecules we have seen to be at the origin of the bands due
to H2O in this elementary hydration spectrum . They establish one H-bond on Ns dsg

hydrophilic groups. This result is the basis for the interpretation of all in terms of
chemical mechanisms, as the quantity /Ns has already been measured (eq. (11.6)) and dsg

has just been measured. With these quantitative measurements, we are then in a position to
precisely interpret the four elementary hydration spectra displayed in Figure 11.4 for HA. The
hydration mechanism that is at the origin of , for instance, is shown in Figure 10.3.
The quantitative analysis just described above, as applied to this spectrum , tells us that
25 H2O molecules hydrate one set of an hydrophilic group formed by one C�O� carboxylate
group and one adjacent N�H amide group that are not linked by an H-bond and that this
nanodroplet of 25 H2O molecules at the same time hydrates (55) 0.49 alcohol I, establishes
a second H-bond with 0.63 carboxyl C�O groups that are already H-bonded by a single
H-bond and with 0.73 free carbonyl C�O groups of a neighbouring amide group, etc. 
It allows us to describe the hydration mechanism H1 corresponding to spectrum 
in terms of a chemical reaction, as shown in Figure 10.3.

In Figure 11.6, the two elementary hydration spectra Ih and Hh of a sulfonated polyimide
membrane, together with the spectrum Dh of the dried membrane, are displayed. The same
analysis as described above for HA provides sufficient information to establish the hydra-
tion mechanism of this membrane, detailed in Ch. 10 and shown in Figure 10.5. It may be
noted that these hydration spectra do not correspond to successive hydration mechanisms,
as for HA, but correspond to the ionization of SO3H groups into SO3

��H3O
� by addition

of a single H2O molecule (I h), and to hydration of these SO3
��H3O

� complexes by H2O
molecules (H h).

The above described results, obtained after a quantitative analysis of IR spectra, are
quite precise. Up to now they have been obtained for a small number only of macromole-
cules. Let us nevertheless mention that in the case of a much simpler system, glycine,
hydration mechanisms could also be determined from IR spectra in solid matrices (56)
and, as can be seen in Figure 6.3, resulted in the formation of a zwitterion. These precise
results may be extended to many other macromolecules besides HA or the sulfonated poly-
imide membranes discussed in Ch. 10. The quantitative analysis performed above on these
spectra conveys a lot of information on the structures of the H-bond networks that H2O
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molecules build inside them and illustrates the great variety of H-bond networks of different
macromolecules. We expect to find an even greater variety of the structures of these H-bond
networks when the hydrations of a greater number of macromolecules have been looked at
using IR spectrometry. Furthermore, this method can be extended to other kinds of spectra.
One immediate extension is to follow the H/D exchange that occurs inside these macromol-
ecules when one hydrates them with heavy water vapour instead of normal water vapour.
It is a promising but not yet completely implemented method to gather information on 
the H-atom transfers described in Ch. 6 by following the dynamics of H/D exchange 
mechanism(s) on various sites of the macromolecule (57).

Time-resolved nonlinear IR spectroscopy

Time-resolved nonlinear IR spectroscopy is a modern version of ordinary IR spectroscopy
examined above. It has been referred to all along the preceding chapters. In Ch. 4 it has
been shown to convey information on the dynamics of the surrounding of the studied
vibration, in addition to information on this vibration itself, which is the main type of
information conveyed by ordinary IR spectroscopy, also named 1D IR. This supplemen-
tary information appears through the measurements of the lifetime or relaxation time of
the studied vibration. Most results obtained up to now with such methods concern liquid
water. They have been described in Ch. 4, because they may be applied to any H-bonded
system. They have given values of relaxation times of ns bands of water molecules in liq-
uid water and have thus shown a marked isotopic dependence. Thus the relaxation time of
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Figure 11.6 IR spectrum Dh of a dried sulfonated polyimide membrane (homopolymer) 10 
m thick
and the two corresponding elementary hydration spectra Ih and Hh. Dashed vertical lines show corres-
ponding bands.
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the first excited state ns (O�H�) of HDO molecules diluted in heavy water is of the order
of 1 psec (58, 59), whereas that of ns (O�D�) of HDO molecules diluted in ordinary water
is 1.45 psec (60). The relaxation time of intermolecular vibrations, which are relative vibra-
tions of two H2O molecules in liquid water is some 0.7 psec, whereas that of rotations of
individual HDO molecules is longer, around 2.5 psec. The lifetime of a D-bond is also some-
what longer, some 2 psec (61). It could also be shown that H2O molecules that are bound to
halogen cations X� in solution in liquid water have relaxation times one order of magnitude
longer than bulk H2O molecules (62). Furthermore, the existence of two components in the
ns band of H2O molecules in liquid water, as shown by Raman spectroscopy, is strongly sup-
ported by femtosecond pump-probe experiments that strongly suggest that, with respect to
orientational dynamics, two distinct molecular species exist in liquid water (63).

For water in macromolecules, few experiments of this type have been described in the
literature. However, as for NMR spectroscopy some 30–40 years ago, time-resolved nonlin-
ear IR spectroscopy is often limited to such chemically well-defined systems as liquid water.
It is still a method for specialists, both for implementing experiments themselves and for
interpreting them. However, it can be expected to have developed within a number of years
to fully exploit its powerful properties so that it can be applied to observing H-bonds in much
more complicated macromolecules and with dedicated apparatus that would make them more
routine methods. NMR followed such a path before becoming one of the basic tools for the
study of proteins. Time-resolved nonlinear IR spectroscopy has furthermore the advantage of
being especially sensitive to H-bonds, a property that NMR does not have. An illustration
of this tendency has been given in Ch. 10 with the use of three pulses photon echo method
to study the dynamics of dipeptides in trehalose glasses (64).

NIR and Raman spectroscopies

IR spectrometry as described above is a really powerful tool to determine the structure of
the H-bond network established by H2O molecules that are embedded in macromolecules.
It is most certainly due to become a basic tool, as it gives unique information on this network.
It is nevertheless not the only method that will be used in the future. Two other kinds of spec-
troscopic methods will certainly also be of interest. They are simpler methods: NIR (near
infrared) and Raman spectroscopies. These are routine methods that are complementary to IR
spectrometry.

Overtones of most bands that are seen in the mid-IR region (the usual IR region) appear in
the NIR region. They correspond to 0�n transitions between the ground state level 0 of 
a normal mode and its nth excited state. Most often these overtone bands have little interest,
because in these excited states anharmonicities become important and difficult to handle as
they entangle different bands. Furthermore, the intensities of these NIR bands are orders of
magnitude weaker than the corresponding 0�1 transitions of the mid-IR region. In the case
of an aqueous medium, which we have seen to have for long been “a poison for IR spec-
troscopy”, because the 0 � 1 transitions are extremely intense and lead to catastrophic sat-
uration effects when recorded in a routine manner with no special care, NIR bands may
nevertheless be of interest in some cases. Saturation of bands is no longer a problem in the
NIR region. NIR spectroscopy has thus been used to determine the difference of behaviours
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of two simple models of “amphiphile molecules” of similar structures, tertiobutanol
(CH3)3�OH and trimethylamine-N-oxide (CH3)3�N�O that are both biologically relevant
molecules. Amphiphile molecules have been looked at in detail in Ch. 9. They possess two
parts, a hydrophobic one and a hydrophilic one. NIR spectroscopy clearly showed that ter-
tiobutanol in aqueous solutions self-associates and consequently less perturbs the struc-
tures of the surrounding H2O molecules than trimethylamine-N-oxide that does not show
any self-aggregation (65). The relatively weak absorption of liquid water in this NIR
region is also at the origin of the use of NIR in medicine, allowing a noninvasive meas-
urement of intraocular pressure (66), for instance. In the food industry, the measurement
of the fat content in meats (67) can be performed using this tool. NIR thus appears to be
an easy-to-implement method that can be used in simple cases. As seen in the two above-
mentioned examples, it is not adapted to observe H2O molecules themselves, but macro-
molecules in an aqueous (bio)medium full of these molecules. In these examples, an ATR
set-up in the mid-IR region, as described above, could have been used. It would have given
more precise results, but would not have been as easily implemented as NIR.

Raman spectroscopy displays the same property as NIR regarding the intensities of vibra-
tional bands. Raman bands are much less sensitive to H-bonds than IR bands, as seen in Ch. 4.
For a long time, Raman spectra were therefore the most frequently used method to study liq-
uid water, before the advent of ATR set-ups in IR spectroscopy. It has thus been possible to
show that the ns band of liquid water is composed of two bands (68). Their significance has
also for long been an object of discussion, but as indicated in Ch. 9, they are now seen as
corresponding to two different states of rotations or librations of individual H2O molecules.

CONCLUSION

In this chapter, several methods that are used to observe H2O molecules have been described.
IR spectrometry takes the lion’s share among these methods. This should really be no sur-
prise, because, contrary to common thinking, the very familiar water molecule is not easy to
observe, especially when embedded in macromolecules, where it may play a fundamental but
not yet completely understood role. Most classical methods of physical chemistry can give only
partial views on the structure and dynamics of the extended H-bond network this small
molecule always develops around itself, due to its exceptional structure that allows it to
donate two H-bonds and accept two other H-bonds at the same time. The method that is
by far the most precise and the most powerful to observe H-bonds, namely IR spectroscopy,
is consequently the one that allows us to observe H2O molecules with the greatest accuracy.
The paradox is that it has for long been hindered as a method of observation of H2O mole-
cules, because of its hypersensitivity to H-bonds. This paradox was so developed that H2O
molecules were considered a poison for IR spectroscopy. This hindrance has only recently
been recognized. After its origin had been identified, methods could then be devised that make
IR spectrometry, or quantitative spectroscopy, a very precise tool to observe this H-bond
network. It is however too recent to be a routine method. There is no doubt that its great
efficiency will make it so in the near future. Relative intensities of bands can thus be accu-
rately measured, due to its very good signal-to-noise ratio. The exploitation of these meas-
urements allows us to translate hydration spectra, which have been considered in detail in
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this chapter but are not the only type of spectra that can be so analyzed, into chemical mech-
anisms. It is likely to be developed in the near future, and certainly combined with other
methods, which are presently less efficient, but nevertheless remain interesting, as they are
complementary to IR spectrometry. It is likely that one of the fields that will most benefit
from the use of this tool will be the reactivity of aqueous media, particularly biomedia.
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– 12 –

Conclusion: H-Bond, Water 

Molecule and Life

The familiar water molecule, H2O, a very simple and the most stable molecule, has not 
attracted all the attention it deserves and as a result is still far from being properly under-
stood. It displays a discrete but nevertheless exceptional property that has far-reaching con-
sequences, one of them being that without it life would not exist; its electronic structure
allows it to establish around itself a far greater number of H-bonds than any other molecule.
As described in this book, H-bonds have three fundamental properties that give them an
up-to-now unsuspected importance: they are first directional and, second, have enthalpies
of formation of the order of nkT at room temperature, with n � 10 for weak H-bonds. The
result is that they play a unique role in our everyday life, even if this role has hardly been
emphasized and we are unaware of it most of the time. Their directionality allows them to
be at the origin of well-defined molecular structures, in much the same way as covalent
bonds allow atoms to assemble and build well-defined molecules. Covalent bonds have
enthalpies of formation one order of magnitude greater than H-bonds. They are strong
bonds that make most molecules stable but rigid at room temperature, allowing only small-
amplitude vibrations of atoms around their equilibrium positions. Variations of temperature
have almost no effect on them. Stable (at room temperature) assemblies of H-bonded mole-
cules are conversely flexible and evolutive, as a modification of their structures requires
energies that are within reach of thermal fluctuations. The DNA double helix is a good illus-
tration of these properties of stability, flexibility and possibility of evolution that all biomacro-
molecules have to possess; and thanks to H-bonds, indeed do possess.

These two properties of H-bonds are relatively well known and documented. This is not
so of the third fundamental property of H-bonds, the importance of which became known
only recently, but already suggests more important consequences: under certain conditions
that are not yet fully understood, transfers of protons or of H-atoms occur through H-bonds.
It clearly points to H-bonds as being basic centres of reactivity, particularly in aqueous media
at room temperature. Theoretical descriptions of these transfers in simple and isolated 
H-bonded systems show that such transfers are much more complex than simple tunnellings
and that many other parameters, especially the presence of other molecules and also coordi-
nates, other than the X�H distance, influence them. These transfers are particularly impor-
tant in aqueous media where the numbers of H-bonds are especially great, and where these
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H-bonds form dense and highly developed “hydrogen bond networks”. Transfers of protons
are at the origin of the whole acid–base chemistry. Transfers of H-atoms are most certainly
responsible for the reactivity of biomedia. In opposition to transfers of protons, they do not
create space charges and consequently do not modify the pH of the medium that, in the case
of a biomedium, is to stay in the close vicinity of 7. They occur via “tautomerism”, a process
shown in Figure 6.10, which requires the presence of H-bonded cyclic structures that allow
simultaneous transfers of electrons to occur, thus avoiding the appearance of space charges
and consequent pH changes. The sterical conditions necessary to build such cyclic H-bonded
structures are most severe. As a consequence, only a very few molecules can fulfil them.
Among these molecules, however, the small H2O molecules, with their exceptional ability to
establish a great number of H-bonds at the origin of a consequent H-bond network, occupy
a special place. The presence of such an H-bond network, even built from a small number
of H2O molecules, makes such H-bonded cyclic structures almost automatically appear, a
property that has been revealed to be crucial in aqueous media. These transfers, and more
particularly H-atom transfers, are still poorly known, even in simple H-bonded systems. They
are still less known in the presence of developed H-bonded networks and will most prob-
ably constitute an important field of research in the forthcoming years.

H-bonds would not have taken such a central importance if no such molecule as H2O
existed, a molecule that owes all its importance to its exceptional ability to establish a great
number of H-bonds around it. A discrete property that has its origin in the simple structure of
this very small molecule that has two H-bond donor sites, its two O�H bonds, and two H-bond
acceptor sites, the two nonbonding pairs of electrons of its O-atom. This unique structure
makes it a molecule that can establish around it a great number of H-bonds with various con-
figurations. It is at the origin of the ubiquity of H2O molecules in almost any samples in ordi-
nary conditions of temperature and of surrounding atmosphere. It is also at the origin of 
a still poorly known species, liquid water, where the number of H-bonds is as great as that
of covalent bonds, a unique situation at the origin of an exceptionally dense and 3D H-bond
network. The exceptional properties of liquid water originate from the presence of this H-bond
network. Its dynamics up to now eluded any precise description with the consequence that the
exceptional physical properties of liquid water are not understood at the molecular level,
something of a paradox for one of the most familiar species we drink and use in various ways
everyday. The flexibility this H-bond network displays at room temperature, a consequence
of its particular dynamics, is certainly fundamental: when liquid water becomes ice with low-
ering temperature, this H-bond network becomes much stiffer, with the result that ice displays
much less exceptional properties than liquid water and is no longer a life-supporting medium.
The origin of this flexibility in liquid water is due to the large rotational amplitudes the very
small H2O molecules can perform without breaking this H-bond network, a possibility that
classical methods to describe ordinary liquids have great difficulties taking into account.

The exceptional chemical properties of liquid water are better understood at the molecu-
lar level, even if much work still remains to be done before precisely describing them. The
role of H2O molecules is, however, not limited to liquid water. It is fundamental in biomedia,
where the H-bond network developed by H2O molecules is somewhat less extended than in
liquid water, due to the presence of other molecules, most of the time macromolecules that
have densities of hydrophilic groups much smaller than H2O molecules. The capacity of even
a small number of H2O molecules to develop such a nevertheless dense H-bond network
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around them is that property that makes water the support of life. It may be observed here
that, in opposition to a common way of thinking, life requires the presence of liquid water
to proceed less than the presence of a minimum number of water molecules, even if this
minimum number is often provided by liquid water, a particularly well-adapted reservoir of
such molecules, the exceptional properties of which can also be profitably used for some
well-defined biopurposes (see Ch. 9).

A more precise answer to the question raised in the preface “how is it that life occurs in
water and only in water?”, more precise than that given above because it clearly formulates
the role of the exceptional H-bond network that H2O molecules develop around them, can now
be proposed as suggested at the end of Ch. 10 “The water molecule in (bio)macromolecules”.
The dynamic flexibility of this H-bond network, which disappears at low temperatures, stabi-
lizes the secondary structures of proteins and of other biomacromolecules. This is certainly
important but does not seem to be its fundamental role, which is rather that it provides the
necessary conditions for the reactivity of these macromolecules to proceed. H2O molecules
therefore appear as the molecules that control the reactivity of biomedia and without which
no reactivity occurs in these media. This result is suggested by the dramatic effect an H/D
substitution has in biology, which is discussed in Chs. 7 and 10. If this H-bond network had
structural effects only, replacing H-atoms by D-atoms would display no such huge differ-
ences that make liquid water and liquid heavy water two species with completely different
biological properties. This more precise answer to the above-fundamental question on the
necessary presence of water for life to proceed may therefore be formulated as: a few H2O
molecules are the only molecules that are able to allow and control, through the H-bond
network they always develop around them, the reactivity of biomacromolecules. We may even
go a bit further in this answer: as transfers of protons are unlikely to be a general mechanism
in a medium that has its pH bound to remain in close vicinity of 7, the main role of H2O mol-
ecules is to allow transfers of H-atoms to occur between two macromolecules such as a pro-
tein and an enzyme, for instance, by providing the necessary H-bonded cyclic structures with
the help of this H-bond network. It does not seem necessary to stress that still much work
remains to be done: first to transform this assertion into an established point; second to
know more precisely the conditions in which this H-bond network operates.

Two points should be added to these conclusions. First, if the role of H-bonds appears so
fundamental in biophysics and biochemistry that H-bonds may be declared the “bonds of
life”, mainly thanks to the presence of H2O molecules in all biomedia and to the fundamental
role they play there, their action is not limited to these media. The H2O molecule being
ubiquitous, thanks to its exceptional possibilities to establish H-bonds, H-bonds are also often
encountered in chemistry, where such terms as H-bonded solvents, hydrophilic or hydropho-
bic groups or molecules are currently encountered and well taken into account, even if a more
precise understanding of the role that these H2O molecules play is often needed. They are,
also often encountered in physics where H2O molecules are also currently met. Physicists,
however, are less aware of their fundamental role. We have seen that the dynamics of H2O
molecules in liquid water is yet not understood at all. It is studied by recent time-resolved
nonlinear IR methods that are still the domain of physicists and also by theoretical methods
of molecular dynamics (MD) that have up to now not succeeded in incorporating the direc-
tionality of H-bonds in the huge H-bond network of liquid water and consequently the fun-
damental role rapid rotations (librations) of these very small H2O molecules play. In another
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field, the properties of the atmosphere, H-bonds take on a fundamental importance. This is
so for the formation of raindrops for instance, but also for such problems as ozone depletion
and the catalytic role of stratospheric ice clouds. It is not so surprising then that a great jour-
ney through a large part of the present scientific world has been proposed throughout this
book, a consequence of the ubiquity of H-bonds and H2O molecules in the physics of our
surroundings. This journey visits physics and extends towards molecular biology, encom-
passing a great part of chemistry.

The second point is that, contrary to common thinking, these highly simple and familiar
H2O molecules are not at all easy to observe, as with their ability to establish H-bonds,
they are very labile and versatile molecules that easily and rapidly change their H-bond
configurations. The consequence is that despite the fundamental role they play that we have
seen above, particularly in biomedia but not limited to only these media, they have been
ignored and often continue to be so. This is a scandalous attitude, as John Maddox put it
some 20 years ago, as quoted in the preface and in Ch. 10. The situation is nowadays
changing with the advent of powerful methods to observe and localize these molecules.
Among these methods, IR spectroscopy, which has for long suffered from a paradoxical hin-
drance due to its too great sensitivity to H-bonds, occupies an important place in this book.
Its power and precision to look at H-bonds make it the reference method to observe H2O
molecules. It has the reputation of being difficult to handle and it is true that many interpre-
tations of IR spectra of H-bonded systems found in the literature are often approximate. In this
book, qualitative descriptions of this method are given that are accompanied by more quanti-
tative treatments in separate paragraphs. They allow us to more precisely interpret spectra and
define the limits of the extracted information. IR spectroscopy should consequently not to
be considered a difficult method, even if the spectroscopic set-ups are not routine and the
interpretations of spectra of H-bonded systems are not classical and must be performed
with care, mainly because of the strong anharmonic couplings that the main characteristic
band ns(X�H�) establishes with other vibrations. The adaptation of IR spectroscopy to the
study of H2O molecules, as described in Ch. 11 and used in Chs. 9 and 10 to determine the
structure of the H-bond network of hydrated macromolecules and of liquid water, shows it is
not so difficult to use. It is, along with NMR spectroscopy, one of the most quantitative
methods in chemical physics. In the study of H2O molecules, it has the advantage over NMR
of being hypersensitive to H-bonds.

310 12. Conclusion: H-Bond, Water Molecule and Life

CH012.qxd  1/11/2007  3:53 PM  Page 310



α helices, 36, 38, 40, 41, 47, 283, 296
β-sheet, 10, 36, 37–38, 40, 41, 47, 296
δH-O-H bending vibration, 241
νs band, 20, 28, 56, 58, 85, 88, 93–94, 105,

115, 117, 119–122, 124, 126–128, 148,
175

νs band intensities, 115, 218
νs band widths, 94
νs band centres, 177–178, 180–181, 198,

217–219, 221–224, 249, 290, 299–301
νs bandshape, 115–117, 120, 123–124
π orbitals, 10–11, 16, 18
1–4 diazabicyclo[2.2.2]octane perrhenate, 166
2D IR, 106

Ab-initio, 11–12, 20, 70–71, 89, 152, 168
Absorbance, 85–88, 94, 116, 131, 140, 218,

288, 297–298
Absorption, 51–53, 56, 60–62, 66, 72, 105–106,

109, 120, 129, 131–133, 156, 158,
160–163, 183, 187, 197–199, 208,
216–217, 219–220, 227, 244, 269,
285–290, 295, 301

Acetamide (N-methyl ), 20, 120
Acetic acid, 8, 18–19, 80, 85–86, 103–104,

109, 121, 124, 204
Acetone, 20, 28, 229, 249
Acetonitrile, 28, 228
Acetylacetone, 70
Acid carboxylate, 149
Acid/base, 110, 154, 157, 166, 170–171, 184
Adenine, 43
Adenosine triphosphate (ATP), 158 
Adiabatic cooling, 54
Adiabatic separation, 117, 140, 148,

155, 189
Adiabatic transfer, 155, 168,
Aerosol, 199
Albumin (Bovine Serum): see Bovine Serum

Albumin, 101–102, 263, 293
Albumin (egg), 41
Algae, 30, 33, 158, 184–185, 269

Amide, 34–35, 99, 101, 108, 180, 253–254,
256–257, 286, 298

Amide I, 99, 101, 108, 180, 286
Amide II, 99, 101
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Ancestor cell, 46
Angular momenta, 79
Anharmonic coupling, 14, 70, 80, 84, 97, 117,

121, 123, 125–129, 142–144, 148–149,
168, 175, 221–222, 245, 310

Anharmonic modulation; see anharmonic
coupling, 175–176, 186, 222
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Anhydrobiosis, 264
Anion, 10, 108, 157, 164–165, 226, 228
Anthocyanin, 157
Anticooperativity, 93
Antiferroelectric, 165
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Biomacromolecules, 29–30, 33, 66, 250,
264–265, 268–269, 273, 307, 309

Biopolymer, 33, 99, 253, 260, 267, 278
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Bulk water, 61, 272, 288

C=O stretch vibrations, 180
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Cooperativity, 92–93, 200
Correlations (positional), 5, 12, 58–59, 60,

70–71, 89–90, 97, 110, 215–216, 223,
283
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Flexibility, 26, 29, 32, 40, 42, 45, 163, 195,
224, 226–227, 245–246, 249, 258–260,
266–269, 273, 307–309

Flexible (H-bond network), 167, 195, 212, 224,
226, 242–243, 249, 269–270, 272, 273

Flower pigment, 68, 157–159 
Force constant, 12, 78–79, 81, 89, 96, 117,
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