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PREFACE

Hydrogen bond is a unique interaction whose importance is great in chemical
and bio-chemical reactions including life processes. The number of studies on
H-bonding is large and this is reflected by a vast number of different mono-
graphs and review articles that cover these phenomena. Hence the following
question arises: what is the reason to edit the next book concerning hydrogen
bond. The answer is simple, recent numerous studies and the quick and large
development of both experimental as well as theoretical techniques cause that
old monographs and review articles become quickly out of date.

It seems that presently the situation is similar to that one in the 1980s. Before
that time the H-bond was understood in the sense of the Pauling definition as
an electrostatic in nature interaction concerning three atoms—hydrogen atom
located between two other electronegative ones and bounded stronger to one of
them. Few studies were published where the authors found interactions which
at least partly fulfill the classical definition of H-bond, as for example the
Suttor studies in 1964 on C-H---Y interactions in crystals. However, since
C-atom in the proton-donating bond is not electronegative thus these systems
are not in line with the classical definition. Also the other “typical” features of
H-bonds for C-H---Y systems are not always fulfilled. No surprisingly, only
when the study of Taylor and Kennard (1982, J. Am. Chem. Soc. 104, 5063)
based on the refined statistical techniques applied for the data taken from the
Cambridge Structural Database appeared, the existence of C-H- - -Y hydrogen
bonds was commonly accepted. And since that time there was a forceful
“jump” on the number of H-bond studies. Among others the C-H---Y,
X-H-:--C and C-H- - -C interactions were investigated and their features were
also compared with the so-called conventional hydrogen bonds. However, it is
worth mentioning that very often the controversies and discussions are related
to different meaning of H-bond and with the use of different definitions of that
interaction. What are the unique features of H-bond interaction? We hope that
the reader will find an answer within the chapters of this volume.

One can ask another important question: what is the current situation on
investigations on H-bond? Recently, different kinds of interactions are ana-
lyzed which may be classified as hydrogen bonds; one can mention dihydrogen
bonds or blue-shifting hydrogen bonds. There are new various theoretical
methods. One of the most important tools often recently applied in studies on
H-bonds is the “atoms in molecules” theory (AIM). It is worth mentioning the
studies on the nature of H-bond interaction since the following questions arise
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vi Preface

very often: are the H-bonds electrostatic in nature according to the Pauling
definition? What are differences between different kinds of H-bonds since the
H-bond energy ranges from a fraction to tens of kcal/mol? Is this energy
difference the reason why very weak H-bonds are different in nature than the
very strong ones? One can provide a lot of examples on new topics, new
theoretical methods and new experimental techniques recently used in studies
on H-bond interactions.

In this volume mainly the theoretical studies are presented, however also
examples of experimental results are included and all the computational results
are strongly related to experimental techniques. The most important topics
considered in the recent studies on hydrogen bond are discussed in this volume,
such problems as: how to estimate the energy of intramolecular H-bonds,
covalency of these interactions, the distant consequences of H-bond since in
earlier studies usually only the X—H---Y H-bridge was analyzed (X-H is the
proton-donating bond and Y is an acceptor), the differences between H-bond
and van der Waals interactions from one side and covalent bonds from the
other side, the use of the Bader theory to analyze different kinds of H-bonds,
the influence of weak H-bonds upon structure and function of biological
molecules, etc. There are also topics related to the experimental results: crystal
structures, infrared and NMR techniques and many others.

It is obvious that in the case of such broad research area as hydrogen bond
interactions it is very difficult to consider all aspects and discuss all problems.
However, the authors of the chapters made an effort to consider all current
topics and recent techniques applied in the studies of this important phenom-
enon. As an editor of this volume, I would like to thank the authors for their
outstanding work. Their excellent contributions collected in this volume pro-
vide the readers the basis to systematize knowledge on H-bond interaction and
new insights into hydrogen bonding.

Stawomir J. Grabowski
1.6dz, Poland
December 2005
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Figure 1-2. Hydrogen bonding in various protein secondary structures.
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Figure 1-11. Molecular topographies of secondary structures of protein obtained from theoretical
electron density. (Results from Ref. [325].)
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Figure 4-2. Structures of the hydrogen-bonded complexes of H,O.
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Figure 4-8. Structures of hydrated anion clusters.

Figure 4-11. Longitudinal H-bond relay comprised of CHQs and water. (¢) Tubular polymer
structure of a single nanotube obtained with x-ray analysis for the heavy atoms and with ab initio
calculations for the H-orientations (top and side views). (b) One of four pillar frames of short H-
bonds represents a 1-D H-bond relay composed of a series of consecutive OH groups [hydroxyl
groups (—OH) in CHQs and the OHs in water molecules]. Reproduced by permission of American
Chemical Society: Ref. [54].
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Figure 4-12. The water network in a single tube (top and side views). The top view (left) shows 8
bridging water molecules in red, 8 first-hydration shell water molecules in blue, 12 second-hydration
shell water molecules in yellow, and 4 third-hydration shell water molecules in gray, while the side
view shows twice those in the top view. Reproduced by permission of American Chemical Society:
Ref. [54].
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Figure 4-13. Schematic representation of reaction mechanism and HOMO energy levels of transi-
tion state (TS) of KSI.
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Figure 5-19. Orbital diagram of the interaction between two OH™ anions with their O-H.--O
contact at the same geometry than the O-H- --O bond in the water dimer. See text for details.

Figure 6-4. The x-ray structure of [IrH(OH)(PMes),][PF¢]: cation (left) and cation and anion
(right).
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Figure 6-5. The x-ray structure of [Os3(CO); H(n — H)(HN = CPhy)].

Figure 6-6. The neutron diffraction structure of [ReHs(PPhs);]-indole-benzene.
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Figure 6-7. The neutron diffraction structure of [MnH(CO)s] dimer.

Figure 6-8. The x-ray structure of the monomer [(n® — CsHs),MoH(CO)]* (top, left), the mono-
clinic form (top, right) and the triclinic form (bottom).
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Figure 9-1. (a) Plot of the electron density distribution (left) and of the associated gradient vector
field of the electron density (right) in the molecular plane of BF3. The lines connecting the nuclei
(denoted by the blue arrows) are the lines of maximal density in space, the B-F bond paths, and the
lines delimiting each atom (green arrows) are the intersection of the respective interatomic zero-flux
surface with the plane of the drawing. The density contours on the left part of the figure increase
from the outermost 0.001 au isodensity contour in steps of 2 x 10", 4 x 10", and 8 x 10" au with n
starting at —3 and increasing in steps of unity. The three bond critical points (BCPs) are denoted by
the small red circles on the bond paths. One can see that an arbitrary surface does not satisfy the dot
product in Eq. 1 since in this case the vectors are no longer orthogonal. (b) Three-dimensional
renderings of the volume occupied by the electron density with atomic fragments in the BF;
molecule up to the outer 0.002 au isodensity surface. The interatomic zero-flux surfaces are denoted
by the vertical bars between the atomic symbols, F|B. The large spheres represent the nuclei of the
fluorine atoms (golden) and of the boron atom (blue-grey). The lines linking the nuclei of bonded
atoms are the bond paths and the smaller red dots represent the BCPs.
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Figure 9-3. Molecular graphs of the two isomers anthracene and phenanthrene. The lines linking
the nuclei are the bond paths, the red dots on the bond paths are the BCPs, and the yellow dots are
the ring critical points (RCPs). The H-H bond path between H4 and HS5 exists only in phenan-

threne.

Figure 9-5. The virial graph of phenanthrene.
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Figure 9-6. Molecular graphs of biphenyl as functions of the dihedral angle between the ring planes
(¢). The coordinate system is indicated along with the atom numbering system. Hydrogen atoms
take the same number as the carbon atoms to which they are bonded. At the critical value of ¢ ~
27¢ there is a sudden “‘catastrophic” change in structure with the rupture of the two H-H bond
paths (H2-H12 and H6-HS).

Figure 9-9. The calculated molecular graph of exo, exo-tetracyclo[6.2.1.13-6.0>7] dodecane which
consists of two fused norbornanes rings. The H-H bond path links the nuclei of the two bridgehead
hydrogen atoms. This results in the closure of two rings concomitant with the appearance of two
ring critical points (yellow) and a cage critical point between them (green).
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Figure 9-10. The calculated molecular graph («) and its corresponding virial graph (b) of tetra-tert-
butylindacene.

Figure 9-11. The chemical structure and the molecular graph of compounds (4) and (7) exhibiting
C(sp®)-H - - -H-C(sp®) and C(sp?)-H - - - H-C(sp?) bond paths, respectively (adapted after Ref. [40]).
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Figure 9-12. An idealised () and actual (b) molecular graph of a piece of DNA consisting of two
consecutive cytosine bases attached to the phosphate-sugar backbone along a strand of DNA
showing the several closed-shell interactions including three H-H bond paths (indicated by the
arrows). (Adapted after Ref. [27].)
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Figure 9-13. Example of a H-H bond path in biological molecules. The chemical structure and the
molecular graph of the hormone estrone (the blue arrow indicates the H-H bond path) (adapted
from Ref. [133]).
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(a)

Figure 13-3. A schematic illustration of the domain structure in a ferroelectric crystal (), and of a
relaxor with the polarization of nanoregions pooled in one direction (b).

Figure 14-12. Pyrrole- 2-Carboxyamide—crystal structure motif containing centrosymmetric di-
mers with double N-H- - -O H-bonds.
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CHAPTER 1

CHARACTERIZATION OF HYDROGEN
BONDING: FROM VAN DER WAALS
INTERACTIONS TO COVALENCY

Unified picture of hydrogen bonding based
on electron density topography analysis

R. PARTHASARATHI and V. SUBRAMANIAN
Chemical Laboratory, Central Leather Research Institute, Adyar, Chennai 600 020, India

Abstract This chapter reviews different aspects of hydrogen bonding (H-bonding) interaction
in terms of its nature, occurrence, and other characteristic features. H-bonding is the
most widely studied noncovalent interaction in chemical and biological systems. The
state-of-art experimental and theoretical tools used to probe H-bonding interactions
are highlighted in this review. The usefulness of electron density topography in
eliciting the strength of the H-bonding interactions in a variety of molecular systems
has been illustrated.

Keywords:  Hydrogen bond; AIM; electron density; Laplacian of electron density; water; DNA;
protein.

1 INTRODUCTION

Hydrogen bonding (H-bonding) is an intensively studied interaction in physics,
chemistry and biology, and its significance is conspicuous in various real life
examples [1]. Understanding of H-bonding interaction calls for inputs from
various branches of science leading to a broad interdisciplinary research. Nu-
merous articles, reviews, and books have appeared over 50 years on this
subject. As a complete coverage of the voluminous information on this subject
is an extremely difficult task, some recent findings are presented in this chapter.

The multifaceted nature of H-bonding interaction in various molecular
systems has been vividly explained in the classical monographs on this inter-
esting topic [2, 3]. Different quantum chemical approaches which predict the
structure, energetics, spectra, and electronic properties of H-bonded complexes

1
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2 Parthasarathi and Subramanian

were systematically presented in the monograph by Scheiner [4]. These mono-
graphs cover several important aspects of H-bonding, indicating the mammoth
research activity in this field. It is clearly evident from the history of H-bonding
that Pauling’s book on The Nature of the Chemical Bond attracted the attention
of the scientific community [5]. Currently, the term “Hydrogen Bonding”
includes much of the broader spectrum of interactions found in gas, liquid,
and solid states in addition to the conventional ones. In order to investigate this
interaction, several experimental and theoretical methods have been used [1-4].
With the advances in experimental and computational techniques, it is now
possible to investigate the nature of H-bonding interaction more meticulously.
Bader’s theory of atoms in molecules (AIM) [6] is one of the widely used
theoretical tools to understand the H-bonding interaction. The present review
is focused on applications of AIM theory and its usefulness in delineating
different types of H-bonded interaction.

The outline of this chapter is as follows: The chapter begins with the classical
definition of H-bonding. Its importance in molecular clusters, molecular solv-
ation, and biomolecules are also presented in the first section. A brief overview
of various experimental and theoretical methods used to characterize the H-
bonding is presented in the second section with special emphasis on Bader’s
theory of AIM [6]. Since AIM theory has been explained in numerous reviews
and also in other chapters of this volume, the necessary theoretical background
to analyze H-bonding interactions is described here. In the last section, the
salient results obtained from AIM calculations for a wide variety of molecular
systems are provided. The power of AIM theory in explaining the unified
picture of H-bonding interactions in various systems has been presented with
examples from our recent work.

1.1 Classical Definition and Criteria of Hydrogen Bonding

H-bond is a noncovalent, attractive interaction between a proton donor X-H
and a proton acceptor Y in the same or in a different molecule:

(1) X-H---Y

According to the conventional definition, H atom is bonded to electronega-
tive atoms such as N, O, and F. Y is either an electronegative region or a region
of electron excess [1-5, 7]. However, the experimental and theoretical results
reveal that even C-H can be involved in H-bonds and  electrons can act as
proton acceptors in the stabilization of weak H-bonding interaction in many
chemical systems [3, 4]. In classical H-bonding, there is a shortening of X---Y
distance, if X—H is H-bonded to Y. The distance between X- - -Y is less than the
sum of the van der Waals radii of the two atoms X and Y. H-bonding
interactions lead to increase in the X—H bond distance. As a consequence, a
substantial red shift (of the order of 100cm™") is observed in the fundamental
X-H stretching vibrational frequencies. Formation of the X-H---Y bond
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decreases the mean magnetic shielding of proton involved in the H-bonding
thus leading to low field shift [8, 9]. The low field shift in H-bonded complexes
is about few parts per million and the anisotropy of the proton magnetic
shielding can be increased by as much as 20 parts per million [10-12].

The strength of the strong H-bonding interactions ranges from 15.0 to
40 kcal/mol [1-4]. For the moderate (conventional) and weak H-bonds, the
strengths vary from 4-15 to 1-4 kcal/mol, respectively. The strength of H-
bonded interactions in diverse molecular systems has been classified [2, 13,
14]. Desiraju has proposed a unified picture of the H-bonding interactions in
various systems and the concept of “hydrogen bridge” [14]. The three types of
H-bonding interactions which are most often discussed in the literature are
weak, moderate, and strong. The properties of these three types are listed
in Table 1.

The H-bond strength depends on its length and angle and hence, it has
directionality. Nevertheless, small deviations from linearity in the bond angle
(up to 20°) have marginal effect on H-bond strength. The dependency of the
same on H-bond length is very important and has been shown to decay
exponentially with distance. The question on “what is the fundamental nature
of hydrogen bond?” has been the subject of numerous investigations in the
literature [1-4]. In a classical sense, H-bonding is highly electrostatic and partly
covalent. From a rigorous theoretical perspective, H-bonding is not a simple
interaction. It has contributions from electrostatic interactions (acid/base),
polarization (hard/soft) effects, van der Waals (dispersion/repulsion: intermo-
lecular electron correlation) interactions and covalency (charge transfer)[14].

1.2 Nature of Conventional and Improper or Blue Shifting Hydrogen Bonding

It is evident from the conventional definition of H-bonding that formation of
X-H- - -Y bond is accompanied by a weakening of the covalent X—H bond with
concomitant decrease of X—H stretching frequency [1-4, 13, 14]. This red shift

Table 1. General characteristics of the three major types of H-bonds. The numerical information
shows the comparative trends only [13]

H-bond parameters Strong Moderate Weak

Interaction type Strongly covalent Mostly electrostatic ~ Electrostatic/dispersed
Bond lengths (H- - -Y[A]) 1.2-1.5 1.5-2.2 >2.2

Lengthening of X-H (A) 0.08-0.25 0.02-0.08 <0.02

X-H Vs. H--Y X-H~H--Y X-H<H--'Y X-H << H---Y
H-bond length (X-Y [A]) 22-2.5 2.5-32 >3.2

Directionality Strong Moderate Weak

H-bond angles (%) 170-180 >130 >90

H-bond strength (kcal/mol) 15-40 4-15 <4

Relative Infrared shift (cm™')  25% 10-25% <10%
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belongs to one of the most important characteristics of the H-bonding inter-
action. Its other signature is the considerable increase in the intensity of the
spectral band connected with X—H stretching frequency. In addition, there is a
nonnegligible electron density transfer from a proton acceptor to a donor [15].
Electron density is transferred from the proton acceptor (lone pair) to the o™*-
antibonding orbital of X-H bond, which causes a weakening and elongation of
this bond and a decrease in the X-H stretch frequency.

On the contrary, there are some typical situations, wherein the X-H bond
gets compressed and the corresponding X—H stretching vibration is shifted to a
higher frequency. This type is called as blue shifting or improper or anti-H-
bonding. A review on this appeared recently [16]. One of the first experimental
evidences of blue shift in X—H stretching frequency upon formation of a
complex was observed by Sandorfy and coworkers [17]. The other experimental
evidence for blue shift was noted by Arnold and coworkers who measured the
blue shift of C—H stretch of chloroform-triformylmethane complexation [18].
In 1997, Boldeshul et al. have reported the blue shift in the H-bonded com-
plexes of haloforms with various proton acceptors [19]. The first theoretical
study on blue shifted H-bonded systems has been performed by Hobza et al.
[20]. Subsequently numerous theoretical studies have been carried out to
understand the blue shifted H-bonding interaction [21-45]. The electronic
basis for improper H-bonding has been analyzed by Alabugin et al. [46]. The
observed structural reorganization of X-H bond in both proper and improper
H-bonding arises from a balance of hyperconjugative bond weakening and
rehybridization bond strengthening. Improper H-bonding is likely to be seen
only when the X—H bond elongating hyperconjugative n(Y) — o*(X-H) inter-
action is relatively weak. When the hyperconjugative interaction is weak and
the X-hybrid orbital in X-—H bond is able to undergo a sufficient change in
hybridization and polarization, rehybridization dominates leading to a short-
ening of the X—H bond and a blue shift in the X—H stretching frequency. It has
been shown that improper H-bonding is not an unexpected aberration but
rather a logical consequence of Bent’s rule in structural organic chemistry,
which predicts an increase in s-character in X—H bonds upon H-bond forma-
tion, because H becomes more electropositive during this process [46].

1.3 Hydrogen Bonding in Molecular Dimers

Numerous H-bonded homodimers and heterodimers have been investigated
using ab initio electronic structure calculations and density functional theory
(DFT)-based methods [1-4]. Various aspects of H-bonding starting from clas-
sical definition to H-bonded dimers have been discussed in one of the earlier
reviews by Kollman and Allen [47]. Water dimer is a typical example used to
explain the H-bonding interaction. The structure of the water dimer was
analyzed by a molecular beam electric resonance experiment [48, 49]. Almost
all theoretical methods developed so far have been employed to predict the
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structure and energetics of H-bonding interaction in water [1-4, 50-63]. All
types of basis sets including Pople’s and Dunning’s correlation consistent basis
sets have been used to calculate the structure and energetics of the water dimer
[64]. The predictive power of the DFT-based methods have also been system-
atically analyzed by taking the water dimer as an example. The calculated H-
bond strength in the water dimer obtained from various levels of calculations is
represented in Table 2.

It is evident from the large scale ab initio molecular orbital calculations that
the best estimate of strength of H-bond energy of water dimer is
5.0 £ 0.1 kcal/mol [58]. Correcting this value for zero-point and temperature
effects yields the value around AH(375) = —3.2 + 0.1 kcal/mol. This value is
within the error limits of the best experimental estimate of —3.6 4+ 0.5 kcal/
mol. From the analysis of DFT results, it is found that the hybrid methods
provide overall description of properties of the H-bonded water dimer [64].

Extensive work on the H-bonding in dimers is presented in previous original
articles and reviews [1-4, 7, 13, 65-74]. Dimers of methanol, formaldehyde,
formamide, formic acid, acetic acid, N-methylacetamide, phenol, etc., have
been studied using a variety of quantum chemical methods. Some of these
dimers have been chosen as model systems to understand the H-bonding
interactions in biomolecules. Geometries, energetics, vibrational frequencies,
and electronic properties of H-bonded dimers were investigated [4]. The
strengths of O-H---O-H, O-H---N-H, N-H---O-C, C-H---O-C, w---O—H,
mw---H=N, m-.--H—C, and m— interactions have been predicted from these
calculations. The analysis clearly depicts the presence of different kind of
interactions found in the various homodimer and heterodimer models. From
these studies, it is possible to understand the multifarious interactions in
stabilization and structure of biomolecules.

Table 2. Counterpoise corrected stabilization energy (kcal/mol) of the water dimer calculated at
different levels of theory

Methods
Basis set HF MP2 CCSD(T) DFT(B3LYP)
6-31G” 4.75 5.12 - 4.75
6-31G™ 4.56 4.69 — 5.1
6-31 +G™ 4.44 4.81 - 5.24
6-31 + +G™ 4.42 4.79 — 5.22
6-311 + +G™ 4.27 4.48 - 5.07
cc-pVDZ 3.6 3.9 3.7 -
cc-pVTZ 3.5 44 43 4.5
cc-pVQZ 3.5 4.7 4.7 4.6
aug-cc-pVDZ 3.5 4.3 4.3 4.5
aug-cc-pVTZ 3.5 4.6 4.7 4.6
aug-cc-pVQZ 3.5 4.8 4.9 4.6
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1.4 Hydrogen Bonding in Molecular Hydration and Microsolvation

Solvation of neutral and charged molecules is a process which is of fundamen-
tal importance to many phenomena in chemistry and biology [75]. In the
literature, molecular hydration, molecular solvation, and microsolvation are
the frequently used terms to describe the interaction of solvent molecules with
solute. In order to study the solvation process, isolated size-selected clusters of
the type M—S,, have been frequently used as models to characterize the stepwise
molecular hydration of molecule (M) by solvent (S). The fruitful combination
of mass spectrometric and other spectroscopy techniques on the experimental
side, and electronic structure calculations on the other side has been shown to
be a powerful strategy [76]. Several investigations describing the solvation of
molecules using different quantum chemical calculations and classical ap-
proaches have been reported [77-80]. In the prediction of effect of solvation,
two approaches viz continuum solvation model (implicit solvation) and direct
interaction of solvent molecules with solute (discrete model) have been used [80,
81]. The continuum solvation model treats the solvent as a continuous dielectric
medium that reacts with solute charge distribution. Self-consistent reaction
field (SCRF) model developed from the original works of Born-Onsager and
Kirkwood is now used for modeling the bulk effect of solvation [82-86].
Various implicit models employed to treat molecular solvation or hydration
have been reviewed in detail [77-80]. However, continuum models do not take
into account of the specific H-bonding interactions of solvent molecules with
solutes. In order to elicit the molecular hydration process, explicit interaction of
solvent molecules with the solute has been considered. To probe these inter-
actions, a variety of models have been proposed. Buckingham—Fowler model
[87], Molecular Mechanics for Clusters (MMC) and Dykstra [88], Alhambra,
Luque and Orozco model [89], Polarizable Atomic Multipole Model [90],
and Electrostatic Potential for Intermolecular Complexation (EPIC) [91, 92]
are some of the popular strategies used to study these weak interactions in
solute—solvent.

EPIC model originated from the pioneering work of Gadre and his group
and it exploits rich topographical features of molecular electrostatic potential
(MESP) [91-98]. Several theoretical methodologies combined with MESP top-
ography have been used to investigate molecular hydration processes [97-104].
Recently, the success of the EPIC model along with other quantum chemical
investigations on explicit molecular hydration processes has been reviewed by
Gadre et al. [98]. MESP topography of molecules has been found to give
information on the probable sites of water molecule interaction in the both
polar and nonpolar molecules. Different classes of examples starting from small
molecules to large clusters have been investigated in detail using EPIC and
quantum chemistry tools. In the microsolvation of nonpolar molecules, ben-
zene was used as a prototype molecule. Numerous experimental and theoretical
methods have been employed to understand the hydration process in benzene.
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Experimental and theoretical results on microsolvation of benzene were sum-
marized by Brutschy [105]. Infrared (IR) spectral investigations of benzene—
(H20)5 have clearly revealed the changes in the structural features of water
clusters in the presence of benzene. Zwier has reported the detailed analysis on
the IR spectra of large size solvated clusters [106].

The structures and properties of isolated, solvated, and complexed nucleic
acid bases have been reviewed by Leszczynski [107]. Interaction of water
molecules with various DNA bases, base pairs, and DNA stacks has also
been studied to understand structure, nonplanarity bases, tautomerism, and
stability. Gadre et al. have also studied the solvation of biomolecules using the
EPIC-based docking followed by ab initio and DFT methods [98]. The gas
phase hydration of cytosine base, cytosine—cytosine H-bonded base pairs (CC),
and cytosine—cytosine stacked dimer (C/C) using ab initio calculations have
been reported by our group [108, 109]. Using the topological features of MESP,
starting geometries for ab initio calculations have been generated using the
EPIC model for interaction of water molecules with cytosine (C), cytosine—
cytosine H-bonded pair (CC), and stacked dimer (C/C). The calculated inter-
action energies of hydrated stacked C/C dimer are numerically higher than that
predicted for hydrated CC pair and the difference in the energy ranges from 1
to 2.5 kcal/mol at all levels of calculations explored [109]. Hence, it has been
concluded that the stacked C/C dimer hydrates better than the H-bonded base
pair, which is in agreement with the experimental evidence [110].

In addition to the microsolvation, the effect of solvation on the reaction has
also been modeled by Re and Morokuma [111]. They demonstrated the signifi-
cance of molecular solvation using the two-layered ONIOM method. The Snx2
pathway between CH3;Cl and OH™ ion in microsolvated clusters with one or
two water molecules has been studied. This work highlighted the role of solvent
in the chemical reaction and also the power of ONIOM model to predict
complex systems. All these studies have undoubtedly brought out the signifi-
cance of H-bonding in solute-solvent interaction, chemical reactivity, and
molecular solvation phenomenon.

1.5 Hydrogen Bonding in Biological Systems
1.5.1 In DNA and RNA base pairing

It is well documented that the H-bonding interaction is important for the
structure and function of biomolecules [112, 113]. H-bonding in «-helical and
B-sheet structures in proteins by Pauling et al. [114], DNA base pairs by
Watson and Crick [115], and triple helix of collagen by Ramachandran and
Kartha [116], and simultaneously by Rich and Crick [117] have opened a new
branch of science known as “‘structural biology.” The H-bonding interactions
in nucleic acids play a crucial role in the double helical structure of DNA and
RNA along with stacking interactions facilitating molecular recognition via
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Figure 1. Hydrogen-bonded (¢) G---C and (b) A---T DNA base pairs.

replication processes and protein synthesis [113]. Extensive theoretical method-
ologies have been used to derive information about the H-bonding in DNA
base pairing and base stacking [118-134]. The representative H-bonded G- - -C
and A---T DNA base pairs are shown in Fig. 1. The ab initio calculation on the
G- --Cand A- - T pairs provides the required information about the strength of
H-bonding in these systems and the respective binding energies are 20.0 and
17.0 kcal/mol [118]. H-bonding is mainly accountable for the DNA-ligand
recognition phenomenon and the studies on molecular recognition help to
design new drug molecules [135].

Water is an essential part in the biomacromolecular system, which is mainly
responsible for the structure and functions of nucleic acids, proteins, and other
constituents of cell [136-138]. Both proteins and DNA are generally hydrated.
It is well known that the conformation of DNA is sensitive to hydration, and
presence of salts and ligand molecules [112, 138]. The nucleic acids have three
levels of water structure. About 12 water molecules per nucleotide are involved
in the primary hydration shell [107, 112, 137, 138]. The water molecules present
in the primary shell are impermeable to cations and do not form ice on freezing.
The secondary level is permeable to cations and forms ice on freezing and third
level is the completely disordered, so-called bulk water. Several theoretical
studies have been carried out on the level of hydration on DNA bases, base
pairs, base stacks, and double helical DNA [107, 121, 131, 139]. Both the
experimental and molecular simulation studies have clearly brought out the
importance of hydration in DNA and RNA structures [140-147].

1.5.2  Hydrogen bonding in protein secondary structure

H-bonding is the most important interaction governing protein structure,
folding, binding, enzyme catalysis, and other properties. The basic secondary
structural elements in protein structure are a-helix, B-sheet, y-turn, m-helix,
etc., which are stabilized by H-bonding interactions [1-3, 113, 136]. H-bonding
in a-helix and B-sheet is presented in Fig. 2. a-Helix is a result of intramolecular
H-bonded interaction between C = O group of the ith peptide residue with
N-H group of the i + 4th residue in the peptide or protein sequence. In both the
parallel and antiparallel B-sheets, the C = O of one peptide chain H-bonds with
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Antiparallel B-sheet

Figure 2 (see color section). Hydrogen bonding in various protein secondary structures.

N-H of the other chain in a unique fashion. H-bonding interaction along with
other noncovalent interactions is mainly accountable for the interaction of
DNA and protein with other molecules.

Making and breaking of H-bonding in a dynamics situation profoundly
influence the rates of dynamics equilibria, which are of paramount importance
for the biological activity of proteins [148]. The solvation dynamics of water
structure around the protein have been studied in great detail with a view to
gain insight into protein folding and enzyme action [84]. It was observed from
the atomistic simulation on the explicitly solvated protein that the structural
relaxation of protein—-water H-bonds is much slower than that of the water—
water H-bonds [149].

1.6 Hydrogen Bonding in Crystal Engineering

Crystal structure arises as a result of intermolecular interactions and packing.
The packing interaction is a convolution of a large number of strong and weak
interactions, each of which influences the other closely [3]. Small changes in
the molecular structure lead to observable changes in the crystal structure.
Generally, there is no obvious relationship between molecular structure and
crystal structure. In crystal engineering, attempts have been made to design
molecular systems which could throw light on how molecular structure is
related to crystal structure. Both the strong and weak H-bonded interactions
play a dominant role in engineering of crystals. The role of weak H-bonded
interactions in various molecules and crystals has been dealt with in a recent
monograph [3].
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2 EXPERIMENTAL AND THEORETICAL METHODS IN
UNRAVELING H-BONDED COMPLEXES

2.1 Experimental Methods

The descriptions of the structure, energy, and dynamics of H-bonds continue to
be a formidable task for both experimental and theoretical investigations.
IR and nuclear magnetic resonance (NMR) techniques have become routine
tools to analyze H-bonding interactions in various systems [1-4, 150]. The
vibrational modes of molecules in the H-bonded state are affected in several
ways. The proton involved in H-bonding interaction exhibits down field shift.
Spectroscopic information obtained from these techniques has been used to
probe H-bonding interactions.

Various experimental methods used to investigate the H-bonded clusters in
gas phase are described in the earlier reviews [150—152]. Since molecular clusters
are produced in supersonic beams in the gas phase under collision free condi-
tions, they are free from perturbation of many-body interactions. The spectro-
scopic characterization of these clusters has less complexity. Hence, high level
quantum chemical calculations on these clusters can be directly compared with
the experimental values. Due to advent of laser-based techniques, it is currently
possible to study the size and mass selective molecular clusters produced in
supersonic beam. The combination of high resolution spectroscopy along with
the mass and size selective strategies has enabled the scientific community to
look at the intrinsic features of H-bonding. Principles behind the method of
size selection, beam spectroscopy, and experimental setup have also been
thoroughly described in an earlier thematic issue in “chemical review’’[105,
150-152].

Challenges in experiments and theory to probe the noncovalent interactions
in the weakly bonded clusters have been critically reviewed by Muller-Dethlefs
and Hobza [150]. They highlighted the importance of microwave, vibrational
rotation tunneling (VRT), REMPI and hole burning, and zero kinetic energy
(ZEKE) spectroscopies in probing the noncovalent interactions in molecular
clusters in gas phase [150]. IR spectroscopy of size-selected water and methanol
clusters was discussed by Buck and Huisken [151]. Brutschy [105] has provided
an account on the structural aspects of aromatic molecules surrounded by
several polar molecules using IR double resonance laser spectroscopy (IR/
R2PI ion depletion spectroscopy) along with the important computational
results [105]. Neusser and Siglow have discussed the applications of high
resolution ultraviolet (UV) spectroscopy to study the neutral and ionic H-
bonded clusters [152]. Mikami have brilliantly exploited the beam spectroscopy
to study the H-bonded clusters in the gas phase [153-163]. From their studies, it
is possible to gain new insight into the structure and dynamics of H-bonded
phenol and protonated water clusters. IR spectroscopy study on H;0*—(H,0),
by them clearly elucidated that the small-sized clusters develop into a two-



Hydrogen Bonding: From van der Waals Interactions to Covalency 11

dimensional network whereas large clusters with n > 21 form nanometer-scaled
cages [163].

Recently, large (H,O), clusters with ranges n from 20 to 1960 have been
investigated by Steinbach et al. using photofragment spectroscopy [164, 165].
They measured the vibrational spectra of the size-selected water hexamer and
identified the H-bonded open book arrangement in the cluster with tempera-
ture range from 40 to 60 K [165]. Jordan, Zwier and their collaborators have
made several noteworthy contributions to this contemporary area by successful
combination of sophisticated experimental and theoretical methods to a large
number of H-bonded clusters [106, 166—177]. Their studies include neutral and
charged water clusters in various structural environments. The IR spectra have
been used to probe the issues related to solvation of Eigen vs. Zundel cation
[173]. Headrick et al. have reported how the vibrational spectrum of protonated
water clusters evolves in size ranging from 2 to 11 water molecules [177]. IR
signature bands indicated the limiting forms of embedded Eigen or Zundel
forms in the respective spectra.

2.2 Theoretical Methods

A variety of theoretical methodologies are available at different theoretical
levels and accuracy. Different quantum chemical methods used to analyze
H-bonding interactions have been systematically discussed by Scheiner in his
monograph [4]. Starting from semi-empirical molecular orbital methods,
Hartree-Fock (HF), and post-HF methodologies have been employed to
study H-bonding. HF method treats the exchange term appropriately and
thus it predicts reasonably the electrostatic contribution to the strength of
H-bonding. The need for treatment of post-HF techniques for H-bonded
systems has been observed as discussed in recent monographs [1-4]. The
inclusion of electron correlation and hence intermolecular dispersion energy
becomes considerably important for the prediction of strength of the
H-bonding. Moller-Plesset (MP2), coupled-cluster singles doubles (CCSD),
and CCSD with noniterative triples correction (CCSD (T)) methods are widely
used methodologies to investigate H-bonding interactions. The implementation
of DFT formalism in the Gaussian package has made it possible to investigate
the utility of several exchange and correlational functionals in the prediction of
H-bonding [178, 179]. Recently, Zhao and Truhlar have investigated the use-
fulness of DFT functionals in the prediction of H-bonding [180]. It is a well-
known fact that the basis set used in the calculation significantly influences the
calculated bond length, bond angle, electronic properties, interaction energy,
and vibrational spectra [180]. Hence, theoretically, different combinations of
methodologies and basis sets have been applied to obtain reliable estimates of
geometrical parameters and energetics of H-bonded systems. In addition, the
interaction energy obtained from these calculations needs to be corrected for
basis set superposition error (BSSE) as suggested by Boys and Bernardi [181].
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Recently, Hobza has reviewed various theoretical methods used to predict the
stabilization energies of extended H-bonding systems [150, 182]. The capability
of resolution of identity (RI) MP2 method has been assessed with Dunning’s
correlation consistent basis sets. The need for BSSE corrections for geometries,
vibrational frequencies, and other properties of extended H-bonded systems
has been stressed. The failure of DFT-based methods to describe the dispersion
energy component in the prediction of H-bonding of extended aromatic sys-
tems has also been illustrated [182].

However, for molecules of real life interest, for example DNA, protein, and
DNA-protein complexes, it is impossible to carry out such higher level calcu-
lations. The necessity for the alternative theoretical approaches to handle some
of the large molecules has been recognized early and the application of force
field based strategies in unraveling the structure and H-bonding in biomole-
cules is well known [183-185]. Molecular mechanics (MM) and molecular
dynamics (MD) have been used to study the structure and dynamics of biomo-
lecules. AMBER, OPLS, and CVFF, etc., are some of the force fields used in
the simulation of biomolecules in realistic environment. In addition to the
Lennard-Jones 6-12 potential in describing the nonbonded interaction using
the force field approach, a 10-12 potential function of the type

O =G

is also used to represent the H-bonding interaction. The realistic simulation
of biomolecules requires an appropriate description of solvent environment
around the biomolecules [186-191]. To carry out realistic simulation of biomo-
lecules in water, different transferable interaction potentials (TIP) have been
generated by Jorgensen et al. [192].

2.3 Characterization of Hydrogen Bonds

Bader’s theory of AIM offers a convenient means of looking at H-bonding
interaction in various intermolecular and intramolecular systems [6]. One of the
advantages of the AIM theory is that one can obtain information on changes in
the electron distribution as a result of either bond formation or complex
formation. In the following section, the significant features of theory of AIM
are discussed from the point of view of characterization of H-bonding inter-
actions.

2.3.1 AIM theory in the characterization of H-bonds

The theory of AIM allows one to study the concept of chemical bond and the
bond strength in terms of electron density distribution function [6, 193]. It
exploits the topological features of electron density and thereby a definition
of chemical bonding through bond path and bond critical point (BCP). A BCP
(it is a point at which gradient vector vanishes, Vp(r) = 0) is found between the
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two nuclei of the molecule in equilibrium geometry, which is considered to be
connected by a chemical bond. Bader’s group has immensely contributed to the
development of the AIM theory and its applications to intermolecular inter-
actions [6]. Popelier and coworkers have employed the AIM theory to address
several important chemical issues [194-196]. Numerous studies have been made
on various systems to characterize the van der Waals and H-bonded inter-
actions using the AIM theory [6, 26, 38, 43, 197-216]. Several criteria based on
the AIM theory have been proposed to investigate conventional and noncon-
ventional H-bonds [198]. The topological descriptors obtained from the AIM
theory and electron localization function can be successfully employed to
distinguish weak, medium, and strong H-bonds in various molecular systems.
Grabowski and coworkers have used Bader’s theory to study the H-bonding in
various systems [26, 43, 198-201, 203, 216-219]. It has also been used to
investigate intramolecular resonance assisted H-bonds and 7-electron delocal-
ization [220], and to understand the interactions of He, Ne, and Ar with
hydrogen fluoride and hydrogen chloride [221]. The dihydrogen-bonded
complexes have also been studied using the AIM theory employing high level
post-HF theory [222-224].

The molecular electron density distribution p(r) can be extracted from the
corresponding many particle wave function {(xy,xz,...,Xy) as

3) p(r) :NZJW(xl,xz, oxn))Pdn L Py

Here, the summation runs over all spin coordinates, integration over all but
one spatial coordinate (x stands for position and spin) and N is the total
number of electrons. Within the simplest HF framework, wherein the wave
function ¢ is expressed in the form of a Slater determinant constructed from the
molecular orbital which are, in turn, expressed as linear combinations of the
basis functions {¢,}, p(r) assumes the form

4) p(r) = > P, (1) (r)
v

where P stands for the electron density—bond order matrix. It can be shown
that %P would be an idempotent in orthonormal basis. The electron density
and Laplacian of electron density at BCP are denoted as p(r.) and V’p(re),
respectively. The bond path and associated properties of p(r.) at BCP are
used to characterize covalent, ionic bonding, H-bonding, and van der Waals
interactions.

2.3.2  Properties of electron density for weakly bonded complexes

Bader and Essen have observed the different categories of CP [225]. They
concluded that the hallmark of “‘shared” (i.e., covalent) interactions is the
high value of the electron density at BCP of order >10~! a.u. The curvatures
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of p(rc) are usually large. The Laplacian of the electron density (V2p(r.)) is a
measure of local concentrations of electron density and may be positive or
negative having the order of p(r.). A negative value of V2p(r.) denotes electron
concentration at a particular point whereas a positive value of V2p(r.) implies
depletion of the same. It is evident from the previous AIM analysis that for H-
bonded systems, noble-gas dimers and ionic systems, p(rc) is quite small (~10~>
a.u. or less for H-bonded complexes and 10~ a.u. for van der Waals com-
plexes) and the Laplacian is positive [6].

2.3.3 Integrated properties of electron density and Popelier’s criteria

Topological atoms are defined according to the theory of AIM as regions in
space consisting of bundle of electron density gradient path attracted to a
nucleus. Due to its firm theoretical footing in quantum mechanics, AIM can
be considered as a partitioning scheme to understand the properties of atoms in
molecules and in intermolecular complexation. In addition to the topographical
features of electron density, Popelier proposed some criteria to gain insight into
H-bonding interactions [196, 224]. These include: (1) correct topological pat-
tern (BCP and gradient path), (2) appropriate values of electron density at
BCP, (3) proper value of Laplacian of electron density at the BCP, and (4)
mutual penetration of hydrogen and acceptor atoms. Criteria pertaining to
integrated properties of hydrogen atoms involved in the H-bonding include (5)
an increase of net charge, (6) an energetic destabilization, (7) a decrease in
dipolar polarization, and finally (8) a decrease in atomic volume.

2.3.4  Grabowski’s Acom measure of hydrogen bonding

Grabowski and coworkers have made a detailed AIM analysis on H-bonded
molecular systems [26, 43, 198-203, 216-220, 222, 223, 226, 227]. In these
studies, different aspects of conventional and nonconventional H-bonds, dihy-
drogen, and partial H-bonds have been investigated. Despite the greater vari-
ability of systems which are classified as H-bonds, it is possible to spell out
criteria for the H-bonding interaction using the AIM theory. Based on the
systematic analysis of several dimers, a new measure of H-bond strength has
been proposed using the properties of proton donating bond [227]. It is based
on the geometrical and topological parameters of the X-H bond:

Acom = {[VX—H - VOX—H/V())(—H]Z + [(Pg](—H - pX—H)/pOX—H]2

) + (V2 pxert — V20%)/ V2P

where rx—p, px—p» and V%X_H correspond to the parameters of proton donat-
ing bond involved in H-bonding, i.e., the bond length, electronic density at
X-H BCP, and the Laplacian of that density, respectively, and §_,;, p%_y.
and Vng’(_H correspond to the same parameters of X—H bond not involved in
H-bond formation. The parameter describing H-bond strength may be based
only on geometrical data:
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(6) Ageo = (rX—H - rg(—H)/rg(—H

or only on topological parameters:

7 Ad = (p%—1 — Px—11)/PX—11

or on Laplacian values:

®) A= [(Vpx—n — VPX-1)/ VPt

Good relationship between the A, and the H-bond strength of various dimers
has revealed that it can be used as a reliable measure of the strength of the
same.

3. ELECTRONIC STRUCTURE CALCULATIONS ON HYDROGEN-
BONDED MOLECULAR SYSTEMS

3.1 Hydrogen Bonding in Water Clusters

Water is a major chemical constituent of the planet’s surface and as such it has
been indispensable for the genesis of life on the earth [228]. It plays a key role in
many biological and chemical reactions. H-bonds between H,O molecules
provide the cohesive force that makes water a liquid at room temperature
and favors extreme ordering of water molecules in ice. H-bonding is responsible
for the observed unusual properties of water. Hence, water has received more
attention than any other substance by researchers. Numerous experimental and
theoretical investigations have been carried on H-bonded water clusters to gain
insight into fascinating physical and chemical properties of water [50-64, 150,
229-236].

In this section, salient results on structure, energetics, and different arrange-
ments of (H,0), clusters are presented. Although, the state-of-art spectroscopic
and theoretical methodologies have been used to study H-bonding in water
clusters, the quantification of H-bonding interaction in these clusters is rather
complex. The complexity mainly arises due to numerous local minima on the
potential energy surface of water clusters and the number of H-bonds which
increases as the size of the clusters increases. The concept of cooperativity of H-
bonding in water clusters has been formulated by Frank and Wen [237]. Its
implications were discussed in a recent review [230].

Several ab initio and DFT calculations have been made on the water dimer
[50-64, 233, 235]. The strength of the H-bonding in water dimer is 5.5 + 0.7
kcal/mol [235]. The water trimer can exist in cyclic arrangement as well as in
open chain conformation with linear H-bonds. In the case of the tetramer,
previous theoretical calculations have predicted four H-bonded cyclic struc-
tures with S; symmetry corresponding to the global minimum [235]. This
observation has also been supported by the IR spectra of various (H,O),
complexes with benzene and VRT spectra of (H,0), and (D,0),[238, 239].
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Cyclic H-bonding and the energy minimum structures of (H,O), withn < 5
were investigated using different quantum chemical methods without any un-
certainty [235, 240]. Water clusters adopt interesting structural pattern when
n changes from 5 to 6. The transition from the planar two-dimensional struc-
ture to the three-dimensional structural arrangements emerges from n = 6
onwards. Hexameric water clusters adopt cyclic ring, bag, prism, cage, and
open book structures. All theoretical calculations predict at least four nearly
isoenergetic isomers for hexamer. The actual minimum energy structure de-
pends on the rigor of calculation and inclusion of the zero-point energy (ZPE)
corrections [235]. Saykally and coworkers have performed the first measure-
ment on water hexamer using the VRT spectroscopy at 5 K [229, 241]. The
rotational constants of hexamer were in accordance with the calculated values
for the cage isomer. The ring isomer of the water hexamer in liquid helium was
detected at 0.4 K [242]. All other spectroscopic experiments were not size
selective and did not reveal any conclusion about the isomer. From the theor-
etical front, there is an interesting temperature effect, which is based on the fact
that isomers with lower vibrational frequencies should be preferred at higher
temperature because of the entropy effects. For n = 7, a cubelike structure with
a corner missing is found to be the most stable. This structure has ten H-bonds
and has a stabilization energy of 60.53 kcal/mol at the HF/6-31G(d,p) level,
with a dipole moment (w) of 1.35 D [235].

Semi-empirical potential has been used by Plummer to study small water
clusters [233]. Wales et al. have employed empirical potential to simulate water
clusters with n < 21 [234]. Extensive ab initio calculations using the HF/
6-31G(d,p) and HF/6-3114++G(2d,2p) levels and basis sets have been carried
out for several possible and the most stable structures of water clusters (H,0),,
n = 8-20 by Sathyamurthy and coworkers [235]. It was found that the most
stable geometries arise from a fusion of tetrameric and pentameric H-bonded
rings.

In this section, characterization of H-bonding of water clusters using the
AIM approach is presented. Computational details of AIM analysis of water
clusters are given elsewhere [243]. Stabilization energies (SEs) of all water
clusters have been calculated using the supermolecule approach and corrected
for BSSE using the counterpoise (CP) procedure suggested by Boys and
Bernardi [181]

(9) SE = Ecomplex - Z E;
i=1

where Ecomplex, £, and n represent the total energy of the complex, total energy
of monomer and the number of monomers in the clusters, respectively. For the
analysis of the strength of H-bonding, |SE| is only considered. The values of
SE, the number of H-bonds (nHB), p(r..), and V?p(r.) at H-bond CPs (HBCPs)
are shown in Table 3. In addition, the number of HBCPs, ring CPs (RCPs), and
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Table 3. Number of hydrogen bonds (nHB), hydrogen bond critical points (nHBCP), ring critical
points (nRCPs), cage critical points (nCCPs), stabilization energies (SEs, kcal/mol), range of
electron density (p(r.)), and Laplacian of electron density (V2p(r.)) for the most stable water

clusters

Molecule nHB nHBCP nRCP nCCP SE* plre)e/ay) V2p(re)(e/ay)
(H20), 1 1 5.5 0.02 0.0157

(H»0); 3 3 1 17.1  0.02081-0.02219  0.01681-0.01783
(H20), 4 4 1 29.1  0.02708 0.0229

(H>0);s 5 5 1 37.7  0.0269-0.02815  0.02329-0.02463
(H,0)g prism 9 9 5 1 49.6  0.015-0.03317 0.01288-0.02373
(H»0), 10 10 5 1 60.53  0.01436-0.03462  0.01266-0.0303
(H,0)4 12 12 6 1 76.01  0.02014-0.03231 0.01601-0.0279
(H>0), 13 13 6 1 85.05 0.02064-0.03204  0.01645-0.02824
(H20)4, 15 15 7 1 96.75 0.01779-0.03433  0.0144-0.03025
(H,0), 16 18 8 1 105.69  0.01147-0.03136  0.01386-0.02706
(H20),, 20 20 11 2 122.39  0.01859-0.03127  0.01556-0.02687
(H20),5 21 21 11 2 128.33  0.01863-0.03186  0.01513-0.02749
(H20),4 23 23 12 2 144.78  0.01207-0.03043  0.01107-0.03032
(H20),5 25 25 13 2 154.82  0.01654-0.03406  0.01386-0.02994
(H20)44 28 28 16 3 169.33  0.01745-0.03142  0.01486-0.02707
(H20),7 29 30 17 3 176.51  0.01492-0.03147  0.01264-0.02707
(H20),5 31 32 18 3 188.64  0.01588-0.03145  0.01349-0.02706
(H20),9 33 33 18 3 199.69  0.01114-0.03421  0.01264-0.0274
(H20), 36 36 21 4 216.28 0.01872-0.03148  0.01553-0.02709

Results from Ref. 243
4 HF/6-31G(d,p) BSSE-corrected stabilization energies from Ref. 235

cage CPs (CCPs) is also tabulated along with SEs taken from the previous
investigation [235]. The molecular graphs of water clusters are shown in Fig. 3.
In general, it is possible to note that the number of H-bonds in each water
cluster corresponds to the number of HBCPs. It can be noted from Table 3 that
the values of p(r.) and V?p(r.) at these HBCPs are in accordance with that
proposed by Bader for these interactions [6].

Since O-H---O H-bonding interactions are similar for all the clusters, it is
expected that the values of p(r.) are identical. However, close scrutiny of the
values reveals that p(r.) is not the same in all the clusters. As the cluster size
increases, the p(r.) values decrease due to the presence of multiple H-bonded
interactions. The presence of RCPs (W3 onwards) and CCPs (W4 onwards) in
the molecular graphs of water clusters shows the ability of electron density
topography analysis in the characterization of ring and cage structures. It is
evident from the previous investigations that fusion of tetrameric and penta-
meric rings is responsible for the stability of water clusters and as a result
(H20),, n = 8, 12, 16, and 20 are found to be cuboids while n = 10 and 15
are pentameric fused rings [235]. Other structures have cuboids or pentameric
fused structures or combinations of these two motifs. However, it can be noted
from Fig. 3 that for (H,0),; and (H,0)5, there is an extra HBCP indicating
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Figure 3. Molecular electron density topographies of water clusters (Results from Ref. 243.)

additional interactions of similar magnitude stabilizing the respective clusters.
When one water molecule is added to the (H,0),4, the 17th water molecule does
not exactly interact at the middle but at the side of the cuboid. Similarly the
18th water molecule interacts with the other side of the cuboid in (H,O),,
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forming a stable (H,0),4 cluster as depicted in Fig. 3. Further addition of two
water molecules to (H,O),5 leads to cuboids structure for (H>O),, cluster as
shown in Fig. 3. Grabowski’s A, measure of H-bonding [227], charge transfer
interactions from natural bond orbital (NBO) analysis, and the NMR shielding
parameters are also found to be extremely helpful in the understanding of H-
bonded interactions in various water clusters [243].

The relationship between various parameters used to describe the strength of
H-bonding has been addressed [198-203, 216-220, 222, 223] in the earlier
investigations. An attempt has been made to obtain possible relationship
between the sum of the p(r.) and V?p(r.) at the HBCP in water clusters. The
amplitude of p(r.) at each HBCP has been summed over to get the total p(r.) for
each H-bonded cluster and regression analysis has been performed. It has been
found that the calculated total electron density p(r.) at HBCPs of water clusters
varies linearly with their SE. The total V?p(r.) at HBCPs also exhibits similar
trend with the SE. The linear relationship between the SE and the sum of
electron density at the HBCPs is shown in Fig. 4. The linear relationships
between the SE and the sum of the electron density at the HBCPs and the
sum of Laplacian at the HBCPs are given below:

(10) SE =263.50 ) " p(r.)

(11) SE = 31928 " V?p(r)
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Figure 4. Relationship between stabilization energy (HF/6-31G(d, p)) and (a) total p(r.) and
(b) total V2p(r.) (inset) for water clusters.
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The additivity of electron density at the HBCPs in multiple H-bonded (36
HBCPs) systems is clearly evident from Fig. 4. The correlation coefficient for
the same is 0.99. Although, the connection between p(r.) and strength of H-
bonded complex with single H-bond is already known, we have demonstrated
the additivity of electron density at the HBCPs for the multiple H-bonded
systems [244, 245].

3.2 Hydrogen Bonding in Water-Mediated Network and Mixed Clusters

It is well known that water-mediated interaction stabilizes structure of biomo-
lecules [1, 138, 247-250]. Therefore, several model molecular systems have been
chosen to probe the water-mediated interactions in biomolecules and a large
amount of experimental and theoretical work has been published over the years
on this subject [78, 138, 251-258]. Since phenol is the simplest aromatic alcohol
resembling chromophore of an aromatic amino acid, hydration of phenol
molecules has been studied to understand H-bonding and solute-solvent inter-
action in biological systems. Several experimental and theoretical calculations
have been made on the phenol-water clusters [259-273]. Recently, we have
made a comprehensive analysis on structure, stability, and H-bonding inter-
action in phenol (P;—4), water (W;—4), and phenol-water (P, W,(m = 1-3,
n = 1-3, m+ n <;4)) clusters using ab initio and DFT methods [245]. In this
section, electronic structure calculations combined with AIM analysis on phe-
nol-water clusters are presented.

The calculated stabilization energies (see Table 4) for clusters with similar H-
bonding pattern reveal that H-bonding in water clusters is stronger than in

Table 4. Number of H-bonds (nHB) and SE for P, W,, and P,,W, clusters as obtained from
different levels of calculation using 6-31G” basis set

nHB |SE| (kcal/mol)
Clusters Primary Secondary HF MP2 DFT/B3LYP
P, 1 2 43 5.7 4.8
W, 1 - 4.7 5.2 5.4
PW 1 1 6.3 7.3 7.7
P; 3 1 12.8 17.7 15.6
W; 3 - 14.1 16.6 18.9
PW, 3 - 14.5 17.1 18.9
P,W 3 - 13.5 16.8 17.0
Py 4 4 222 31.6 27.9
W, 4 - 253 30.7 35.2
PW; 4 1 25.0 30.1 33.6
P,W, 4 2 24.9 31.1 32.7
PsW 4 2 23.6 30.9 30.4

Reproduced with permission from Ref. 245 © American Chemical Society, 2005
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phenol clusters. However, fusion of phenol and water clusters in tetrameric ring
arrangements leads to stability that is akin to that of (H,O),. The molecular
electron density topographies of various phenol-water clusters are presented in
Fig. 5. The values of p(r.) and V2p(r.) for the H-bonds present in these clusters
are listed in Table 5. It is clear from Fig. 5 that there are BCPs corresponding to
the secondary weak H-bonding interaction in P, PW, P3, P4, P,W,, PW3, and
PsW clusters. It is also clear from Table 5 and Fig. 5 that the presence of
secondary weak H-bonding adds to the stability of different phenol and phe-
nol-water clusters. The formation of a ring structure in W3, P3, and the mixed
clusters PW, and P,W is evident from the presence of ring critical points. In
phenol trimer, it is possible to identify C—H - - - 7 interaction, in addition to the
three O-H---O H-bonding interactions. In the case of P4 and the mixed
tetramers, the basic O—H - -- O H-bonded core structure is analogous to that
of W4. The existence of the additional C-H- - -O, weak C-H- - -C and C-H- - -H
interactions can be seen in all the mixed clusters.
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Figure 5. Molecular topographies of phenol, water, and phenol-water clusters as obtained from
theoretical electron density. (Reproduced with permission from Ref. 245 © American Chemical
Society, 2005.)
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Table 5. Electron density (p(r.)) and Laplacian of electron density (V?p(r.)) for various phenol—
water clusters

proe/ad) V2p(re)(e/a) p(ro)e/ad) V2p(re)(e/a)
Clusters Primary hydrogen bond Secondary hydrogen bond
P, 0.021 0.019 0.003-0.004 0.004-0.005
W, 0.021 0.018 - -
PW 0.025 0.022 0.004 0.005
P; 0.021-0.022 0.019-0.020 0.002 0.002
W; 0.022-0.024 0.019-0.020 - -
PW, 0.017-0.028 0.015-0.024 - -
P,W 0.018-0.027 0.016-0.023 - -
Py 0.025-0.028 0.022-0.024 0.002-0.003 0.002-0.003
W, 0.029 0.025 - -
PW; 0.024-0.033 0.020-0.028 0.005 0.005
P,W, 0.025-0.032 0.022-0.027 0.005 0.005
P;W 0.024-0.033 0.021-0.028 0.003-0.004 0.002-0.005

Reproduced with permission from Ref. 245 © American Chemical Society, 2005

It is found that the total electron density (2p(r.)) and total Laplacian of
electron density (2V?p(r.)) at all HBCPs bear a linear relationship with the SE
for all the H-bonded clusters as illustrated in Fig. 6. A linear regression analysis
yields

(12) SE =212.6 > p(r.)

(13) SE =248.2% " V’p(r.)
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Figure 6. Relationship between stabilization energy (HF/6-31G") and («) total p(r.) and (b) total
V2p(r.) for phenol, water, and phenol-water clusters. (Reproduced with permission from Ref. 245
© American Chemical Society, 2005.)



Hydrogen Bonding: From van der Waals Interactions to Covalency 23

The correlation coefficient is nearly unity in both the cases. It can be seen
from Fig. 6a,b that the H-bonded clusters having |SE| in the range of 5-25 kcal/
mol show three sets of clusters in the electron density region between 0.020 and
0.125¢/ aa corresponding to the dimers, trimers, and tetramers, respectively. It is
interesting to observe from the linear fit that the total density of the phenol and
phenol-water mixed clusters is comparable to that of the water clusters.

The formation of a H-bond leads to a subtle increase in the electron density
at the HBCPs. This increased electron density translates into a greater strength
of H-bonding in the clusters. Cubero et al. have used the AIM theory to
distinguish H-bonding from anti-H-bonding and have provided an atomic
rationale for the blue shifting [274]. Their results showed that the H-bonding
criteria based on the AIM theory are met by the nonconventional dihydrogen-
bonding as in C-H- - -H also. However, they found that in order to differentiate
H-bonding from anti-H-bonding, it is necessary to supplement Popelier’s cri-
teria with necessary information on the changes in electron density and other
properties of the donor X—H bond, upon complexation [196, 224]. Recently,
the electron density deformation AIM analysis has been applied to investigate
H-bonding patterns in metalated nucleobase complexes [275]. The usefulness of
integrated atomic properties of hydrogen atoms has been used to understand
the nature of H-bonding in various clusters.

The loss of electron density on hydrogen atoms has been used as one of the
criteria for H-bonding. Charges on hydrogen atoms in isolated phenol and
water molecules and in the clusters have been computed by integrating the
electron density in the appropriate hydrogen atom region partitioned by the
AIM theory. The resulting values clearly show that the hydrogen nuclei are
deshielded upon H-bond formation. The magnitude of this effect ranges from
0.04 to 0.08 a.u. for different clusters. Another criterion of H-bonding is the
energy destabilization of hydrogen atom and can be derived from the difference
between atomic energies of the hydrogen atoms in the clusters and the isolated
molecules. It was found that H-bond formation inevitably destabilizes the
hydrogen atoms that are involved in the bonding.

As pointed out by Popelier et al. the first moment and atomic volume of H
atom involved in the H-bonding decreases by 0.02-0.05 a.u. and 5-9 a.u.,
respectively, in different phenol-water clusters. It is evident from the above
illustrations that electron density topography analysis clearly elicits H-bonded
interactions in microsolvated and water-mediated clusters [245].

3.3 Ionic Hydrogen Bonding

The strength of ionic hydrogen bond (IHB) ranges from 5 to 35 kcal/mol. These
strong interactions are implicated in ionic crystals and clusters, ion solvation,
electrolytes, and acid-base chemistry. The importance of this interaction in
proton solvation, surface phenomenon, self-assembly process in supramo-
lecular chemistry, and biomolecular structure and function has also been
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recognized. Recently, basic insights that have been obtained in the past four
decades on IHB have been reviewed [276]. A comprehensive summary on the
thermochemistry and its structural implications obtained from ab initio calcu-
lations were also presented. In this section, some of the important results from
the ab initio calculations on THB are given.

The formation of IHB involves partial proton transfer from the donor to the
acceptor. When a proton interacts with a single water molecule, it forms a
strong covalent bond with the oxygen to form the hydronium ion (H;O"),
known as Eigen cation [277]. It is a key species in the transfer of protons
between molecules in the aqueous acid-base chemistry. The hydronium ion is
of Cs, symmetry and O-H bond dissociation energy is 260 kcal/mol. The
interaction of a water molecule with the hydronium ion leads to the HsOj,
Zundel ion, [278, 279] with 34.39 kcal/mol of energy [280]. From the accurate
ab initio calculations on HsOj5 , it was found that equilibrium geometry has C,
symmetry with O—O bond length of 2.38 A. Large clusters involving Eigen and
Zundel cations as well as hydroxyl ion with H,O have been investigated in
detail [161, 163, 168, 172-174, 177, 231, 276, 281-305]. The main focus in many
of these studies was on: (1) proton-transfer mechanism, (2) structure of first
solvation shell in the Eigen and Zundel, and (3) computation of high quality
interaction potential to describe the clusters. These studies revealed the stepwise
development of solvation and about four to six solvent molecules are involved
in this process. Since H-bonding sites in the clusters are not blocked, proto-
nated water clusters exhibit infinite network. The presence of cyclic and
branched H-bonded network can also be observed in these clusters.

From these studies several interesting results on structure and energetics of
H30"(H,0), clusters have been observed. Since the cause for the anomalously
high rate of proton transfer in bulk water was identified as the difference
between first and second solvation shells, the characterization and quantifica-
tion of individual strength of the interaction in them are extremely important
[283]. In this context, the AIM theory can act as a useful tool in differentiating
the first and second solvation shells of the protonated water clusters. In this
section, the utility of AIM analysis in unraveling the strength of H-bonded
interaction when water molecules interact with Eigen cation in a stepwise
manner is explained [297]. The ground state geometries of the H;O"(H,0),
(n = 1-3,6) (henceforth referred to as H;O"W,) were obtained using the MP2/
6-3114+4+G™ method. The calculated SEs for various protonated water clusters
are presented in Table 6 along with the number of H-bonds and H-bond
distances. The electron density topographical features of protonated water
clusters are shown in Fig. 7. The value of p(r.) for the H;O"W, is 0.161 a.u.
(Table 7). Stepwise addition of second water to the same leads to sudden
decrease in the electron density values at the HBCPs. Marginal changes in the
p(re) can be seen from the values shown in Table 7 for the addition of third
water to the protonated cluster. As found in the previous studies, three water
molecules are sufficient to form the first solvation shell in the case of H;O". In
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Table 6. Calculated stabilization energies (MP2/6-311++G™ level) for various protonated water
clusters

Cluster Number of H-bonds (distances in A) SE (kcal/mol)
H;0'W 1(1.2) 49.99
H;0"W, 2(1.5) 58.27
H;0"W; 3(1.5) 75.23
H30"Ws 6 (1.5-1.7) 111.1

Results from Ref. 297

order to quantify the strength of H-bond formed in the second solvation shell,
three water molecules are added further to form the structures as depicted in
Fig. 7. The calculated p(r.) values at the second shell H-bonds are all the same
and of the order of 0.030 a.u. which is approximately 50% less than that found
in the primary hydration shell. The strength of the first H-bond formed in the
H3;0"W/ is 49.99 kcal/mol. The SE per H-bond in the H;O"W, is ~29 kcal/
mol in agreement with the decrease in p(r.) values. For the completed first
solvation shell structure (H;O"W3), the energy per H-bond is 25.6 kcal/mol
and is reflected in the corresponding drop in the p(r.) values. The energy per
H-bond in the second solvation shell is ~18 kcal/mol in accordance with the
decrease in the p(r.) at various HBCPs. The AIM analysis clearly distinguishes
the first shell and second shell, and quantifies the strength of the interaction of
H,O with H30+.

The hydroxide ion (OH™) is another important ionic species in aqueous
chemistry. Solvation of OH™ ion has been actively probed by various experi-
mental and theoretical techniques [276, 283, 288, 289-305]. However, when
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Figure 7. Molecular topographies of protonated water clusters. (Results from Ref. 297.)
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Table 7. Electron density (p(r.)) and Laplacian of electron density (V2p(r.)) at HBCP for various
protonated water clusters in first and second solvation shells

Cluster Solvation shell p(re) (e/ad) V2p(re) (e/ad)
H;0™W First 0.1607 —0.1077
H;0"W, First 0.0739 0.0467
0.0739 0.0467
H;0"W; First 0.0575 0.0456
0.0575 0.0456
0.0575 0.0456
H;0"Wg First 0.0644 0.0467
0.0641 0.0468
0.0641 0.0467
Second 0.0335 0.0352
0.0337 0.0356
0.0335 0.0356

Results from Ref. 297

compared to proton solvation, relatively less number of research work has been
carried out on the hydroxide ion. Earlier experiments showed that the water
clusters with OH™ (henceforth denoted as OH™W,)) are less stable than the
corresponding protonated ions, but nevertheless, they are still reasonably long-
living aggregates.

There has been long standing uncertainty about the number of water mol-
ecules in the primary hydration shell of the OH™ ions in chemistry. Theoretical
calculations indicate that three water molecules complete the first solvation
shell and the onset of second solvation shell is seen in the OH™ (H,0), [288]. In
this section a scrutiny of H-bonding in OH™W,, clusters has been performed
with the help of AIM theory [305]. The calculated stabilization energies (MP2/
6-311++G™) of OH™ W,_;—4 are presented in Table 8 and molecular graphs of
the same clusters are shown in Fig. 8. It can be seen from Fig. § that three water
molecules are sufficient enough to form the primary solvation shell of OH™ ion.
The onset of second solvation shell is evident with inclusion of the fourth water
molecule. Successive formation of the H-bonds shows that the first two bonds

Table 8. Calculated stabilization energies (kcal/mol) for OH™W,,__4 clusters

Number of H-bonds (distances in A)

Cluster OH™ ---W W W SE

OH™ W, 1(1.38) 32.18
OH W, 2(1.54) 49.30
OH™ W, 3(1.5-1.7) 12.5) 65.52
OH W, 4(1.73) 4(2.47) 222.12

Results from Ref. 305
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Figure 8. Molecular topographies of OH™W,_;_4 clusters. (Results from Ref. 305.)

are stronger than the next, revealing the presence of strong and medium
interactions in these clusters. It is interesting to note the changes in the electron
density properties upon stepwise addition of water molecules (Table 9). In
addition to the primary ionic H-bonds between OH™ and water, other water—
water interactions do stabilize these clusters in contrast to the corresponding
H;0%"W, clusters. The OH™ W3 has interesting electron density topography.
Presence of additional interaction between the two water molecules can be
observed from the molecular graphs of OH™Wj3. A H-bonding interaction
can be seen from the molecular graphs of OH™ W3 along with the three primary
IHBs.

Table 9. Electron density (p(r.)) and Laplacian of electron density (V2p(rc)) for OH~W,_1_4 clusters

Electron Laplacian of Electron Laplacian of
density electron density electron
Clusters (e/ad) density (e/ays) (e/ad) density (e/a)
OH™ ---W W..- W
OH W, 0.1003 0.0287
OH W, 0.0648 0.0427
0.0648 0.0427
OH W; 0.057 0.0422 0.00797 0.0075
0.0424 0.0368
0.0548 0.0419
OH W, 0.0401 0.0356 0.00896 0.0084
0.04 0.0355 0.00903 0.0085
0.0401 0.0356 0.00896 0.0084
0.04 0.0355 0.00904 0.0085

Results from Ref. 305
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The presence of ring CP ensures the ringlike topology in OH™W3. The O- - -H
distance is 2.5 A. In the case of OH™ Wy, further four additional H-bonding
interactions stabilize the cluster. The cyclic structural frame work generated by
the additional interactions adds to the stability of the cluster. The O---H
distance in OH~ W, decreases when compared to the same in other clusters.
The covalent characters of IHBs are clearly evident from the values of p(r.) at
HBCPs (Tables 7 and 9). The analysis of results shows that the extent of
covalency is significantly more for protonated water clusters than OH™W,,.
The exploration of various factors stabilizing the ITHB clusters using AIM
approach has clearly brought out the nature of interaction in the first and
second solvation shells, and the other secondary interactions.

3.4 Hydrogen Bonding Interaction in DNA Base Pairs

Since H-bonding interaction is one of the important factors in the stabilization
of DNA double helix, numerous theoretical and experimental investigations
have been carried out on the strength of H-bonding interaction between DNA
bases [1-4, 112, 138]. Sponer, Hobza, and Leszczynski have made several
significant contributions to predict the strength of the H-bonding interactions
[118-121].

In this section, the utility of the AIM theory in understanding the H-bonding
in DNA base pairs is discussed [244]. GCWC, GG1, GCNEW, CC, GG3, GAl,
GT1, GT2, ACl1, GCl1, AC2, GA3, TAH, TARH, TAWC, TARWC, AALl,
GA4, TC2, TC1, AA2, TT2, TT1, TT3, GA2, GG4, AA3, and 2aminoAT of
DNA are the various canonical and noncanonical base pairs considered for
AIM analysis in terms of the p(r.), V>p(rc), and integrated atomic properties of
hydrogen atoms involved in H-bonding. The details of calculation and analysis
are described in our earlier investigation [244]. The molecular topographies for
the H-bonded GCWC and TAWC are shown in Fig. 9.

All the canonical and noncanonical base pairs are bonded such that the
imino group of the base forms H-bond either with N atom or with O atom of
the other base. All the base pairs studied possess N-H- - -Y type of hydrogen
bond, where Y is the general representation for the atoms N and O. The
HBCPs have been observed between one of the H atom of the imino group
and Y atom. All bases are paired by two H-bonds except for GCWC and
2aminoAT, which have three H-bonds between them. The calculated values
of p(re) and positive sign of V?p(r.) for various DNA base pairs indicate the
presence of closed shell kind of interaction between the two bases governing the
pairing [244]. The SE (calculated at MP2/6-31G™(0.25)) for various base pairs
has been taken from the earlier work of Sponer et al. [118]. Figure 10 shows the
variation of total electron density at the BCP vs. the stabilization energy of
various base pairs of DNA. The linear relationship obtained is given below:

(14) SE =315.555% p(r.) at HBCP + 2.676
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The correlation coefficient of 0.859 for this indicates the existence of reason-
able linear relationship between p(r.) and stabilization energy. The effectiveness
of p(r¢) to explain H-bonding interaction between DNA bases is evident from
the linear relation. Generally, these relationships have been developed for series
of homologous model systems, which have good linear relationship between
stabilization energy and electron density at the HBCP. Although, DNA base
pairs do not constitute such a homologous system, p(r.) exhibits reasonably
good linear relation with the stabilization energy.

It can be seen from Fig. 10 that the H-bonded base pairs having their SE in
the range of 5-15 kcal/mol show clustering in the density region between 0.030
and 0.055¢/ af’] and exhibit good linear relationship with their stabilization
energy. Similar to electron density variation, the total V2p(r.) at HBCP exhibits
meaningful relationship depicting the more depletion of electron density at the
hydrogen-bonded region of the base pairs with numerically more stabilization
energy. The linear fit is

(15) SE =383.116 Y V?p(r.) at HBCP + 1.182

The correlation coefficient is 0.827. Further calculations have also high-
lighted the importance of Poplier’s criteria, concerning integrated atomic prop-
erties like charge, energy, volume, and first moment of the H-bonded hydrogen
atoms in the DNA bases and in the H-bonded base pairs. The change (A) of the
corresponding properties arising upon pairing has also made. The electron
density topography analysis has also confirmed the presence of secondary
interactions in various DNA base pairs that would influence the stability of
base pairs. It is possible to obtain BCP in the secondary interaction regions in
the case of GG3, GA1l, TAH, TARH, TAWC, TARWC, TC2, and TCI1 for
which HF/6-31G** level calculations [118] have also supported the presence of
secondary interaction. It is interesting to note that the presence of a third weak
interaction stabilizes different AT pairs [244].

3.5 Hydrogen Bonding Interaction in Polypeptides

Ramachandran’s stereochemical plot (¢p—{ diagram) of dipeptides has been
widely used to predict the secondary structures of proteins [306-309]. It is well
known that the calculations on the polypeptides are limited by the number of
atoms and hence high level ab initio and DFT calculations have been possible
recently only. Several theoretical calculations with different levels of accuracy
have been made on the polypeptides to study the é—y plot distribution,
H-bonding interactions, and stability [1-4, 308-322]. In the stability of polypep-
tides and proteins, H-bond plays an important role in the formation of the
secondary structures such as the a-helix, B-sheet, etc., and higher-order struc-
tures [1-4]. Quantum chemical calculations on some of the secondary structures
in peptides and proteins (B-sheets, B-turns, and vy-turns) at the HF and MP2
levels have been performed with special emphasis to the H-bonded structures
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[310]. Most of the electronic structure calculations have concentrated on (1) the
structure, (2) long-range interaction, (3) peptide-water interaction, and (4) elec-
tronic properties. These studies have also affirmed the central role played by the
H-bonding interactions in protein. The possibility of the AIM theory to analyze a
polypeptide or a particular portion of a peptide has been described [6, 323, 324].
The existence of H-bond in the peptides has been confirmed by the presence of
corresponding bond path in the electron density. Properties associated with the
path have also been characterized in terms of p(r.) at HBCPs and ring CPs.

The H-bonding interactions in a-helical and B-sheet model peptides have
been studied using the AIM approach [325]. The wave function generated from
the ab initio and DFT calculations has been used to generate electron density
topography of polyalanine in a-helix conformation and polyglycine in 3-sheet
conformation at various lengths of amino acid units. The representative topo-
graphical features are shown in Fig. 11. It can be observed that the existence of
HBCPs and corresponding bond paths confirms the H-bonding found between
the i and i 4 4 residues of a-helical polyalanine. The value of electron density
and the Laplacian of electron density at these points are typically of the order
of 1072 and 1073 a.u., respectively [6]. For parallel and antiparallel B-sheets,
electron density topography features are shown in Fig. 11. It is possible to note
from the molecular graph that intermolecular H-bonding between the two
chains is evident and the values of electron density parameters are also in the
range stipulated by Bader’s theory [6].
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Figure 11 (see color section). Molecular topographies of secondary structures of protein obtained
from theoretical electron density. (Results from Ref. 325.)
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However, in addition to the H-bonding interaction other secondary inter-
actions which lead to further stability are also evident. RCPs indicate the
existence of closed rings in the formation of B-sheets. The values of electron
density at the HBCPs and associated topographical features clearly discriminate
the nature of primary and secondary interactions found in the basic building
blocks of proteins. The cooperativity and long-range effects of H-bonding
interactions in the secondary structural elements of protein can be explained
by electron density topography analysis [325].

3.6 Relationship Between Strength of H-Bonding and Electron Density

It is well established that topological parameters are quite useful in delineating
H-bonding interactions [6]. There are several interesting reports in the literature
that p(r.) at HBCPs and H-bond distance exhibits a linear relationship [198-
201, 203]. It has been illustrated through various examples presented in the
previous sections that p(r.) and V?p(r.) display linear relationship with the
H-bond strength [244-246]. The additivity of p(r.) at the HBCP has also been
established by taking multiple H-bonded systems [244]. With a view to devel-
oping a more general model to describe the linear relationship between electron
density at the HBCPs and the strength of H-bond, 94 different representative
model H-bonded complexes of water clusters [243] (Table 3), phenol-water
clusters [245] (Tables 4 and 5), ionic water clusters [297, 305] (Tables 6-9),
DNA base pairs [244], and various H-bonded complexes [327] (Table 10) have
been chosen. The plot presented in Fig. 12 clearly reveals the linear relationship
between SEs and p(r.) for the diverse set of H-bonded systems irrespective of
results obtained from various levels of calculations. The correlation coefficient
close to unity suggests that it is possible to derive the strength of H-bond from
electron density values at HBCPs. This observation is of great value for the
experimentalist carrying out AIM analysis using electron density data obtained
from various diffraction techniques:

(16) SE =267.97> p(r.)

3.7 From van der Waals Interactions to Covalency: AIM Perspective

Numerous attempts have been made to classify the various types of H-bonding
interactions found in the literature [1-4]. Gilli and Gilli have made one such
attempt using Electrostatic-Covalent H-Bond Model (ECHBM) derived from
the systematic analysis of structural and spectroscopic data of a large number
of O-H---O-H-bonds [326]. According to this model, weak H-bonds are
electrostatic in nature but become increasingly covalent with increasing
strength. Using the crystal structure data based on H-bonding in small mol-
ecules and biomolecules, there are several attempts to analyze the H-bonding
pattern and strength.
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Table 10. Stabilization energy (SE) (MP2/aug-cc-pVDZ) and
electron density (p(r.)) for various H-bonded complexes

H-bonded complexes SE (kcal/mol) plre)(e/ad)
H;0"-.-H,O 49.7 0.1517
OH™ ---H,O 31.7 0.0883
NH; - - -NH}r 28.6 0.0667
NH; ---H,O 19.8 0.0453
NH; ---HF 12.4 0.0482
NH; - -- HCl1 9.33 0.0497
HCN- - -HF 6.88 0.0266
C¢HsOH - - - H,O 6.28 0.0262
CH;O0H - --CH;0H 5.22 0.0264
CH;0H - - - H,0 5.16 0.0198
HCI---H,0 5.09 0.0258
NH,COH - - - H,O 4.85 0.0193
CHOH - - - H,O 4.81 0.0234
HCN---HCl 4.68 0.0211
PH;---HF 4.48 0.0196
H,O---H,0 4.46 0.022
C,Hy---HF 4.16 0.0183
PH; - HCI 3.08 0.0163
PH;---H;O 2.17 0.0119
H,S---H,S 1.55 0.0102
SH, ---HF 1.54 0.0093
H,S---PH; 1.37 0.0091
HCI- - -HCl 1.22 0.0068
SeH, - -- HF 0.91 0.0093
CHy - --NH; 0.54 0.0073
CH,---HF 0.25 0.0047
CH, - --SH, 0.23 0.0045
CHy - Ar 0.11 0.0038

Results from Ref. 327

In a recent illuminating article, Desiraju suggested the term hydrogen bridge
to meaningfully represent the H-bond [14]. Since the H-bonding strength
ranges from van der Waals to covalent limit, hydrogen bridge is a better
description of the interaction without any borders. This new nomenclature
can in principle describe exhaustively the variations found in H-bonding inter-
actions in gas, liquid, and solid states, and the corresponding relative signifi-
cances of covalent, electrostatic, and van der Waals (vdW) contributions.

An attempt has been made in our group to study the concept of interaction
without borders using the properties of p(r.) at HBCPs [327]. A diverse class of
intermolecular complexes having strength in the range from van der Waals
to covalent limit has been chosen to develop a unified picture of the nature
of H-bond. SEs and electron density topographical parameters have been
computed at MP2/aug-cc-pVDZ level. The schematic diagram shown in
Fig. 13 depicts the relationships between SE and p(r.) which explain the
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smooth transition in the H-bond strength from van der Waals to covalent limit.
It is worth mentioning that p(r.) at the HBCPs describes the borderless nature
of H-bonding interaction found in various molecular complexes. It is clearly
evident that p(rc) in various H-bonded interactions follows the order given
below:

p(rc) in covalent limit >p(r;) in strong >p(r.) in medium >p(r.) in weak

It is appropriate to mention here that a generalized picture of H-bonded
interaction has emerged from the electron density properties at HBCPs.

4. CONCLUDING REMARKS

The main objective of this review is to summarize various aspects of H-bonding
interaction starting from its classical definition. From the classical view, H-
bonds are electrostatic and partly covalent. The concept of H-bonds has been
relaxed to include weak interactions with electrostatic character. In the limiting
situation, weak interactions have considerable dispersive-repulsive character
and merge into van der Waals interactions. As a result, we observe a great
variety of H-bonding interactions without borders. It is currently possible
to understand these interactions without borders in the different types of
H-bonding with the help of various experimental and theoretical methods.
It is illustrated in this chapter that the theory of AIM efficiently describes
H-bonding and the concept of the same without border. A unified picture of
H-bonding interaction arises from the analysis of electron density topological
features at the HBCPs. The results presented here have also demonstrated that
the composite nature of the H-bonded interaction can be quantified with the
help of electron density and Laplacian of electron density values at the HBCPs.
With the development of AIM tools to investigate the experimental electron
density from diffraction techniques, it is highly practical for experimentalists
to carry out these studies for intermolecular complexes. As a consequence,
it is possible to forecast a tremendous growth in characterizing H-bonded
interaction using the theory of AIM.

H-bonding has made great impact in various branches of science and hence
numerous reports and articles have appeared in the recent past. Therefore, it is
not possible to include all the research reports and corresponding references
here. All the electronic structure and AIM calculations have been carried out
using the G98W [328] and AIM 2000 [329] packages.
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INTRAMOLECULAR HYDROGEN BONDS.
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Italy. E-mail: gbuemi@dipchi.unict.it

Abstract The classification of the various types of hydrogen bonds as well as the strategies and
the theoretical methods for calculating their energies are presented. The main atten-
tion is devoted to the homo- and heteronuclear conventional intramolecular hydro-
gen bonds involving oxygen, nitrogen, sulphur and halogens, for which a survey on
the literature results is depicted. The anharmonicity effect on the O-H stretching
mode frequency and the dependence of the hydrogen bond strength estimates on the
basis set extension are also briefly discussed.

Keywords:  Hydrogen bond; calculation methods; calculation strategies; basis set effect; anhar-
monicity.

1 INTRODUCTION

Nowadays to write a chemical formula as H-H by joining together the atomic
symbols with a hyphen between them is an instinctive gesture and the concept
of ““chemical bond” is nearly as natural as to breathe. But behind this state of
art there is the hard work of numerous researchers who laid the foundations for
the modern chemistry. It is therefore right, before undertaking a discussion on
hydrogen bonding, to remember, among others, Jons Jacob Berzelius, who
introduced the symbols of the chemical elements [1] together with Archibald
Scott Couper [2] and August Kekulé von Stradonitz [3], who, independently
from each other but in parallel, recognized that carbon atoms can link directly
to one another to form carbon chains, and indicated the whole of strengths
constituting the glue between the two atoms by means of straight lines linking
the symbols of the elements. It is well known that chemical bonds can be ionic
or covalent, single, double or triple, and each of them is characterized by a
51
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bond length, whose entity ranges from about 1.2 to about 1.55 A. The hydro-
gen bond is conceptually different because at least three atoms are involved but
it is extremely important for understanding many chemical properties. Usually,
three dots are used for indicating the hydrogen bridges and Huggins in 1937
was among the earliest to use this notation [4, 5].

1.1 Description and Classification of Hydrogen Bonds

More than 80 years have lapsed from the far 1920, when the concept of
“hydrogen bond” was born [6-9]. During this long period innumerable papers
and books have been written on this subject, since the hydrogen bond is of
capital importance in all fields of chemistry and biochemistry owing that it
governs conformational equilibria, chemical reactions, supramolecular struc-
tures, life processes, molecular assemblies and so on [10-21]. But, as Huggins
wrote, ‘it is also of great importance in physics, crystallography, mineralogy,
geology, meteorology, and various other -ologies’ [22].

The hydrogen bond is weaker than a common chemical bond, and can be
encountered in solid, liquid and gas phases. It is commonly represented as X-—
H---Y, where X and Y are atoms having electronegativity higher than that of
hydrogen (e.g., O, N, F, Cl, S). The X-H group is termed “electron acceptor”
or “hydrogen bond donor”, whilst Y is the “electron donor” or “hydrogen
bond acceptor”. The electronegative X atom attracts electrons from the elec-
tron cloud of the hydrogen atom which remains partially positively charged
and, in turn, attracts a lone pair of electron of the Y atom. So it is generally said
that the hydrogen bond is due to attractive forces between partial electric
charges having opposite polarity. Indeed, it is true that weak hydrogen bonds
are mainly electrostatic in nature, but this is no longer true for strong hydrogen
bonds, where delocalization effects and dispersion forces play a very important
role.

The hydrogen bond donor and the hydrogen bond acceptor can belong to the
same molecule or to two different molecules: the former case is known as
“intramolecular hydrogen bond” (Fig. 1), the latter as “intermolecular hydro-
gen bond” (Fig. 2). Obviously, the intramolecular hydrogen bond is necessarily
a bent bond whereas the intermolecular one is generally linear or nearly linear.

A typical effect due to the intermolecular hydrogen bonds is the increase of
the alcohol boiling points with respect to those of other compounds having
analogous molecular weight. The higher strength of the intermolecular hydro-
gen bond involving the OH group with respect to those involving the SH one is
responsible for the higher boiling point of water with respect to that of hydro-
gen sulphide. The decrease in density of water upon freezing is also a hydrogen
bond consequence since the crystalline lattice of ice is a regular array of
H-bonded water molecules spaced farther apart than in liquid phase. To be
not forgotten also the capital role that weak hydrogen bonds play in the
medicine field, being responsible of the association between proteins and a
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Figure 1. Some molecules exhibiting intramolecular hydrogen bonds.

great variety of molecules having anaesthetic power, as halothane, ethrane,
isoflurane, fluorane, etc [23-25]. Also the human hair shape (curly hair, wavy
hair, straight hair, etc.) depends on the hydrogen bonds involving the SH
groups of cysteine (HO—CO—-CH(NH,)—CH,—SH) which is a component of
alpha-keratin.
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Figure 2. Some molecules exhibiting intermolecular hydrogen bonds.
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More than one hydrogen bond can be formed at once. For example, the
adduct between 4,6-dimethyl-pyrimidin-2-one and urea derives its stability
from two, intermolecular, non-equivalent N-H- - -O(=C) bridges [26, 27], and
the physical properties of usnic acid are strongly affected by its three intramo-
lecular hydrogen bridges located in three different molecular areas and having
different strengths [28, 29].

Malonaldehyde (propanedial or B-hydroxypropenal or B-hydroxy-acrolein)
is the smallest molecule exhibiting a strong intramolecular hydrogen bond,
which allows to close a hexatomic ring (chelate ring). Here the hydrogen-
bonded atoms are connected through a conjugated framework which allows a
charge flow from hydrogen to the oxygen atom, so enhancing the hydrogen
bridge strength. Such bridges are known also as resonance-assisted hydrogen
bonds (RAHB) [30, 31] and will be discussed later in the following.

Beyond these “‘classical” or “conventional” hydrogen bonds, ““‘unconven-
tional” or ‘“‘non-conventional” interactions are also possible [32] (some ex-
amples are shown in Fig. 3).

The hydrogen bond between the C—H group with oxygen was first proposed
by Sutor in the early 1960s [33, 34] and looked in disbelief by the scientific
community, even if indications that the C-H group could be involved in
hydrogen bond go back to the far 1930s [35, 36]. Researches over the years
have evidenced the existence of numerous new types of interactions. In 1995 the
concept of “dihydrogen bond” was introduced [37] in order to explain certain

\C—H C N/ F\C_H. o /H
-/ Sw e .,

Unconventional intermolecular hydrogen bonds

R

O/H.__H .....ﬂ—o\”/

Ry
Intramolecular dihydrogen bonds

Figure 3. Examples of inter- and intramolecular non-conventional hydrogen bonds.
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interactions where a H atom, positively charged, is directly donated to another
H atom, negatively charged (X-H---H-Y), which occur in systems containing
boron or transition metals [38-43]. A typical, widely studied, case is the
BH;NHj dimer complex, which contains two dihydrogen bonds differing in
strength (bent B-H-:--H and linear N-H- - -H arrangements) [44—47]. In 1998,
Hobza and gpirko [48] suggested the existence of a new type of interaction
identified in benzene dimers and other benzene complexes. It was termed “anti-
hydrogen bond” and, later, ““blue shifting hydrogen bond”, because, in contrast
with classical hydrogen bridges, it is characterized by a C—H bond shortening
and a blue shifting of the C-H stretching frequency, as confirmed experimen-
tally too. [49, 50] In absence of experimental data, it is a hard task to distinguish
between blue shift and red shift because it has been noted that contrasting
results can be obtained from B3LYP and MP2 calculations [51].

The labels “non-conventional” and/or “improper” derive just from the
nature of the hydrogen bond donor and hydrogen bond acceptor groups,
which are different from those involved in the classical hydrogen bridges.
Some examples are given in Fig. 3. On this ground, several classes of non-
conventional hydrogen bridges can be distinguished: those in which a non-
conventional donor is involved (e.g., the C—H group) [52-54]; those having a
non-conventional acceptor, as a C atom or a mw-system [55-57]; those in which
both the donor and acceptor are non-conventional groups [58-60]; the dihy-
drogen bonds, formed between a protic X-H group and a hydridic H-Y group,
in which the interaction occurs between two H atoms, one of which accepts
electrons and the other provides them: X°~— H®" ... H>™ — Y®* [61-64]. To
these ones the “inverse” hydrogen bonds can be added, formed by X-H groups
with reverse polarity (X>*—H?®"), where a H atom will provide electrons and
another non-hydrogen atom will accept them (e.g., Li-H---Li-H, H-Be-
H---Li-H) [32, 65, 66].

New types of bridges are continually proposed, as, e.g., the w---H" ...«
interactions [67] and monoelectron dihydrogen bond, H- - -e- - -H [68-71]. This
latter (for which hydrogen bond energies ranging from 1.758 to 3.122 kcal/mol
have been calculated in the H3;C - - - HF complex [71]) has been found in water
cluster complexes with Li and Na, in HF complexes with the methyl radical and
in various HF cluster anions. According to theoretical predictions, the hydro-
gen fluoride trimer anion (FH),{e} ... (HF) exhibits also exceptionally large
static first hyperpolarizability, [72] analogously to what occurs in the water
trimer anion [73].

Nowadays the non-conventional hydrogen bridges are the subjects of a
fascinating research field and the related papers in the literature are as many
numerous as those concerning the classical ones, thus the references here cited
are only an extremely small part of the literature and the most recent published
papers are preferably reported. However, we must beware of vision of improper
hydrogen bonds everywhere a H atom is a little closer to another atom and, in
this regard, careful verifications must be done to avoid to get the wrong end of
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the stick. A good suggestion to unravel oneself in the modern hydrogen bond
jungle is to follow the rules proposed by Bader on the ground of the atoms in
molecules (AIM) theory (Refs. 74-79 and therein), which is an extension of
quantum mechanics properly defining an atom as an open system [76].

1.2 The AIM Rules for Hydrogen Bonds Recognition

The theory of AIM offers a self-consistent way to partition any system in its
atomic fragments and to extract chemical informations, hidden in the wave
function V¥, from the electron density p and its gradient vector Vp. Neglecting
mathematical details, for which the inquisitive reader is remanded to the cited
original papers, it suffices to know that a sequence of infinitesimal gradient
vectors traces a “‘gradient path”, whose starting point can be infinity or some
special point in the molecule. Typically they are attracted to a point in space,
called an “attractor”. All nuclei are attractors in the gradient vector field of the
density and the collection of gradient paths each nucleus attracts is called an
“atomic basin”. A point in space where Vp vanishes is called “critical point”
(CP). Some gradient paths do not start from infinity but from a special point
appearing somewhere in between two nuclei and are termed “bond critical
point” (BCP). It is characterized by one positive and two negative curvatures
of p. Two gradient paths, each starting at the bond critical point and termin-
ating at a nucleus, are called “atomic interaction line” (AIL). If all forces on all
the nuclei vanish, the atomic interaction line becomes a ““‘bond path™ (BP): this
is a line linking two bonded nuclei and allows to define a ““bond”. A collection
of bond paths is called a “molecular graph”, which is a representation of the
bonding interactions. The topological analysis and evaluation properties can be
performed by using the MORPHY [80] and PROAIM [81] programs.

By analysing patterns in the topology and values of p and its Laplacian, V?p,
at the bond critical points, the following rules to ascertain the presence or not of
a hydrogen bond have been deduced [79]:

(a) a BCP proving the existence of a hydrogen bond must be topologically
found;

(b) at the BCP points the charge density (p) should be small and the Laplacian
of the charge density (V2p) should be positive;

(¢) the hydrogen (H) and the acceptor (B) atoms must penetrate each other.

(d) The hydrogen atom loses electrons, i.e., its population decreases; the
phenomenon can be related to the descreening of the hydrogen-bonded
protons as observed in the NMR chemical shifts;

(e) the hydrogen atom must be destabilized in the complex, this destabiliza-
tion, AE(H), is the difference in total atomic energy between the hydrogen
in the hydrogen-bonded complex and in the monomer;

(f) the dipolar polarization of H must decrease upon formation of the hydro-
gen bond;

(g) the volume of H should decrease upon complex formation.
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The penetration quantification needs the knowledge of the non-bonding
radii of the H and of the acceptor atom (¥ and %, which are the distances
from the respective nuclei to a given p contour in each monomer) and the bonding
radii (rg and rg, which are the distances between the respective nuclei and the
hydrogen bond BCP). The penetrations of H and B (Aryg and Arg) are defined as

Arg = r% —ryg and Arg = r% —rp

The application of the penetration rule is hampered for intramolecular hydrogen
bonds because the reference hydrogen given by the monomer is lacking, how-
ever, if a fragment of the molecule can be isolated (via cutting and capping) and
used as a monomer-like reference, the criteria can be successfully applied.

1.3 Experimental Evidences of Hydrogen Bond Presence

From the experimental point of view, the existence of a hydrogen bridge can be
easily recognized by some peculiar changes in the molecular geometry and in
some chemical-physical properties. In particular:

(a) The X-H bond length becomes longer than the common X-H bonds,
whereas the X---Y and H---Y distances are shorter than the sum of the
van der Waals radii of the X, Y and H atoms involved in the hydrogen
bridge.

(b) The X-H---Y angle is mostly in the range 140-150° for hexatomic chelate
rings and in the range 115-130° for the pentatomic ones.

(c) In presence of a conventional hydrogen bridge, the frequencies of the XH
(and C=0) stretching mode vibration are red-shifted with respect to the
corresponding values recorded in a hydrogen bond free compound. The
entity of the shift is strictly related to the strength of the hydrogen bridge.
On the contrary, in presence of a non-conventional hydrogen bond a
shortening of the X-—H bond length and a blue shift of its vibration
frequency are observed.

(d) Proton experiencing hydrogen bond undergoes deshielding, which, in turn,
causes a downfield of its chemical shift. For many compounds, it has been
found that deshielding increases linearly with r,.., decreasing whilst the
potential function changes from a double to a single minimum well. Very
useful correlations between the experimental (and/or theoretical) hydrogen
bond distances or hydrogen bond strength and NMR chemical shifts have
been also found [82-90].

2 CALCULATION OF THE MOLECULAR ENERGY:
SEMIEMPIRICAL AND AB INITIO METHODS

For evaluating the hydrogen bond strength it is necessary to calculate the
energy of the molecule under study, which implies also the optimization of
the molecular geometry. Consequently, the first step of the study is the choice
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of the most suitable method for the energy evaluation, which, in turn, is
conditioned by the available computational resources (computer power, hard
disk capacity, RAM dimension, and so on), on the dimension (number of
atoms) of the molecule to be handled and on the required level of calculations.
Even if description of mathematical development of the various approaches is
out of the aim of the present review, we think that a brief background is useful
for understanding the quality of the results.

In quantum chemistry, the calculation of the energy of a molecule implies the
solution of the well-known Schrédinger equation

(1) HY = EV

where H is the Hamiltonian operator and W is the wave function obeying to the
restrictions required by the quantum mechanics postulates. The operator H is
the sum of the kinetic (7)) and potential (V) energies; therefore it represents the
total energy of the system. Remembering that the kinetic energy can be written
as a function of the moment and that the quantum mechanical momentum
operator is —i7i(9/0q;), the Hamiltonian for a single-particle three-dimensional
system in cartesian coordinates is
- h? ”? P &P
2) HT+V_M<W+8_)/2+@>+V(X’)}’Z)

h being the Plank constant and m the mass of the particle. The differential
operator in parentheses in Eq. 2 is the Laplacian operator V7, so that Eq. 1 can
be simply written as

2
8mwim
For n-particles three-dimensional system, Eq. 3, becomes
n hz
- 20
— 8m2my;

) - VAW + V(x, y, )V = E¥

(4) V2W+V(xla J’I, Zla"'yxns J/n, Zn)\IIZE’\P

The above equation is the time-independent Schrédinger equation for the consid-
ered system, which, therefore, isimplicitly a conservative system. The above equa-
tion cannot be analytically solved and only approximate solutions are possible.

Following the Hartree-Fock method and the iterative SCF (self-consistent
field) approach, very good W can be obtained. This ¥ is the product of
monoelectronic functions (which take into account also the spin coordinate
and are named spin-orbitals) each describing the electron motion under the
effect of a coulombian field generated by the nuclei and by the other n — 1
electrons. The variation theorem ensures that the energy associate with the
approximated ground state wave function is always greater than, or at the most
equal to, the exact energy value. Ab initio methods are based on the procedure
in summary described, which implies the calculation of innumerable integrals
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and made impossible its application even to systems having modest number of
atoms without computer’s help.

To bypass this problem in the past years, when computers were not available
or their performances were inadequate, numerous and very approximate
methods were developed for studying the various molecular properties.
Such methods were improved over the years keeping pace with the development
of the computer engineering science progress and today a simple personal
computer is also able to perform high level ab initio calculations. The calcula-
tion methods can be therefore grouped into two main classes termed “‘semi-
empirical” (for some reviews on the earlier methods, see [91, 92]) and
“ab initio”. The well-known Huckel [93-95], Extended Huckel [96], CNDO
[97], INDO [98], NDDO [97], NNDO [99], PCILO [100, 101], MM4 and its
previous versions (Refs. 102, 103 and therein cited), ECEPP [104], MINDO
[105], MNDO and MNDOC (Modified Neglect of Diatomic Overlap) [106—
108], AMI1 (Austin Model One) [109], PM3 and PMS5 (MNDO Parameteriza-
tion 3 or 5) [110-112] belong to the former class (for a review describing the
parallel progress of theoretical methods and computers development, see Ref.
113). The label, “semiempirical” means that these methods use some param-
eters derived from experimental data to simplify calculations. They are very
quick and require only small disk space, but not all the molecular properties
can be predicted in a satisfactory way. For example, CNDO (Complete Neglect
of Differential Overlap) computes very good charge densities and dipole mo-
ments, whereas INDO (Intermediate Neglect of Differential Overlap) was
mainly used in its spectroscopic version (INDO/S) for predicting the electronic
transition energies. MINDO and MNDO, in their standard versions, give
acceptable thermochemical predictions but are not able to predict rotation
barriers. AM1 and PM3 are improvements of MNDO; they are also able to
describe hydrogen-bonded systems but the resulting hydrogen bond energies
(Fygs) are generally underestimated. Modified MNDO versions, explicitly
devoted to improve hydrogen bond predictions, were also published
(MNDO/H) [114, 115] but with scarce or contrasting success [116-120]. On
the other hand, semiempirical approaches are very useful when one must
handle very big molecules, as protein systems (the most recent AMI1, PM3
and PMS5 versions [121] are able to handle more than 90,000 of atoms).

The ab initio methods use no experimental parameters in their computations
but are much more onerous than the semiempirical ones, both for time con-
suming and for hard disk capacity requirements. The onerousness increases on
increasing the molecular dimensions and the level of sophistication, i.e., the
extension of the basis set adopted for calculations. Among the most used
ab initio computation packages, we remember here the GAUSSIAN 03 [122],
GAMESS [123] and SPARTAN [124].

The basis set is needed for a mathematical description of the orbitals within a
system and a good basis set is necessary to obtain a good energy quality. The
orbitals are built up through linear combination of gaussian functions, which are
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referred as ““primitives” and their numbers appear in the basis set name. So, the
minimal STO-3G basis set approximates Slater orbitals (STO = Slater Type
Orbitals) by employing three gaussian primitives for each basis function. A split
valence basis set increases the number of basis functions per atom, so that a
change of the orbital size (but not its shape) is possible. The so-called polarized
basis sets add d functions to C and f functions to transition metals: they are
indicated with an asterisk (e.g., 6-31G* or also as 6-31G(d)). The presence of a
second asterisk indicates that p functions are added to the H atom (e.g., 6-31G**
or also as 6-31G(d,p)). To allow orbital expansion for occupying a large region
of space, diffuse function can be added to the basis set. They are important for
improving the description of electrons which are far from the nucleus and their
presence is indicated with a “+”. A double plus means that diffuse functions are
also added to H (e.g., 6-314+G(d) or 6-314++(G(d)). Since the Hartree-Fock SCF
wave function takes into account the interaction between electrons in an average
way whilst the motion of electrons is correlated with each other, the resulting
energy is in error. It must be corrected by adding a term named “correlation
energy’’, which can be calculated by various approaches.

Nowadays basis sets less extended than the 6-31G one are no longer used for
medium size systems, but in the basis set choice the memory resources of the
available computers are essential. In particular, the calculation of correlation
energy at MP2 level (second order Moller—Plesset perturbation theory [125])
requires time and noticeable hard disk capacity, but, alternatively, very good
results can be obtained with modest computer performances by using func-
tionals (many people use the B3LYP [126-128] one) following the Density
Functional Theory (DFT). Very recently, the X3LYP functional has been
developed [129, 130], which is an extended hybrid functional combined with
the Lee—Yang—Parr correlation functional.

Even if basis set descriptions are easily available on all the user manuals
accompanying ab initio computation package, we will give here some short
news on the most used bases:

(a) the 6-31G**, which includes polarization functions, and 6-311++G(d,p)
(Ref. 131 and therein), which include polarization and diffuse functions;

(b) the cc-pVDZ (double zeta) and the cc-pVTZ (triple zeta) Dunning’s cor-
related consistent basis set [132—134], which can be augmented with diffuse
function inclusion (aug-cc-pVDZ, aug-cc-pVTZ); quadruple, quintuple and
sextuple zeta are available too, but are too onerous and, in our opinion, not
advisable for very limited energy improvement.

High-level calculations can be performed by means of the G2 (Ref. 135 and
therein), G2(MP2) (Ref. 136 and therein), G3 [137-139], G3MP2 and G3MP3
[140, 141] G3B3 and G3MP2B3 [142] methods of Pople and coworkers, as well
as the complete basis set CBS-APNO [143], CBS-Q (Ref. 144 and therein) and
CBS-QB3 of Montgomery, Peterson et al [145]. All of them compute the energy
of a molecular system through multi-steps internal predefined calculations in
order to improve the energy accuracy and to reduce, as far as possible, the
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mean absolute deviation from a set of more of a hundred of experimental
energies (dissociation energies, ionization potentials, etc.). The G2 energy,
based on the MP2(FULL)/6-31G* geometry (all electrons are considered,
MP2=FULL), is given by

E = E[MP4/6-311G(d,p)] + AE( +) + AEdf) + A + AE(QCI)

+ HLC + ZPE
where
(a) AE(+), AE (2df) and A are corrections arising from the use of limited basis
sets;

(b) AE(QCI) is the correlation energy contribution calculated at the fourth
order Moller—Plesset perturbation theory [125] and quadratic configuration
interaction (QCI [146, 147]) including single and double substitutions
(QCISD)

AE(QCI) = E[QCISD(T)/6-311G(d.p)] — E[MP4/6-311G(d.p)]

(c) HLC (high level correction) = —An, — Bng (4 =4.81 mh, B=0.19 mh), n,
and ng being the number of alpha and beta valence electrons, respectively;

(d) ZPE is the zero point correction energy calculated by scaling by 0.8930 the
vibration frequencies resulting from 6-31G(d) basis set.

The G2(MP2) [136] is a modification of G2 approach [135] which entails
significant savings in computing expenses and memory resources maintaining
high level results. It reduces the calculation of AE(+), AE(2df) and A to a single
step and uses MP2 instead of MP4, so that the G2(MP2) energy is

E = E[QCISD(T)/6-311G(d,p)] + ZPE + HLC + Appz
being
Ampr = E[MP2/6-311 + G(3df,2p)] — E[MP2/6-311G(d,p)]

The CBS-Q method is based on the same philosophy of G2 and requires the
following calculations [144]:
(a) UHF/6-31G™ geometry optimization and frequencies;
(b) MP2(FC)/ 6-31G" optimized geometry;
(c) UMP2/6-3114+G(3d2f,2df,2p) energy and CBS extrapolation;
(d) MP4(SDQ)/6-314+G(d(f)p) energy;
(e) QCISD(T)/6-314+ G™ energy.

The 6-31G™ basis is a modification of the 6-31G* one obtained through
combination of the 6-31G sp functions with the 6-31G** polarization expo-
nents. The CBS-Q total energy is given by

E(CBSQ) = E(UMP2) + AE(CBS) + AE(MP4) + AE(QCI)
+ AE(ZPE) + AE(emp) + AE(spin)

where AE(CBS) is obtained from the CBS extrapolation (Ref. 148 and therein)
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AE(MP4) = E[IMP4(SDQ)/6-31 + G(d(f)p)] — E[MP2/6-31
+ G(d(f)p)]

and
AE(QCI) = E[QCISD(T)/6-31 + G*]

AE(emp) and AE(spin) are an empirical correction and the spin contamination
correction terms, respectively, whose detailed calculation is given in Ref. 145.

The CBS-QB3 isamodification of the CBS-Q method, in which steps (b) and (¢)
are replaced with a B3LYP/6-31G ™" geometry optimization, following the DFT.

G3 is an evolution of G2 theory, in which the following main changes were
made:

(a) the 6-311G(d) basis set used as starting point for the MP4 and QCISD(T)

single point calculations is substituted with the 6-31G(d) basis;

(b) the 6-3114+G(3df,2p) basis used in G2 at MP2 level was modified to
include more polarization functions for the second row (3d2f), less on
the first row (2df), and other changes to improve uniformity. This basis is
termed G3 large (for more details see Ref. 137).

A variance of G3 is the G3S method [149], which replaces the additive HLC
of G3 theory by a multiplicative scaling of the correlation and Hartree—Fock
parts of the G3 energy. The best results of these methods give errors within
1 kcal/mol with respect to the experimental reference data. A comparison of
their performances is given in Refs. 150, 151.

3 DEFINITION AND EVALUATION OF THE HYDROGEN
BOND STRENGTH

3.1 Intermolecular Hydrogen Bonds

The hydrogen bond energy, Eyg, is not physically observable and therefore it is
not directly measurable. It is possible, however, to obtain theoretical estimates
provided that a zero point in the energy scale is defined. In the case of
intermolecular hydrogen bond, Eyp is the difference between the energy of the
adduct and the sum of the energies of the separate component molecules.
Unfortunately, the adduct contains more orbitals than each monomer and
this produces an artificial lowering of its energy with respect to those of the
isolated molecules. This occurrence is known as Basis Set Superposition Error
(BSSE), whose entity depends on the extension of the basis set adopted for
calculations and could not be negligible if the basis set extension is modest.
Various techniques have been suggested to minimize this error, but date the
most used approach is the a posteriori counterpoise correction scheme (CP)
suggested by Boys and Bernardi [152].

Another method for BSSE elimination is the Chemical Hamiltonian
Approach (CHA) formulated in 1983 by Mayer, whose basis idea is the
a priori exclusion of BSSE (Ref. 153 and therein cited) and in which every
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atom is treated as an independent subunit. In other words, the method allows
to identify and to omit those terms of the Hamiltonian, which cause the BSSE
effect. Since the method was found not appropriate for describing strong
interactions, it was successively improved [154, 155]. Despite the different
approaches, the a priori BSSE-free CHA method usually gives results similar
to those obtainable by the a posteriori CP BSSE correction scheme.

3.2 Intramolecular Hydrogen Bonds

The strength of an intramolecular hydrogen bond is generally defined as the
stability difference between the chelate and open conformations, this latter
being assumed as hydrogen bond free. Here BSSE is absent, even if according
to Jensen, a “basis set effect”, which can be considered as an intramolecular
BSSE “is always present when comparing energies of two different systems. As
the functions follow the nuclei, the basis set is different for each geometrical
configuration. This effect is small and is almost always ignored” [156].

A recent paper suggests the use of Extremely Localized Molecular Orbitals
(ELMO) to prevent BSSE instead of correcting the energies [157]. We do not
believe that the basis set effect is important in the intramolecular Eyp estimate,
especially if extended basis sets are used.

Two types of reference open conformations are possible, depending on if the
OH (open A) or the C=0 (open B) groups are rotated by 180°. It is implicit in
this definition that the open conformation is assumed as the origin (zero point)
of the Eyp scale and the resulting energies will be different, depending on if the
former or the latter reference conformation is adopted. Some considerations
are, however, to be made for well understanding the meaning and the reliability
of the numbers that will go to handle.

o o
R / R / M
o —R
: g
Open A Open B

(a) The difference between the energies of the chelate and open conformations
includes terms that are bound to different geometrical parameters in the
two cases (e.g., in malonaldehyde, at B3LYP/6-3114++4+G(d,p) level, the
COH and CCC angles are about 103° and 130° in the chelate and about
109° and 125° in the open forms, respectively).

(b) The intramolecular hydrogen-bonded molecules are generally planar
because the hydrogen bond damps the strain present in the chelate ring.
In their open form this strain is no longer balanced and in some cases the
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molecule tends to deviate from planarity (generally remarkable torsion
occurs around the C-C bond) as observed in malonamide, nitromalona-
mide and in 3-z-butyl- and 3-phenyl-acetylacetone [158-160].

(c) The open A conformation is by far the most commonly used zero point
reference in the Eyg evaluation. It is preferred because it preserves the cis
configuration of the two C=C bonds present in the chelate structure. In any
case it must be remembered that the “open A” form identifies a zero point
and the “open B” one another, different, “zero point” in the Eyg scale.
Comparison between Eyp values referring to different (non-homogeneous)
scales is meaningless.

The entity of an intramolecular hydrogen bond is affected not only by the
electronegativity of the heteroatoms involved in the bridge but also by the size
of the chelate ring. So, Eyp of a hydrogen bridge closing a six-membered ring is
higher than that of a pentatomic ring (e.g., in the ortho-halophenols), where the
possible conjugation contribution is weaker and the X—H---Y angle narrower
(in the range of 120° or less).

3.3 The Zero Point Vibration Energy Correction

All calculation methods furnish energies referring to a single molecule in its
ground state, in vacuum and 0°K, neglecting the vibrations occurring in the
molecular system. According to quantum mechanic theory, the vibration en-
ergy of an oscillator does not vanish in the ground state but it assumes the
0.5 hv value, termed “zero point vibrational energy’”’ (ZPVE). The calculated
electronic energy of a molecule having n vibrational degrees of freedom must
therefore be corrected by summing the quantity

1 n
Ezeve =5 > hv;
P

which can be obtained by performing a post-Hartree-Fock frequencies calcu-
lation after the geometry optimization process. A thermochemical analysis, at 1
atmosphere of pressure and 298.15°K (using the principal isotope for each
element type), is also carried out in all frequency calculations, but it is possible
to change these options by specifying suitable different temperature, pressure
and isotopes. It is fundamental, however, that the frequencies are calculated
with the same basis set and the same correlation energy procedure adopted for
the geometry optimization. So, for example, it is meaningless to add the ZPVE
calculated at Hartree-Fock level (HF) to the energy evaluated at MP2 or
B3LYP level (and yet similar corrections have been made for acetylacetone
[161, 162]).

In our opinion, ZPVE correction is also discommended when a transition
state (which often is a first-order saddle point) is handled because the contri-
bution due to the degree of freedom corresponding to the negative frequency is
ignored. Now, if the negative frequency is small the error could be small, vice
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versa the error is not negligible if the frequency is high. The question is delicate
in the case of low barrier hydrogen bonds (LBHB), i.e., in the case of com-
pounds showing hydrogen bridges with very short O---O (or X---Y in general)
distances, where the AE between the most stable Cs conformation and the
symmetric Cyy one is very small. For example, in nitromalonamide the sym-
metric conformation is 5.4 (B3LYP/6-3114++G(d,p)) or 4.9 kJ/mol (B3LYP/6-
31G**), more stable than the asymmetric one after ZPVE correction, but
negative frequencies of —646.8 and —511.5cm™! (corresponding to a ZPE of
3.87 and 3.06 kJ/mol) are predicted by the two basis sets, respectively [163].
At B3LYP/cc-pVDZ level of theory, the Cs conformation is 0.31 kJ/mol more
stable than the C,y one, which, on the contrary, becomes 4.9 kJ/mol
more stable than the former after ZPVE correction [164]. In such situation,
the discussion on the most stable conformation is a non-sense. Indeed, since
Eypg is the AE between the open and chelate conformations, the cumulative
ZPVE correction effect on the hydrogen bond strength is small and limited to
few kJ/mol units, whereas it is important for the determination of the barrier to
the proton transfer process. This barrier in nitromalonamide, without consid-
ering ZPVE correction, amounts to only 1.39 kJ/mol [159] at B3ALYP/6-311++
G(d,p) level, both in gas and in aqueous solution.

3.4 Semiempirical Relationships

As it previously pointed out, the (“non-observable”) hydrogen bond strength is
strictly connected to other observables, as A5, O—H torsional and vibrational
frequencies and O- - -O distances. Very good correlations of the chemical shifts
of 'H, as well as of 170 and "3C of the carbonyl groups, have been found both
for primary and secondary 1,2-disubstituted enaminones [86] and for cyclic and
acyclic N-aryl enaminones [165]. Excellent linear correlations were found
between chemical shift tensors and bond distances in solid, too [83]. After
fitting 59 full O-H---O hydrogen bond lengths measured in small molecules
by high resolution X-ray crystallography, the following empirical equation for
obtaining O---O distances (error within <0.05 A) from chemical shifts was
given (Refs. 166, 167 and therein) (ro..o in A, 6 in ppm).

ro..0 =5.04 — 1.161n6 + 0.04475

In order to correlate the spectroscopic observables to the Eyg, several semi-
empirical relationships have been suggested in the past years.

Analysis of NMR spectra of some ortho-substituted phenol derivatives
allowed to draw the following relationship between Aé and Eyg:

(A& is relative to phenol in part per million, Eyp in kcal/mol) proposed in 1975
[168]. According to the theory of Altman et al. [169, 170], the difference of
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chemical shift of the hydrogen-bonded protons and deuterons in the 'H- and
2H-NMR spectrum, A[8('H) — 8(*H)], is bound to the category of hydrogen
bond. The hydrogen bridge will be weak if A[5(*H) — 8(*H)] is near zero, whilst
negative and positive values correspond to strong and very strong hydrogen
bonds, respectively. Some literature data (Tetrametylsilane reference) [171],
mainly concerning B-diketone derivatives, are collected in Table 1.

A good linear correlation exists between the OH stretching mode frequency
and the O---O distance for the weak hydrogen bonds (rg..o range 2.9-3.4 A),
which deviates from linearity for strong and very strong hydrogen bonds [172].

Several equations for fitting the curves obtained by plotting a graph of voy
versus ro..o (showing exponential shape) and, in turn, the energy correspond-
ing to each frequency were also developed. Among these we remember the
Lippincott—Schroeder [173, 174], the Reid [175] and the Bellamy-Owen [176]
potential energy functions.

The Lippincott—Schroeder relationship, at first deduced for the linear O—
H- - -O bridge, describes the hydrogen bond in terms of a covalent resonance
system involving the X "H-Y* and X-H:Y structures. Later it was extended to
other homo- (S-H---S, N-H- - -N) and heteronuclear (O-H- --S, S-H---O, N-
H---O, O-H- - -N) bridges [174]. Briefly, the Eygs are calculated as a function of
the X .Y distance and the X-H---Y angle as

Enp = f[d(X---Y), «(X-H---Y), pj]

where p; is a set of empirical parameters characteristic of the hydrogen bond
type. It has been successfully used by Gilli et al. [177-179]. who produced also a
computational package available on request [180]. However, it has been also
pointed out that the Lippincott-Schroeder potential is able to reproduce the
shape of the protonic potential in O-H- - -N systems in gas phase only if some of
its parameters are calibrated to fit high level ab initio data [181].

Table 1. Isotope effect on the chemical shifts of some hydrogen-bonded protons (data extracted
from Ref. 171)

Compound 8('H) (ppm) A3('H) — 8CH)] (ppm)
Malonaldehyde 13.99 +0.42
Acetylacetone (pentane-2,4-dione) 15.58 (Neat) +0.50
2,4-Phenyl-acetylacetone 17.61 (C¢Hg) +0.72

15.52 (CCly) +0.45
3-Methyl-acetylacetone 15.02 (C¢H1») +0.45
Hexafluoro-acetylacetone 13.1 (Neat) +0.30
3-Propyl-acetylacetone 16.75 (Neat) +0.66
3-(4-Methoxyphenyl)-acetylacetone 16.65 (Neat) +0.31
Salicyl aldehyde 11.0 (CH,Cl,) +0.06

11.03 (CDCly) —0.03
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The Reid potential function [175] is derived by the Lippincott—Schroeder
one, with the aim of a better description of the O-H- - -O bonds and takes into
account also the OH and O- - -O stretching motions.

The Bellamy—Owen relationship [176] is based on the calculations of the van
der Waals forces by means of a 6-12 Lennard—Jones potential function, which
can be written as

(-

where &, is the depth of the hole and d is the distance at which the energy
vanishes. The d values were firstly based on the collision diameter of molecules
in gas phase and subsequently modified to fit the experimental plots. The
proposed empirical correlation to the frequency shift of the donor stretching

mode is
12 6
o] (40
r r

and d assumes the values of 3.2, 3.35, 3.4, 3.6, 3.85 and 3.9 for the F-H- - -F,
O-H---O, N-H:--F, N-H:--0O, N-H:--N, O-H---Cl and N-H- - -CI bridges,
respectively. When applied to 3-(3,4,5-trimethylphenyl)pentane-2,4-dione [182],
a Eyg of 110 £ 10kJ/mol was estimated.

Although in many cases the deduced energies are sufficiently satisfactory,
such functions must be used with caution. It has been proved that in intramo-
lecular O-H---O bridge the low X-H stretching mode frequency may be a
consequence of the molecular symmetry instead of a very large increase of the
FEyg, and it has been also inferred that the maximum Eyp increment on rg..o
shortening is about 30 kJ/mol [183]. In the C5, structure, wpich should exhibit
the strongest hydrogen bond, ro..o is in the range 2.3-2.4 A. If the hydrogen-
bonded atoms are connected through a w-conjugated framework, as in
B-diketones, the charge flow from hydrogen to oxygen increases in consequence
of the enhanced conjugation so contributing to the hydrogen bond strengthen-
ing (RAHB). It is also to be remembered that the very short O---O (or X:--Y,
in general) distance may be governed by peculiar geometrical situations, as
steric effects are caused by repulsive interactions between cumbersome sub-
stituent groups. When the hydrogen bond strengthening is no longer able to
balance the increased strain deriving from ro..o shortening the chelate ring
begins to lose its planarity.

3.5 Strategies for Eyg Calculation and Comprehension

Eyp is classically defined as the energy difference between the open and chelate
conformations, i.e., it denotes the stabilization experienced by the open conform-
ation when the OH group rotates by 180° to close a hexatomic or pentatomic
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chelate ring. But, what happens when an open conformation does not exist?
Examples are formazan and carbonylamine, whose most stable conformers are
shown in the scheme, and all molecules in which the donor is the amino group,
whose 180° rotation gives back the starting chelate form. In addition, in some
cases, it happens that the open form is stabilized by another hydrogen bond which
distorts the strength obtained for the O-H- - -O bridge. An example is hexafluoro-
acetylacetone, in which the hydroxyl interacts with a fluorine atom of the adja-
cent CF; group giving rise to a weak O-H- - -F bridge [184].

F
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Formazan Carbonylamine Hexafluoro—acetylacetone
(open)

To bypass these problems it has been tried to use the rotation barriers for
obtaining Eyp estimates. In fact, it has been observed during our studies that
the rotation barrier (RB) of a hydrogen-bonded OH group is higher than that
of a free OH, because when the rotation starts it must overcome the Eyg.
Thereby it can be written that the rotation barrier is given by

RB = Eyg + actual RB

Consequently, Eyg is the difference between the OH barrier calculated in the
chelate conformation and the same barrier calculated in a molecule structurally
close to the examined compound but hydrogen bond free. In most of our
calculations, the reference molecule was attained by substituting the hydrogen
bond acceptor fragment with a H atom. When tested on malonaldehyde and
acetylacetone the approach worked very well [185]. The method was then
applied with discrete success to many other molecules as formazan [186],
carbonylamine [187], hexafluoro-acetylacetone [184], glyoxaloxime [188], 2-
nitroresorcinol, 4,6-dinitroresorcinol and 2-nitrophenol in vacuum and in so-
lution [189], malonamide and nitromalonamide [158] and ortho-halophenols
[190].

Another approach for Eyg evaluation exploits the stabilization energy ob-
tainable by considering thermochemistry of appropriate isodesmic reactions for
calculating the isodesmic (from greek: wwog = equal and dggop. = bond) reac-
tion’s enthalpy (AHj,) [191-193]. Reagents and products in such reactions
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must have the same number of carbon (in similar valence state) and hydrogen
atoms and equal number of double and single bonds. Adoption of extended
basis set is suggested. By using the following isodesmic reactions and MP2/6-
31G** calculations:

CH,CHOH + CH,CHNO,; — HOCHCHNO, + CH,CH,
CgHsNO; + C¢gHsNO,; — 0-HOC¢H4NO, + C¢Hg

Varnali and Hargittai found energies of 30 and 12 kJ/mol for the intramolecu-
lar hydrogen bond formation in 2-nitrovinyl alcohol and 2-nitro phenol, re-
spectively [194]. They are far from 57.45 and 50.07 kJ/mol, respectively,
obtained according to the classical procedure at B3LYP/6-31G** level [189].
To be remembered that the isodesmic reaction technique cannot be used for
activation barriers and that different energies will be predicted by different
isodesmic reactions.

4 ENERGETICS OF HYDROGEN BONDS

According to Hibbert and Emsley [171], from the relative positions of the
hydrogenated and deuterated compound in the potential energy well and
from the ro..0 shortening with respect to the sum of van der Waals radii,
three kinds of hydrogen bonds can be identified: weak (energy in the range
10-50 kJ/mol), strong (energy in the range 50-100 kJ/mol), very strong (energy
higher than 100 kJ/mol).

Following the analysis of Gilli [31] concerning the nature of the homonuclear
hydrogen bond, the O-H- - -O bridges can be grouped in five classes, labelled as:
(a) (—)CAHB, [-O:---H---O—] (negative charge-assisted H-bonds);

(b) (+)CAHB, [=O---H---O=]" (positive charge-assisted H-bonds);

(c) RAHB, [-O-H- - -O=] (resonance-assisted H-bonds);

(d) PAHB, [---(R)O-H: - -O—-(R)O-H- - -] (polarization-assisted H-bonds);

(e) IHB, [-O-H---O<] (isolated H-bonds, non-charged, non-resonant, non-
cooperative H-bonds).

Strong hydrogen bonds (termed also Lower Barrier Hydrogen Bonds,
LBHBs) [195] belong to the first three classes, whereas the moderate and
weak ones are grouped in the fourth and fifth classes, respectively. The first
two classes include the N-H---O~, O-H---N~ and N-H" - -- O bridges too,
whilst the N=H --- O and O-H - - - N ones belong to the third class.

As previously mentioned, the electrostatic character is maximum in a
weak X—H---Y hydrogen bond, whereas a strong hydrogen bond is a mixture
of both covalent and electrostatic contributions. Gilli et al. [178] pointed
out that the covalent part increases ‘“while the difference of proton
affinities, APA = PA(X™) — PA(Y), or acidity constants, ApK, = pK,(X — H)
—pK,(X —Y™), is approaching zero and, when this limit is achieved, very
strong and symmetrical X: - -H- - Y bonds are formed which are better classified
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as a three-center-four-electron covalent bonds, that is a 1:1 mixture of the two
X—H:--Y < X---H-Y VB resonance forms”. In these conditions, the sys-
tem lies in a symmetric single well and shows the shortest possible X---Y
distance.

Anyway, it must be said that the RAHB concept has been just lately ques-
tioned on the ground of theoretical and NMR studies [196, 197].

4.1 The O-H. - -O Bridges

Among the O-H---O intramolecular hydrogen bonds, those of B-diketone
enols are resonance assisted and characterized by a low barrier in the proton
transfer pathway between two equivalent tautomeric forms, through the
H-centred (Cy,) conformation representing the transition state (Fig. 4).

Malonaldehyde is undoubtedly the most studied among these compounds
(see, e.g., Refs. 183, 198-203 and therein). The barrier height for its proton
transfer interconversion was calculated as about 15.2 kJ/mol [183] at MP2/
6-31G** level, in good agreement with the literature theoretical data
[204-206] and lower than the upper limit of 25 kJ/mol suggested by NMR
studies [207]. In its derivatives, the Eyp increases with the dimensions of the
substituent groups and with their electron withdrawing or donating power. At
the best of our knowledge, the highest Eyp estimate in the diketones family is
that of nitromalonamide (113.6-116.3 kJ/mol at MP2/cc-pVTZ and B3LYP/cc-
pVDZ levels, respectively [164]), mainly because its chelate conformation is
stabilized by two additional, weaker, (H)N-H- - -O(N) hydrogen bridges occur-
ring between the NO, and the neighbouring amino groups [158, 159]. Neutron
diffraction spectra accompanied by theoretical investigations showed that the
molecular geometry is very close to the Cy, symmetry (ro..0 = 2.39A) whereas
the enol hydrogen vibrates nearly freely with a frequency of ~2000cm~! in a
nearly symmetric single-minimum potential curve [164]. The potential energy
curves for the proton transfer pathway, calculated at B3LYP/6-311++G(d,p)
level (Fig. 5) confirm this conclusion [159].

Ra
(0]
Ry H
Ra

Figure 4. Tautomeric conformations of B-diketones.
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Figure 5. Potential energy curves versus ro-y in vacuum and in water solution for some frozen ro...o
values of nitromalonamide. (Reprinted from Ref. 159 with permission from Elsevier.)

The extent of delocalization inside the hydrogen-bonded ring can be repre-
sented by the “coupling parameter”, A, introduced by Gilli et al. [30] defined as

_ 19l
0.320

where |Q| = ¢q1 + g2, g1 = rc—o — rc—o and g2 = rc—c — rc=c; A = 1 denotes a
fully w-delocalization whereas A = 0 denotes a fully w-localization.

A slightly different parameter, termed “resonance parameter”’, Arp, has been
introduced by Grabowski [208] for describing the resonance within the RAHB
systems. It is defined as

Arp = 0.5[(Ad® — AdS)/Ad? + (AdS — AdS)/AdS]

where

AdY = |de—c —dc—c|®  Ady = |dc—o — dc—ol®
Ady = |dc—c — de—c|* AdS = |dc—o — dc—o|*

and the superscripts refer to the open and chelate conformations, respectively.
It correlates very well with Gilli’s A-parameter (Fig. 6a).

In the same paper [208] an approach for partitioning the Eyp into two terms
(the “ring closure energy’” and the “m-delocalization energy’’, as schematized in
Fig. 7) was also suggested.

The ring closure energy (Fig. 7) is the |AE| between the energy of the open
conformation (Ep) and the energy of the chelate conformation having the same
geometry of the open one (£'), i.e., it is the energy gained by the system when its
chelate ring is closed. The second term is the |AE| between E" and the energy
of the full optimized chelate conformation (E¢), i.e., it is the energy gained by
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Figure 6. Correlation between A-parameter and Arp-parameter (¢) and between the m-electron
delocalization and the hydrogen bond energy (5). (Reprinted from Ref. 158 with permission from

Elsevier.)

the system evolving towards its most stable structure. Analysis of p values
obtained by the AIM method showed that this term is mainly bound to the
“mr-delocalization energy”.

The results of the above procedure, when applied to the malonaldehyde
derivatives [158], evidence some important peculiarities (Table 2). A good linear
correlation between the m-delocalization energy versus Eyp (Fig. 6b) is found
only if the values deduced from full planarity imposition to the open form are

Open
form

Ring
closure
energy

Closed
form
geom.open
frozen

n-Delocalization energy

Closed
form
optimised
geometry

Figure 7. Scheme of Eyp partition according to Ref. 208.
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Table 2. Grabowski m-delocalization energies (kJ/mol) and resonance parameters for the O-H- - -O
bridges of some malonaldehyde derivatives, calculated at B3LYP/6-31G** level (reprinted from
Ref. 158 with permission from Elsevier)

Compound 0.0 (1"%)a Erc® w-Energy® Ad Arp® Eug

Malonaldehyde 2.555 (2.865) 47.53 15.31 0.560 0.417 62.84
2-Amino-MDA 2.554 (2.850) 52.96 16.21 0.463 0.345 69.17
3-Amino-MDA 2.558 (2.828) 46.08 13.60 0.546 0.408 59.68
4-Amino-MDA 2.443 (2.849) 56.93 34.09 0.846 0.796 88.89
3-Nitro-MDA 2.534 (2.789) 46.42 13.53 0.422 0.193 59.95
Malonamide 2.474 (2.824) 56.58 30.70 0.667 0.561 87.28
Nitromalonamide 2.380 (2.704) 42.15 70.18 0.829 0.760 111.81
NO, rotated by 90° 2.479 (2.848) 39.36 46.47 0.659 0.550 85.83

Open form forced to full planarity

Malonamide 2.474 (2.794) 63.89 30.09 0.667 0.526 93.98
Nitromalonamide 2.380 (2.515) 96.04 20.72 0.829 0.724 116.77
NO; rotated by 90° 2.479 (2.737) 74.56 21.64 0.638 0.531 96.20
t-Butyl-acetylacetone 2.359 (2.424) 78.29 15.65 0.700 0.647 93.94

# Values in parentheses refer to the open conformation
® Erc = ring closure energy

¢ Grabowski w-delocalization energy

9 Gilli’s parameter

¢ Grabowski’s resonance parameter

ruled out. Indeed, the strongly different resonance and ring closure energies
found when the nitromalonamide and 3-z-butyl-acetylacetone open conforma-
tions were forced to full planarity indicate that they are strictly intercorrelated
and affected by spurious terms connected with the strain amount inside the
chelate ring. In fact, the planarity loss implies also a resonance loss (weakening
of the m-electron flow) and a lowering of the repulsion terms with respect to
the unstable full planar open structure with a consequent decrease of the
w-delocalization and a simultaneous decrease of the ring closure energies.
The effect is much less evident in malonamide since here the deviation from
planarity is lesser than in nitromalonamide, even if, in both molecules, the Eyp
values are by far less affected by non-planarity than the related ring closure and
w-delocalization terms.

For the examined molecules, a good correlation was found between Eyg and
the OH stretching mode frequencies (Fig. 8a) as well as between the electron
population along the O- - -H axis and the same OH stretching mode frequencies
(Fig. 8b).

In the energy partition scheme proposed by Gomak [209], the conformation
resulting after 180° rotation around the C=C bond of the chelate form is
assumed as zero point for the Fyp scale and the resonance stabilization energy
is identified with the AE between this and the classic open conformation (open A
in Sect. 3.2). For malonaldehyde, it amounts to 20.2 kJ/mol (MP4/6-311G(d,p)//
MP2/6-31G(d,p) without ZPVE correction), i.e., about 5 kJ/mol higher than
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Figure 8. Graphs of Eyp (a) and O---H electron population (b) versus voy. (Reprinted from
Ref. 158 with permission from Elsevier.)

that obtained at B3LYP/6-31G** level (see Table 2) according to Grabowski’s
scheme, and 8.7 kJ/mol higher than the value obtained by Grabowski (MP2/6-
3114++G**) [208].

B3LYP/6-311++4G(d,p) calculations have shown that in diketones with two
resonance-assisted hydrogen bonds, as 2,4-dihydroxy-but-2-ene-4-diol, no rise
of the resonance effect is noted and the mw-delocalization energy of the closed-
open conformations is greater than in the most stable conformers with two
closed rings [210].

Substitution of the malonaldehyde C=0 framework with a N=O group gives
rise to nitrosoethenol and/or glyoxalmonoxime molecules, which are interesting
systems for investigating the Eyp changes in the new O-H---O hydrogen
bridges.
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Nitrosoethenol Glyoxalmonoxime

The main remark is that the linear, hydrogen bond free, s-Trans-Anti-Trans
(TAT) is the most stable conformations of glyoxalmonoxime, both at B3LYP/
6-31G** and MP2/6-31G** level of calculations [188]. The strength of the
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O-H---O bridge of the chelate conformation is 26.29 kJ/mol (MP2) and
22.53 kJ/mol (B3LYP), respectively, whilst in nitrosoethenol it rises to
58.79 kJ/mol [188]. All these energies nearly halve in water.

The single O-H---O hydrogen bond present in 2-nitrophenol, I (ro..0
=2.562 A, Eyg = 50.1kJ/mol), is about 6 kJ/mol stronger than those of
2-nitroresorcinol, II (ro.o =2.542A), and nearly equal to that of 4.,6-
dinitro-resorcinol, III (ro..0 = 2.558 A, Eyp = 49.8 — 52.0kJ/mol, depending
on if it is calculated with respect to the syn—anti or anti—anti reference con-
formations) (B3LYP/6-31G** calculations [189]).
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In catechol (2-hydroxyphenol) [211, 212], and in the parent guaiacol [211],
a hydrogen bond enthalpy amounting to about 21 kJ/mol was calculated
(B3LYP/6-31+G(3,pd), which proves that the strength of a hydrogen bridge
closing a pentatomic ring (O—H- - -O angle in the range of 120° or less) is much
weaker than in B-diketones (O-H---O angle ranging from 140° to 150°).
It halves in aprotic dipolar solvents as acetonitrile or acetone and practically
vanishes in strong dipolar solvents as ethanol or water [211]. However, the most
recent investigation accompanied by AIM analysis excludes the presence of
intramolecular hydrogen bond in catechol and in 1,2-ethanediol [213].
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Four conformations showing O-H---O hydrogen bridge are possible for
salicylic acid, the most stable of them is here labelled A [214] and is followed
by C at 16.9 kJ/mol higher energy, according to B3LYP/6-311+G(2d,p) pre-
dictions. Eyp (47.2 kJ/mol) is practically equal to that calculated at B3LYP/6-
311+G(d) level (46.5 kJ/mol) by Kwon [215] and negligibly lower than found
for salicylaldehyde (48.7 kJ/mol) [216].
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The intramolecular hydrogen bridges in the amino acid are generally weak.
According to the most recent theoretical study [217], at least five types of
intramolecular hydrogen bonds involving the OH group were found in the
series of 74 unique stable conformations of serine (HOOC-CHNH,-
CH,OH) identified after optimization of all the 324 possible trial structures:
(a) CH,OH---O(H)-C=0
(b) CH,OH---O = C-OH
(c) CH,OH---NH,

(d) O =C-OH:--OH-CH,
(e) O=C-OH---NH;

The AE between the most and the less stable conformations is 59.4 kJ/mol
(B3LYP/6-3114+G**) but the four most stable conformers, stabilized by the
above cited E-type hydrogen bridges, lie in an energy range lower than 4.2 kJ/
mol. Analogous hydrogen bond interactions governing the most stable con-
formations were found in Ref. 218.
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AE=0.0 AE=7.92 AE =10.06 kJ/mol

Two O-H- - -O hydrogen bonds closing five-membered chelate rings are those
recognized in the cis—Trans—cis conformation of oxalic acid. According to the
most recent theoretical study [219] at MP2/6-3114++4G** level of calculations,
their overall strength is 10.06 kJ/mol. The trans—Cis—trans (tCt) conformation
is about 2 kJ/mol over the trans—Trans—trans (tTt) one, so it can be argued that
the trans accommodation of the double bonds is favoured by conjugation. A
similar result was found in 3-formyl-malonaldehyde [220]. The expected
equivalence of the two hydrogen bonds is not supported by the reported AE
values; very likely they are mutually reinforced and the breakage of one of them
strongly weakens the remaining one, owing also to the concurrent collapse of
the ring conjugation. Indeed, it must be pointed out that the above AFEs,
notwithstanding calculated according to the classic procedure (rotation of the
OH group(s) by 180°), are not comparable with Eypg scale of B-diketones
because the cis—Trans—trans and the trans—Trans—trans conformations of oxalic
acid are stabilized by one and two O-H---O hydrogen bridge(s), respectively,
of the carboxylic framework(s) closing a four-membered ring. The strength
of this bridge in formic acid, calculated at B3LYP/6-311++G(d,p) level, is
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19.1 kJ/mol. An analogous situation is that of pyruvic and glyoxylic acids [221,
222]. Use of the rotation barriers in these cases could contribute to get more
realistic Eyp estimates.

4.2 The N-H: - -N Bridges

The N-H- - -N intramolecular hydrogen bridges are generally weaker than the
O-H---O ones. In formazan [186] the calculated (MP2/6-31G**) N---N and
N---H distances are 2.586 and 1.851 A, respectively (2.599 and 1.858 A at
B3LYP/6-31G** level) but, as already mentioned, Eyp cannot be obtained
according to the classic procedure because the amino group prevents the
formation of the hydrogen bond free open conformation. Following the rota-
tion barrier approach [185], it was argued that its most probable value should
be in the range of 30 kJ/mol.

Porphyrins and aminoderivatives of formylfulvene contain N-H- - -N bridges
too, but in this case also their strength is not valuable according to the classic
approach.

H
/
N\
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H
R = bulky alkyl groups N-N’-diphenyl-6-aminofulvene-2-aldimine

However, the 6-aminofulvene-2-aldimines, where the central hydrogen is
rapidly exchanged between the two amino nitrogen atoms [223], are hypothe-
sized to be LBHB systems with a double well potential and have been studied
by the isotopic perturbation of equilibrium technique [224-226]. The lowest
barrier to proton transfer calculated at B3LYP/6-31G* level was 18.8 kJ/mol
(7.3 kJ/mol after zero-point energy correction) in strong contrast with the
49.4 kJ/mol coming from HF/6-311G** results [224].

4.3 The Heteronuclear Hydrogen Bridges

When different heteroatoms are involved in the donor and acceptor groups the
hydrogen bond is named “‘heteronuclear”. Its strength is generally weaker than
that of the homonuclear one and depends strongly on the proton affinity of the
donor and acceptor groups, the strongest ones being those in which the proton
affinity difference (APA) vanishes [178]. Some of these intramolecular hydro-
gen bond classes are briefly discussed here.
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4.3.1 The N-H---O and O-H---N Bridges

Typical intramolecular hydrogen bridges involving nitrogen and oxygen are
those present in carbonylamine (3-amino-acrolein or 4-amino-3-penten-2-one,
in the following labelled CA) and enolimine (EI) [187, 227, 228]. CA is the most
stable among the four possible conformations, but, once again, its N-H---O
hydrogen bond strength cannot be estimated according to the classic conven-
tion even if it has been deduced that the most probable value is in the range of
30 kJ/mol [187, 227]. In the analogous bridge of enolimine, Eyp is 11.2-13.0 kJ/
mol at B3LYP/6-31G** and MP2/6-31G** level, respectively [187], and
18.6 kJ/mol according to MP2/6-31G* calculations [227]. On the contrary,
Epp values of 76.7 [227], 71.86 (ro.~ = 2.548 A, B3LYP/6-31G**) and
68.67 kJ/mol (ro..n = 2.580 A, MP2/6-31G**) [187] (confirmed by the rotation
barrier method) are reported in the literature for the O-H---N bridge of
enolimine. They suggest that this bridge is a little stronger than the O-H---O
bridge of malonaldehyde.
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Very interesting is the ketohydrazone system, in which the tautomer A is
more stable than its azoenol B one, owing to the greater proton affinity of
nitrogen with respect to oxygen. The stability order reverses if a phenylene
moiety is fused with the H-bonded ring, whilst the fusion with a naphthalene
ring makes A and B tautomers nearly isoenergetic (a loss of the resonance
energy of the aromatic ring occurred [Ref. 179 and therein]). The N---O
distance lowers from the range of 2.67 A t0 2.50-2.52 A.

\/ \/H

PR,

Ketohydrazone Azophenol

The strength of the O—H- - -N bridge of 8-hydroxyquinoline in gas phase [229]
was found to be ~32.6kJ/mol at DFT MPW1K/6-3114++G(2d,3p)/MPW 1K/
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6-3114++G(d,p) level (rn.g = 2.098 A, ro.N = 2.686 A) in good agreement
with the experimental value of about 25 kJ/mol deduced on the ground of the
OH stretching frequencies [230]. It lowers to 21.8 kJ/mol in acetone and
10.8 kJ/mol in water (PCM calculations [229]).
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A barrier of about 20 kcal/mol (about twice that of 8-mercaptoquinoline)
has been calculated for transferring the proton from O to N, both in vacuum
and in water solution. The pentatomic chelate ring and the OH stretching
frequency (3418 cm™') [231] justify the weakness of the bridge.

4.3.2  The Hydrogen Bonds Involving Sulphur

The S atom can form a variety of intramolecular hydrogen bonds, as the
S-H---S, S-H:--O and O-H- - S, the latter being the strongest one. The S-H

--S bridge of dithiomalonaldehyde and dithioacetylacetone (for which no
experimental information exists at the best of our knowledge), is by far weaker
than the O-H- - -O one of malonaldehyde and acetylacetone. At MP2/6-31G**
level of theory its Eup was calculated as 5.59 kJ/mol in the former
(rs..s = 3.421 A rs—g = 1. 349A rs.g = 2. 209A) and 6.39 kJ/mol in the latter
compounds (rs..s = 3.371 A rs—g = 1. 354A rs.g = 2.133 A) which become
13.23  (rs.s = 3. 377A, rs—n =1 393 A, re.n =2. 107A) and 14.60 kJ/mol
(rs..s = 3.324 A, rs—g = 1.403 A, rs..g = 2.023A) at B3LYP/6-31G** level
[232]. The barrier to the proton transfer process is about 15 kJ/mol in both
molecules at MP2 level and 7.3-7.5 kJ/mol when the B3LYP functional was
adopted. Insertion of the cumbersome ¢-butyl group in position 3 produces a
shortening (0.070 A at MP2 and 0.053 A at B3LYP level) of the S- - -S distance
whilst Eyp lessens by about 4 kJ/mol, regardless of the approach adopted for
the correlation energy calculation. This means that the S---S shortening is
accompanied by a strain increase inside the chelate ring, which cannot be
quite damped by the hydrogen bridge. Very likely the weakening is bound to
the greater dimension and lower electronegativity of the S atom with respect
to oxygen.

Thiomalonaldehyde and thioacetylacetone can exist in the enol and enethiol
tautomeric forms, the enol being the most stable one (Refs. 233, 234 and
therein). According to high level calculations [235], the enethiol tautomer
becomes slightly favoured (0.84 kJ/mol at MP2/6-31+G(d,p) and G2(MP2)
level of calculations) after correlations inclusion and/or ZPVE correction.



80 Buemi

R R
H P —— H H
s N s’
R R
Enol Enethiol

The strength of the O-H- - -S bridge was estimated as 47.7 kJ/mol whereas
that of the S—H---O is about 8.8 kJ/mol [235], only slightly higher than the
above cited value of the S—H- - -S bridge obtained at MP2/6-31G** level. The
barrier for the enol — enethiol tautomerization process is 13.39 kJ/mol
(G2(MP2)) and is strongly depending on the correlation energy (inclusion of
correlation effects decreases the barrier height by a factor of 5). B3LYP/6-
31G** calculations predicted Eyxp of 61.1 and 65.7 kJ/mol for the O-H---S
bridges of thiomalonaldehyde and thioacetylacetone (63.8 and 56.8 kJ/mol at
MP2 level), not far from 62.8 and 72.9 kJ/mol obtained for the O-H- - -O bridge
of malonaldehyde and acetylacetone [185]. The same basis predicted strengths
of 10.9 and 7.6 kJ/mol (B3LYP) for the S-H---O bridges, which lower to 7.4
and 3.6 kJ/mol if correlation energies are evaluated at MP2 level. The rotation
barrier method reproduces very well the strengths of the O-H---S bridges
evaluated according to the classic method but fails when applied to the
S-H---O or S-H---S ones [185]. Obviously, the above Eyp values change
under substituent effects depending on their nature, position and electron
withdrawing or donating power [236].

The IR spectra of thiosalicylic acid and its S-methylated compounds exclude
that intramolecular hydrogen bonds involving S are formed since only OH
single bands of the cis-carboxyl structure are observed [237].
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Thiosalicylic acid  2-Hydroxy-thiono- 2-Mercapto- 2 Hydroxythlophenol
benzoic acid benzaldehyde

In 2-hydroxy-thiono-benzoic acid, the B3LYP/6-3114+G(d) Eyp value of the
O-H---S bond is 41.1 kJ/mol [215] but falls to 6.4 (B3LYP/6-311+G¥) or
7.45 kJ/mol (B3LYP/6-31+G*) in the S-H---O bridge of 2-mercapto-
benzaldehyde [216]. The structure A of 2-hydroxythiophenol, in which the SH
group assumes a gauche position, is energetically favoured to B. The strength of
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the O—H- - -S bridge is about 14.2 kJ/mol whilst that of the S—-H- - -O bridge in B
is 4.9 kJ/mol (B3LYP/6-31+G*) [212].
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The strength of the N-H---O bridge of ortho-amino-furanaldehyde, calcu-
lated as 26.02 kJ/mol at B3LYP/6-31+G* level (with respect to the Z con-
former) was found about 5 kJ/mol lower than that of the N-H- - -S hydrogen
bond of ortho-amino-furanthioaldehyde (30.92 kJ/mol) [238]. Such values be-
come 14.06 and 16.86 kJ/mol, respectively, when calculated in DMSO solution
(¢ = 46.7) following the Onsager self-consistent reaction field method.

The S-H---N intramolecular hydrogen bond of 8-mercaptoquinoline has
been studied recently in the gas phase and in solution [239]. Its strength
(difference of sums of electronic and thermal enthalpies including ZPVE cor-
rections) is about 9.6 kJ/mol in vacuum and 6.09 kJ/mol in aqueous solution
(MPW1K/6-311++G(d,p)). The barrier height (10.585 kcal/mol) suggests that
the proton transfer from S to N occurs with difficulty whilst the opposite
process is practically spontaneous.

S-H- - -S bridges are also present in the highly flexible 1,2-ethanedithiol, for
which ten local minima have been theoretically recognized [240, 241]. The
energy differences of all these rotamers fall in the range of 15 kJ/mol and a
complex equilibrium mixture of several rotameric forms of the molecule exists
in gas phase. The difficulty in selecting an appropriate hydrogen bond free
reference conformation does not allow to deduce well-defined Eyp values,
which, however, were roughly estimated to fall in the range 5.7-6.5 kJ/mol
(HF/6-31G**), i.e., nearly equal to the 6.29 kJ/mol deduced for the S-H---O
bridge of mercaptoethanol [242], which, in turn, is in good agreement with the
7.53 kJ/mol value reported in Ref. 243.

4.3.3 Hydrogen Bonds Involving Halogens

The intramolecular hydrogen bonds involving halogens are rather weak. Some
O-H- - -F bridges, theoretically recognized in secondary conformations of hex-
afluoro- and trifluoro-acetylacetone, show strengths in the range of 10 kJ/mol
or less [184] and still weaker are those found in 3,3,3-trifluoro-propanol [244].
Ab initio results evidencing the effects of the hydrogen bond on the geomet-
rical parameters of 2-trifluoro-methylvinyl-alcohol [245], 2-trifluoromethyl-
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resorcinol, 2,6-bis(trifluoromethyl)-phenol [246] and 2-trifluoromethyl-phenol
[247] are available in the literature. In these molecules the O- - -F distances range
from 2.66 t0 2.77 A (ry..r from 1.853 to 1.983 A), with O-H- - -F angles nearby
137-140°. Where reported, Epp is strongly affected by the technique adopted
for its calculations. So, in 2-trifluoro-methylvinyl alcohol (ro..r = 2.73 A,
rg..F = 1.96 A) the ZPVE corrected Eyp estimated on the ground of hypothet-
ical isodesmic reactions (3.1 kJ/mol (MP2/6-31+G**)) is in contrast with the
AE between the chelate and open structures (20.3 kJ/mol) even if this latter was
calculated at HF/6-31G** level [245]. The theoretical Eyg value found for the
ortho-fluorophenol hydrogen bridge (12.2 kJ/mol [248] at MP2/6-31+G**//
MP2/6-31G**+ZPVE level is nearly twice the experimental value (6.8 kJ/mol,
deduced from far IR spectra torsional frequencies) [249] and in contrast with
the ~2 kJ/mol energy difference between the cis and trans conformers deduced
from gas electron diffraction spectra [250].

According to MP2/cc-pVDZ calculations, a weak intramolecular hydrogen
bridge (rp..p = 2.526 A, Eyup =~ 7.9kJ/mol) seems to be responsible for the
greater stability of the gauche conformation of 2,2, 2-trifluoroethanol with
respect to the tzrans one, although it is not confirmed by AIM calculations
since no atomic interaction line (AIL) linking the hydroxyl hydrogen and a
fluorine atom was found [251].

The most stable conformations of 3-fluorobutan-1-ol and 3,3-difluoro
butan-1-ol (Fig. 9) exhibit an intramolecular O-H---F hydrogen bridge
whose strength was estimated as 14.9 kJ/mol in the former and 10.3 kJ/mol in
the latter compound, respectively (B3LYP/6-3114++4G(3df,2p)//B3LYP/6-31G
+G(d,p) [252]. For an analogous bridge in 1-fluoro-cyclopropane-carboxylic
acid, a strength of roughly 15 kJ/mol was deduced after MP2/6-311++G(d,p)
and B3LYP/aug-cc-pVTZ calculations [253]. Bearing in mind that the O---F
distance is practically the same as the sum of the van der Waals radii of F and
O, that the bridge closes a pentatomic ring with a F- - -H-O angle of 118.8° and
that the AE with respect to the open conformation is only 1.7 kJ/mol, the above
estimate could be too generous.
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Figure 9. (a) H-bonded and unbound gauche forms of 3-fluorobutan-1-ol (X = H) and 3,3-difluor-
obutan-1-ol (X = F). () The O-H- - -F hydrogen bridge in 1-fluoro-cyclopropane-carboxylic acid.
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DFT calculations and different basis set adoption predicted an upper limit
energy in the range of 20 kJ/mol for the hydrogen bridges between O-H and
halogens in 2-halophenols; the strengths smoothly increase within the series
F < Cl < Br < I [254] (this trend is opposite to that of the halogens electro-
negativity) but changes on changing the adopted basis set [255].

The O-H- - -F bridges in the following conformations of malondialdehyde
and acetylacetone are characterized by Eyp ranging from 15 to 28 kJ/mol [185].
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4.3.4 Intramolecular Dihydrogen Bonds

The intermolecular dihydrogen bonds have been and are widely treated in the
literature, whilst by far less numerous are the paper concerning the intramo-
lecular dihydrogen bonds, perhaps because less numerous are the possibilities
of such interactions. The possibility of intramolecular dihydrogen bonds in
amino acids has been explored from the theoretical point of view in the recent
years [64, 256] and rules for their characterization have been suggested [256].
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Here examples of four- (proline), five- (glycine) and six-member chelate rings
(alanine) are shown, for which Eyp ranging from 1.4 (alanine) to 2.1-2.5 kcal/
mol (glycine and proline) was estimated. Indeed, we have some doubts that
such intramolecular dihydrogen bonds can really exist and also the AIM results
appear to be not sufficiently clear.

In a recent study on the intramolecular dihydrogen bridges of 2-cyclopropyl
ethanol derivatives [64] (for the molecular scheme see Fig. 3), calculations pre-
dicted that the open conformations are more stable than the closed ones and the
observed interactions are probably only H- - -H van der Waals contacts although
the “analysis of the parameters derived from the Bader theory shows that such
O-H- - -H-C contacts may be classified as H-bonds”. More convincing is the
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situation in the MDA-similar system having a B-H bond as proton acceptor
(see scheme in Fig. 3) [62] where Eyp ranging from 4.22 to 4.93 kcal/mol
(R; = Ry = R3 = H) or from 5.55 to 7.35 kcal/mol (R} =Cl, R, =H, R; =Na)
was found for the O—H ™. ..~ H system at different levels of calculation.

Unconventional intramolecular hydrogen bonds involving the double or
triple bonds m-electron have been found in 1-amino-1-ethinylcyclopropane
[257], 2-cyclopropylideneethanol [258], 2-furan-methanethiol [259], 2-furane-
methanol [260] and other similar compounds. A weak H-bond has been also
observed in cyclopropane-methanethiol between the H atom of the thiol group
and the “quasi-m” electrons of the cyclopropyl ring, able to act as proton
acceptors [261]. It is noteworthy to mention also possible non-conventional
intramolecular hydrogen bond in the most stable conformation of 3-butene-
selenol [262] in gas phase, occurring between the H atom of the selenol group
and the m-electron of the double bond. The interaction is very week and its
actual existence is debatable, at least in our opinion, in default of further
investigations evidencing typical hydrogen bond characteristics.

5 Eus DEPENDENCE ON THE CALCULATION LEVEL

Since the calculated energy of a molecule depends on the extension of the basis
set and on the inclusion or not on the correlation energy, also the energy of the
hydrogen bridge depends on the theoretical degree of sophistication from which
it derives. To get the hang of this dependence, it is useful to analyse the results
obtained for malonaldheyde and some of its derivatives. As it can be seen from
data collected in Table 3, the highest energies are predicted by the less extended
basis sets and decrease on increasing the basis set extension, whilst in most cases
they increase when correlation energy is taken into account. Eygs calculated by
the B3LYP functional are higher than those calculated at MP2 level. Addition of
diffuse functions (aug-cc-pVXZ bases) also causes decreasing of the Eyg, but
modest changes occur when the cc-pVQZ basis is adopted, at least in the few
compounds here examined. It is, however, to be pointed out that the hydrogen
bond strengthening in the MDA derivatives is also bound to the nature and
conjugation ability of the substituent groups in positions 2 and 4 and to the steric
effects between these groups and the substituent group in position 3 (for the
numbering system see the scheme of nitromalonamide).
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Table 3. ro..o distances (A) and Eyg (kJ/mol, without ZPVE correction) dependence on the basis
set and correlation energy for some compounds with strong and very strong intramolecular
hydrogen bond. Values without bibliographic references are Author’s unpublished data. Values in
brackets were obtained forcing the open conformation to full planarity

HF/3-21G MP2/3-21G HF/6-31G** MP2/6-31G**
ro...0 EHB ro..0 EHB ro..0 EHB ro...0 EHB

Malonaldehyde® 2.605 66.41*  2.604 70.46%  2.681 52.08*  2.592 58.61%

Malonamide 2487 11545 2.516  113.22 2.562 91.4 2.508 79.7 [86.6]

Nitromalonamide 2.383  136.89 2431 129.86 2424 101.68 2.395 112.82

[108.16]

Acetylacetone 2.570 76.70°  2.583 77.09*  2.627 63.09*  2.559 67.94%
B3LYP/ HF/6-311 MP2/6-311 B3LYP/6-311
6-31G** ++G(d,p) ++G(d,p) ++G(d,p)

Malonaldehyde 2.555 62.84*  2.697 46.56 2.585 50.81¢  2.587 54.14°

Malonamide 2.474 87.28¢  2.499 72.08 2.575 75.17 2.504 79.1¢

[93.09] [79.91] [78.35]
Nitromalonamide 2.380 111.81¢ 2433 92.16 2.387 86.13 2.396 107.28°
[101.43] [104.51]
Acetylacetone 2.519 72.85"  2.635 58.90 2.547 61.86 2.544 66.38
HF/ B3LYP/ HF/ B3LYP/
cc-pVDZ cc-pVDZ aug-cc-pVDZ aug-cc-pVDZ

Malonaldehyde 2.682  49.64 2.544 62.35 2.686 46.00 2.566 53.98

Malonamide 2.556 74.23 2.465 86.60 2.568 71.90 2.494 79.66

[79.16] [92.08] [76.25] [84.26]

Nitromalonamide  2.427 99.65 2.383  113.83 2.438 94.80 2,400 103.33

[105.48] [116.39] [100.30] [106.44]
Acetylacetone 2.626 61.06 2.513 72.63 2.626 57.29 2.530 65.73
HF/ B3LYP/ HF/ B3LYP/

cc-pvVQZ cc-pVQZ aug-cc-pVQZ aug-cc-pVQZ

Malonaldehyde 2.681 45.75 2.573 53.45 2.683 44.78 2.571 53.03

Malonamide 2.561 72.38 2.492 79.02 2.562 72.48 2.493 78.23

[76.69] [83.69] [81.52]

Nitromalonamide  2.428 94.35 2.394  101.92 - - - -

[100.15] [107.18]

Acetylacetone 2.622 55.94 2.535 64.34 2.622 55.77 2.533 64.03

& Ref. 160

® The value reported in Ref. 160 is wrong

¢ Ref. 159

9 Ref. 158

These interactions push the oxygen atoms closer to each other and cause the
shortening of the O---O distance not only with consequent increase of conju-
gation inside the chelate ring but also with a simultaneous strain increase. That
inside the chelate ring there are remarkable repulsions, partially damped by the
hydrogen bridge, can be easily deduced by analysing the geometrical param-
eters as well as the behaviour of the open conformations. The bond angles at C2
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and C3 and O4 of the chelate ring in fact enlarge when the hydrogen bridge is
broken for going to the open conformation. The strain rises excessively if a
t-butyl group is attached in position 3 of acetylacetone, so that the hydrogen
bridge is no longer able to damp it and the molecule loses its planarity through
rotation around the C-C and/or C-O single bonds, unless restrictions are
imposed. In nitromalonamide and malonamide non-planar open conforma-
tions are predicted, consequently the related hydrogen bond energies evaluated
as stability difference between chelate and open forms are polluted by the too
different geometrical parameters. From Table 3 it can be seen that imposition
of full planarity implies from 3 to 9 kJ/mol increase in Eyg, which are modest
quantities on percentage basis but makes extremely difficult, or impossible, any
attempt for separating the conjugative from other energy contributions.

In many respects, an unusual situation is shown by the weakly hydrogen-
bonded ortho-halophenols (five-membered chelate ring), whose Eyg, on the
ground of the available experimental data, deduced from far IR rotation
spectrum [249] and from the temperature dependence of the infrared OH
stretching band intensities [263, 264] should decrease on going from F to I
(Table 4). In contrast to these, the OH stretching mode frequencies measured in
gas phase [264] and in dilute CCly solution [254] decrease in the same direction,
so indicating that Eyp should increase on passing from F to I. Indeed, the trend
paralleling the halogens electronegativity scale is theoretically predicted only by
the less extended basis sets (3-21G, CEP-121G and LANL2DZ, at HF, MP2 or
B3LYP levels [255]) whilst the available results at high level of calculation
(G2MP2 and CBS-QB3) suggest no direct linear relationship with the halogens
electronegativity order. An important role in this behaviour is certainly played
by the repulsive energy terms and the strain inside the pentatomic ring (inter
alia, the calculated O- - -X distances in most of the halophenol open conforma-
tions are shorter than in the closed ones), very likely bound to the increasing
atomic dimensions, whose trend is reverse to that of the electronegativity
power. Although the anomalous trend of these O-H- - -X hydrogen bonds has
been interpreted in terms of the populations of the electron localization func-
tion basins (ELF)[265], the problem deserves further investigations with inclu-
sion of the iodine derivative when extended basis sets for iodine will be
available.

6 THE IR SPECTRA AND THE ANHARMONICITY EFFECT

As previously seen, when an inter- or intramolecular hydrogen bond is present
the stretching mode frequency of the donor X-H group is red-shifted with
respect to that of the same group when hydrogen bond free. It is however to
bear in mind that the vxy values calculated at the Hartree-Fock level and
according to the harmonic oscillator model are more or less overestimated
owing that they suffer for the same known systematic errors (due to the neglect
of the electron correlation); therefore a scale factor, depending on the adopted
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Table 4. ro.x distances (A) and Eyg (kJ/mol) dependence on the basis set and correlation energy
for compounds with weak intramolecular hydrogen bonds: halophenols. Values in parentheses are
ZPVE corrected (Ref. 255)

MP2/6-31G** B3LYP/6-31G** B3LYP/6-3114++G(d.p)

ro..x EHB ro..x E]-[B ro..x E]-[B
2-F-phenol 2.718 13.19 (12.40) 2.710 13.14 2.731 12.24 (11.33)
2-Cl-phenol 3.022 11.77 (11.20) 3.016 13.00 3.011 12.90 (12.41)
2-Br-phenol 3.123 15.14 (14.61) 3.108 16.50 3.119 13.43 (13.06)
HF/cc-pVDZ HF/aug-cc-pVDZ MP2/6-311++4G(d.p)
2-F-phenol 2.708 12.40 (11.71) 2.715 11.78 (11.06) 2.737 10.47
2-Cl-phenol 3.012 12.44 (11.88) 3.013 12.56 (12.00) 3.002 10.40
2-Br-phenol 3.130 11.70 (11.15) 3.133 11.52 (11.03) 3.115 11.10
HF/cc-pVTZ HF/aug-cc-pVTZ HF/cc-pVQZ
2-F-phenol 2.707 10.99 (10.34) 2.706 10.87 (10.23) 2.704 10.74
2-Cl-phenol 2.998 12.34 (11.68) 2.997 12.34 (11.72) 2.995 11.65
2-Br-phenol 3.117 11.45 (10.86) 3.116 11.51 (10.96) 3.116 10.89
G2MP2 G2 CBS-QB3
70..0 Eyg 70..0 Eyg r0..0 Eyg
2-F-phenol 2.718 11.22 2.718 11.19 2.722 11.47
2-Cl-phenol 3.024 12.47 3.003 13.01
2-Br-phenol 3.120 12.60 3.111 12.41
Experimental

Eup (Ref. 249) Eup (Ref. 264) Mem™) (Ref. 264)

2-F-phenol 6.82 - 3635
2-Cl-phenol 6.82 14.27 3583
2-Br-phenol 6.40 13.10 3562
2-I-phenol 5.52 11.51 3538

basis set, is suggested for correcting frequencies as well the zero point vibration
energy [266]. Another error source is the vibration anharmonicity. It is well
known, in fact, that in malonaldehyde the strong anharmonicity of the motion
along the OH stretching coordinate and the mixing of this with other vibration
modes make very difficult the interpretation of the broad band experimentally
detected in the range between 2800 and 3100cm™' [267, 268], now fixed at
2856 cm~! [269]. The most recent Gaussian computation package (Gaussian03)
[122] allows calculations of the IR spectra taking into account the anarmonicity
effects [270, 271] and it has given very good agreement between theoretical and
experimental findings in the case of pyrrole and furan [272], azabenzenes [273],
uracil and 2-thiouracil [274].

Our most recent calculations on malonaldehyde [159] gave excellent agree-
ment with experiment without using scale factors (Table 5). The OH frequency
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Table 5. Calculated (B3LYP/63114++G(d,p) and experimental IR frequencies (cm™') of
malonaldehyde (reprinted from Ref. 159 with permission from Elsevier)

Vharm' Vanharmu Vepr Vharm Vanharm Vexp

3214 (3163) CsH 3086 (3012) 3040 999 993 998
3206 (3226) OH + C4H 2810 (2798)° 2856 892 880 890
3154 (3116) C4H + OH 2881 (2870) 2960 517 517 512
2973 (2955) C,H 2802 (2752) 2858 269 255 282
1695 (1664) 1654 (1617) 1655 1037 1028 1028
1619 (1571) 1570 (1498) 1593 1009 998 981
1473 (1462) 1443 (1423) 1452 900 931 873
1400 1367 1358 786 769 766
1392 1314 1346 392 404 384
1287 1266 1260 284 294 252
1115 1103 1092

? Values in parentheses refer to water solution (where the coupling with the C4H vibration is
practically absent). AGgoy is 17.7 and 52.8 kJ/mol, for the chelate and open conformations,
respectively. Eyp decreases from 54.1 to 16.5 kJ/mol on going from vacuum to aqueous solution

® Ref. 269

¢ In solution 3426 cm~! (harmonic) and 3128 cm~! (anharmonic)

(2810cm™") agrees rather well with the value of 2832.7cm™! [275] obtained
after anharmonicity correction by the vibrational-self-consistent-field (VSCF)
method, with that of 2825cm™! obtained by the two-dimensional potential
energy surface function of Tayyari et al. [276], and with the four-dimensional
model study of Dosli¢ and Kiihn [277]. The entity of the anharmonicity effect is
in the range of 500cm~'. Less good agreement exists for the amino group
frequencies of malonamide (keto conformation).

A recent paper on [233] thioacetylacetone at cc-pVTZ level of calculations
showed that in this molecule the anharmonicity effect is about 600cm~! and
the OH stretching frequency of the enol conformation shifts from 2862 to
2188 cm™!, whereas the vapour experimental value is 2500cm~'. In any case
we think that future IR spectra calculations must necessarily be carried out
following the anharmonic model, even if they are much more onerous than the
harmonic ones, especially if correlation at MP2 level is taken into account.

7 HYDROGEN BONDS AND ron IN SOLUTION

In solution the chemical-physical properties of a molecule can be very different
than in gas phase, being strictly connected to the solute-solvent interactions,
which, in turn, are highly depending on the solute and solvent polarity, disper-
sion forces and so on (solvent effect). One of the resulting consequences is the
weakening of the hydrogen bond and the shift of the keto < enol tautomeric
equilibrium towards the kefo form on increasing the dipole moment of the
solvent.
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The theoretical description of the solute—solvent interactions is not simple.
Two self-consistent reaction field (SCRF) methods are mainly used for predict-
ing the effect of the solvent on the solute molecule properties: the Onsager
model [278] and the polarized continuum model (PCM-SCRF) initially devised
by Tomasi and coworkers [279-281] and progressively implemented by Barone
et al. (see, e.g., references in the G03 User’s Reference accompaining the G03
program). In both approaches the solute molecule is placed into a cavity. In the
former model the cavity is spherical and the solvent is approximated to a
homogeneous polarizable medium having a constant dielectric permittivity,
whereas the solute molecular charge distribution is treated approximately as
an electric dipole located at the cavity centre. Problems affecting the results are
the choice of the cavity radius and the fact that most molecules (especially the
planar ones) are far from the spherical form. Moreover, a system having no
permanent dipole moment will not exhibit solvent effects. In the PCM model,
the cavity is formed by the envelope of spheres centred on each atom or on the
atomic groups [282-284], so that it is modelled on the solute shape. Inside the
cavity the dielectric constant is the same as in the vacuum whereas outside it is
that of the selected solvent. Specific solute-solvent effects are not taken into
account at this level of calculations. The UAHF (United Atom for Hartree—
Fock) radii are recommended for the molecular cavity building [285, 286].

Results obtained at various levels of calculations on a wide variety of
compounds evidence modest changes of bond lengths and bond angles on
passing from vacuum to solution, but the hydrogen bond strength reduces
progressively on increasing the solvent permittivity. In water (¢ = 78.4), Eyg
is predicted to be, on an average, about 50-60% lower than in gas phase [159,
187-190]. From Raman spectra it was deduced that the weak intramolecular
hydrogen bond of catechol disappears in water, ethanol and acetone solutions
[287]. Solvent specific effects do not produce remarkable change in the hydro-
gen bond strength [159]. Addition of 1-4 water molecules variously located in
the neighbouring of the catechol groups of 4-nitro-catechol has not modified
the relative stability of its three possible conformations with respect to vacuum
[288]. B3LYP/6-311G(d,p) results concerning several push—pull conjugated
compounds predict that, on passing from vacuum to carbon tetrachloride, the
OH stretching mode frequency increases slightly if the hydrogen bond occurs
with an oxygen atom and decreases when the bonds occurs with a nitrogen
atom [289]; in any case, analogously to Eyg, also the Av values are bound to the
solvent polarity and permittivity. Recent B3LYP/6-311++G(d,p) calculations
in water solution predict a Av of +20cm™! with respect to vacuum for the
harmonic OH stretching mode of malonaldehyde (—12cm™" if anharmonicity
is taken into account, see Table 5) and —10cm ™! for the same harmonic mode
of nitromalonamide [159].

Also the rotation barriers are predicted to decrease on going from gas phase
to solution. Some of them concerning the OH and the nitro group are reported
in Table 6.
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Table 6. OH and NO; rotation barriers (kJ/mol) in some malonaldehyde derivatives (B3LYP/6-311
++4G(d,p)), (Table 10 in Ref. 159, partially reprinted with permission from Elsevier)

OH Barrier NO, Barrier
Gas phase Aqueous solution Gas phase Aqueous solution
3-Nitro-malonaldehyde 89.95 63.05 35.32 33.07
Malonamide C; 87.78 58.69 - -
Nitromalonamide Cj 117.81 60.92 74.40 58.89
NO, rotated by 90° 85.38 56.27 - -
Nitromalonamide Cyy - - 79.45 63.55

8 INTRAMOLECULAR HYDROGEN BONDS IN CALIXARENES

Calixarenes are a fascinating class of cyclooligomers having three-dimensional
concave surface and relatively rigid structure. Their name derives just from
their calyx-form (but various other suggestive forms can be properly con-
structed) able to act as a host for other molecules (e.g., fullerenes, ions and so
on) and have assumed capital importance for their use in analytic chemistry
(where are used as ion-selective electrode and electrochemical as well as optical
sensors) [290], medicine and other fields. In medicine they assume particular
importance because can be used in cancer treatments as non-toxic molecules to
carry a toxic payload to the cancer cells.

A simple calixarene built up with four phenol units linked via methylene
bridges is shown in Fig. 10 (substitution of the methylene junctions with S
atoms gives rise to the class of thiocalixarenes). Cooperative networks of
intramolecular hydrogen bonds (circular array of hydrogen bonds, observed
also in cyclodextrins) play a capital role in the cavity shape as well as in the
conformational features of the macrocyclic skeleton [291-293]. Encapsulation
of other molecules in the cavity is also controlled by hydrogen bonds [294].

Figure 10. Molecular scheme of calix[4]arene and its spatial shape.
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Although Eyp values are lacking, IR and 'H-NMR spectra give clear evi-
dence of hydrogen bond presence in calix[r]arenes. The frequency of the OH
stretching mode ranges from ~3150cm™! for the cyclic tetramer to ~3300 for
the cyclic pentamer and in the range of 2700-3000 cm~! in N-benzyl substituted
homoazacalixarenes, where a rather strong O-H---N bridge is present,
as revealed also by the '"H-NMR spectra low-field shifted OH signals
(10.7-11.6 ppm) [295]. In the cone conformer of calix[4]arene, optimized at
B3LYP/6-31G™ level of calculation, ro—g = 0.991 A, ro—o = 2.645A and
80..u—0 = 164.6° were predicted [296]. In the same paper the temperature
dependence of the hydrogen bond array flip-flop was studied and an activation
enthalpy of 36.8 kJ/mol was found, whilst the average activation energy per
single hydrogen bond is 11.5-11.9 kJ/mol (the hydroxyl 'H chemical shift is
10.2 ppm). The OH stretching mode vibration band was found at 3173 cm™!
(CCly solution) and shifts at 3310cm™! in the corresponding thioxacalixarene
[297], so evidencing a weakening of the cooperative H bond in thiocalixarenes,
attributable to an increase of the macrocyclic size when sulphide bridges replace
the methylene ones and/or to the formation of bifurcated O-H---S hydrogen
bonds. The cumulative strength of the hydrogen bond array decreases also in
calix[5]arenes and higher membered rings. A mention is due to the head-to-tail
hydrogen-bonded belt, formed by intramolecular C=0- - -HN hydrogen bonds
observed along the wide rim of urea functionalized resorcinarenes [298].

Finally, even though the matter is beyond the aim of the present topic,
a short mention is due to pseudorotaxanes, rotaxanes, catenanes and similar
compounds (Refs. 299-303 and therein), to which conventional and/or uncon-
ventional hydrogen bridges confer peculiar characteristics making them ex-
tremely important in supramolecular and nanotechnologies chemistry for
constructing molecular machines.

9 CONCLUSIONS

The present survey of hydrogen bonds in general and intramolecular hydrogen
bonds in particular opens a breathtaking panorama of fascinating problems
difficult to solve but not covering the entire field of the wide hydrogen bond
world. The statement that a hydrogen bond exists each time the X.--Y and
H---Y distances are shorter than the sum of the van der Waals radii of the
involved atoms could be necessary but not sufficient when one is on the border
line of their limit values. In particular, when Eyp is very low can we still say that
there is a hydrogen bond or the result is only the balance of casual attractive
and repulsive interactions? The location of bond critical points, atomic inter-
action lines, bond paths and so on, following the AIM method, gives substan-
tial help in replying to this question. However, in the case of intramolecular
hydrogen bonds the main problem is to establish a well-defined Eyp scale,
i.e., to find a well-defined hydrogen bond free reference point, or any other
something, representing the zero point in the Eyp scale, as much possible
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independent of the nature of the hydrogen bond and of the class of compounds
one is examining. Only under this condition a significant comparison between
the strengths of the hydrogen bridges of different compounds can be possible.
An energy partition to identify the main terms contributing to the strength of
the bridge could be a probable direction, but the additivity of the various
possible but interdepending energy terms is to be demonstrated. Archimedes
said: “give me a place to stand and I’'ll move the world”. Well, for us the place
to stand is an absolute and universal definition of the zero point in the intra-
molecular Eyp scale. We are aware that the solution of this problem is a very
hard task, but, to make the situation less serious than it is and to hold out hope,
we must remember the definition of “invention’: invention is something that all
people considered impossible to realize, until a person who was not informed about
this dogma, created it.
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CHAPTER 3

CHANGES OF ELECTRON PROPERTIES
IN THE FORMATION OF HYDROGEN BONDS

Spatial study of descriptors computed from the ab initio
electron density and the electron localization function

LUIS F. PACIOS
Unidad de Quimica y Bioquimica, Dep. Biotecnologia, E.T.S.1. Montes, Universidad Politécnica de
Madrid, E-28040 Madrid, Spain

Abstract The purpose of this chapter is to provide a theoretical analysis of the changes occurring
in the molecular electron distribution of two monomers at different distances as they
move closer to form a hydrogen bond. The study focuses on properties computed from
electron densities, electrostatic potentials, and electron localization functions obtained
in quantum correlated calculations for dimers linked by N-H---O and O-H---O
hydrogen bonds. The variation of these properties with the intermolecular distance
allows to explore changes in the electron distribution of the interacting molecules and
gain thus insight into the electronic nature of the interactions that underlie hydrogen
bonding. Since the goal is to identify essential features, the study concentrates on
conventional H-bonds which are central representative examples of the interaction.

Keywords:  Hydrogen bonding; electron density; electrostatic potential; electron localization
function; topological descriptors; atomic charges.

1 INTRODUCTION

Since about 1990 new types of interactions identified now as hydrogen bonds
have considerably widened the range of associated energies to cover more than
two orders of magnitude [I-11]. A continuum of strengths [1, 5, 11] exists
ranging from a few tenths of kcal/mol for weak H-bonds [2-4] that are hardly
distinguishable from van der Waals interactions to a few tens of kcal/mol for
strong H-bonds [6-10] that exhibit features typical of covalent bonds. The
energy range 2-15 kcal/mol, traditionally assigned to hydrogen bonding as a
whole, is today representative of what one could call “classical” H-bonds like
those involving N-H or O-H donor groups and N or O acceptor atoms.
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Although with fluctuating intensity, hydrogen bonding has been the subject
of research for nearly one century [11]. If the importance of classical H-bonds
for a vast number of chemical systems has been the main reason for this long-
lasting interest, new H-bonds have triggered a renewed activity in scientific
fields that range from solid state [5] to biology [12]. Particularly interesting in
this regard are the new perspectives opened by H-bonds at both ends of the
strength spectrum for protein chemistry. Although unequivocal evidence for
the existence of weak H-bonds with C-H donor groups was already presented
in 1982 [13], their role in proteins, discovered in 1995 [14], might help to explain
as yet unsolved problems in protein structure, stability, and folding [12, 15, 16].
Short strong H-bonds (SSHBs) with low barriers to proton transfer and the
so-called low-barrier H-bonds (LBHBs) were observed in gas phase long ago
[17] but the proposal that they could play a role in enzymatic catalysis was
suggested in 1992 [18]. Although SSHBs and LBHBs are not the same thing [9,
19], the existence of strong H-bonds (with or without low barrier to H transfer)
in active sites of enzymes has been largely confirmed and their properties used
to explain a variety of observations in proteins [20, 21] and catalytic processes
[22-24].

1.1 Nature of Hydrogen Bond

As “new” H-bonds have been responsible for the intense revival of hydrogen
bonding research carried over the last 10 or 15 years, classical H-bonds are also
now studied from a broader perspective. Even the most classical of H-bonds,
namely O-H---O and N-H---O, have been recently under debate [25-33].
Experimental measurements of Compton profile anisotropies of ordinary ice
[25] and urea crystals [26] were first interpreted as direct evidence for partial
covalency of H-bonds [25, 27]. This interpretation was contested by alternative
explanations in terms of antisymmetrization of the product of monomer wave
functions [28] or as a result of calculations using maximally localized Wannier
functions [29]. This controversy, however, has demonstrated that the measured
Compton profiles in solid water and urea cannot be explained without con-
sidering the quantum nature of the interaction underlying hydrogen bonding in
these systems [30]. Moreover, other reports have directly pointed out some
degree of covalent character for the 27 representative O-H- - -O bonds of the 7
phases of ice [31].

Protein chemistry provides again an illustrative example of the new light cast
on conventional H-bonds. Baker and coworkers [32, 33] have used the geomet-
ric characteristics of H-bonds in a dataset of 698 high-resolution protein crystal
structures to develop an orientation-dependent hydrogen bonding potential.
Upon analyzing more than 100,000 H-bonds (most of them N-H---O back-
bone-backbone links), these authors concluded that quantum effects are utterly
essential to explain the spatial orientation of these H-bonds [32] and even stated
explicitly their partial covalent nature [33].
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As a consequence of all this research, the complexity of hydrogen bonding
has increased dramatically in recent years. It is already not possible to consider
any A-H- - -B hydrogen bond as an electrostatic interaction between a strongly
polar group A>~—H®* on the one side and an atom B>~ on the other side, with
A and B electronegative elements restricted mainly to N, O, and halogens, as
most chemistry and biochemistry textbooks still do when the topic is intro-
duced. In spite of the great amount of data provided by new experimental
observations and theoretical calculations, the ultimate nature of hydrogen
bonding is not revealed yet. Insofar as the term “H-bond” refers nowadays to
a much broader phenomenon than recognized before, it is unlikely that one
single unified description should be able to cover all the interactions currently
grouped under that label. It seems more appropriate to focus on categories of
H-bonds searching for properties that characterize them as unambiguously as
possible. While quantum calculation is the obvious theoretical methodology
for this purpose, one still needs to extract useful information from quantum
results [34].

1.2 Analyses of Quantum Results

There is a general agreement that accurate quantum studies on hydrogen bonds
require flexible basis sets, i.e., triple-{ with at least one set of diffuse
and polarization functions (especially on H atoms: it is surprisingly frequent
to find in the literature calculations that exclude these functions from hydro-
gens) and treatment of electron correlation by means of either wave function-
based or DFT-based methods [34—41]. Since these requirements have rendered
useless much of the outdated theoretical material published before 1990,
one can consider that the efforts to characterize hydrogen bonding from a
quantum viewpoint are more or less 15 years old (see the historical comments
in Ref. 5).

In order to investigate the essential features of the interaction underlying
hydrogen bonding, data provided by quantum results can be roughly grouped
into three broad categories: geometries, energies, and electron properties [34, 35,
41]. This chapter focuses on the latter. Given that the electron density p(r) at an
optimized geometry contains the essential quantum information of a system, the
molecular p(r) (an observable and experimentally measurable quantity [42]) is
the main object to analyze. Electron populations obtained from conventional
schemes [43] or more elaborate natural bond orbital (NBO) analyses [44] (strictly
a wavefunction-dependent not a density-dependent approach) give insight into
the electron nature of the H-bonded molecular aggregates. However, the quan-
tum theory of atoms in molecules (AIM) developed by Bader and collaborators
[45, 46] 1s the formalism most frequently used in recent years to analyze p(r). The
tools provided by this approach have proven so useful in extracting chemical
information from quantum results that a great deal of work has been devoted to
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the applications of the AIM theory to hydrogen bonding. The subject not only
has been presented in numerous reviews and articles [2, 5, 20, 31, 40, 41, 47-49],
but it has also been covered in the other chapters of this volume, so an introduc-
tory outline is not necessary here.

The continuous electron density plus the discrete set of nuclei define the
total charge density D(r) of a molecular system. The electrostatic potential U(r)
[50-52] is related to D(r) through Poisson’s equation:

(1) V2U(r) = —4wD(r)

This relation suggests that U(r) can be regarded as a fundamental quantity
which explains the use of electrostatic potentials to lay down guidelines
on hydrogen bonding research [51, 53]. For instance, the positions of
minima of U(r) associated with H-accepting (or electron donating) centers in
isolated molecules were shown to predict successfully sites and directionality of
H-bonds in a number of systems [51]. It was also found that there is a
complementarity between regions of positive potential around donor groups
and regions of negative potential for acceptor groups (see Sect. 3.3) [11, 53].
Very recently, the electrostatic potential at selected atomic sites has been
used as an index to quantify the reactivity of molecules with respect to H-
bond formation [54, 55]. Although properties based on U(r) have an obvious
interest to explore molecular interactions, reports dealing with H-bond
applications are scarce in the last years. The computational effort required
to calculate ab initio electrostatic potentials (see Sect. 2.2.4) and the more
complex topology of U(r) [56] as compared with that of p(r) on the one side,
and the great success of AIM analyses of electron density (much easier
to compute) on the other side, are probably the reasons for the relative
scarcity of electrostatic potential applications in current hydrogen bonding
research.

In 1994, Silvi and Savin [57] proposed a new approach to explore chemical
bonds using topological techniques similar to those of Bader’s theory applied to a
relatively simple function of p(r): the electron localization function (ELF), n(r)
(its definition and meaning are outlined in Sect. 2.2.5). This function was earlier
introduced to provide a description of electron localization independent
on orbitals [58]. Similar to what the AIM theory does for p(r), the topological
analysis of the m(r) gradient vector field yields basins of attractors that
allow partitioning the molecular space into domains. However, unlike domains
of p(r) which are atomic in nature, domains of 7(r) are explicitly associated
with bond or lone electron pairs in consistency with the Lewis description in
terms of electron pairs [57]. The topological analysis of the ELF, which may
be viewed as a complement to Bader’s theory, has rendered fruitful applications
on a variety of molecular problems (representative examples may be found
elsewhere [59-62]). Applications to H-bond complexes have begun to appear
recently [63, 64].
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1.3 Dependence on the Intermolecular Distance

The variation with the intermolecular distance of electron properties as mono-
mers initially separated move closer until a H-bond forms between them gives
an especially useful insight into the nature of the interaction. However, the vast
majority of reports dealing with analyses of quantum results refer to properties
at equilibrium geometries so that relationships between H-bond distances and
electron descriptors are usually established by considering different systems at
their observed or computed equilibrium structures. We started a research
program intended to investigate the dependence on the intermolecular distance
of a variety of properties obtained from p(r) and n(r) as well as geometry data
and other descriptors [65-72]. This work, that initially regarded classical
H-bonds [65-69], has been recently extended to strong H-bonds and associated
proton transfer processes [70-72]. A related report by Espinosa et al. on dimers
involving acceptor groups with fluorine has also been recently published [73].

This chapter presents an overview of the variation with the intermolecular
distance of electron properties computed from the electron density p(r), elec-
trostatic potential U(r), and ELF n(r). The terms associated with energy
components are not mentioned deliberately to avoid preconceptions which
are unfortunately so frequent when decomposition schemes (necessarily artifi-
cial in molecular orbital calculations) are used to investigate hydrogen bonding.
On the contrary, this discussion focuses on subtle changes occurring in the
electron distribution of the system as monomers interact at closer distances
until a H-bond is formed. Since the ultimate goal is gaining insight into the
physical nature of hydrogen bonding, the study concentrates on classical
N-H---O and O-H- - -O bonds because they are central examples representative
of the interaction and any particular effect is thus, in principle, precluded. This
research will be extended in the near future toward both weak and strong sides
of the broad H-bond spectrum described above.

2 COMPUTATIONAL BACKGROUND

This overview analyzes the electron redistribution that takes place in two
interacting monomers upon H-bond formation. The systems selected (shown
in Fig. 1) focus on the two most important classical H-bonds, O-H- - -O and
N-H- - -O, and cover both donor and acceptor roles of every monomer. They
are the following: (a) water dimer (WD), (b) methanol-water complex (MW),
(c) water-methanol complex (WM), (d) formic acid dimer (FAD), (e) forma-
mide dimer (FD), and (f) formamide—formic acid complex (FFAC). Systems
(a)—(c) are bound by one single O—H- - -O bond whereas cyclic dimers (d)—(f) are
linked by two H-bonds. In FAD and FD homodimers, both monomers behave
simultaneously as donor and acceptor while in the FFAC heterodimer, for-
mamide and formic acid play competing roles.
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Figure 1. Equilibrium geometries of dimers with O—-H---O and N-H- - -O hydrogen bonds.

2.1 Quantum Calculations

Ab initio MP2/6-311++G(d,p) calculations were performed to obtain geo-
metries and electron densities. The perturbative MP2 approach is one of the
wavefunction-based methods most frequently used to include electron correl-
ation and its well-gained reputation needs no further comments. The basis set
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chosen is the smallest one that includes all the requirements needed to treat
H-bonds: triple-{ plus one set of diffuse and polarization functions in all the
atoms [34, 35, 38]. Although the rapidly increasing capabilities of computers
allow applying this level of theory to H-bond systems of moderate size, it is still
computationally too demanding to be routinely used. DFT methods are obvi-
ous candidates for overcoming this problem, but, though the popular B3LYP
hybrid approach gives very good results in many H-bond systems [37, 66, 67],
the known deficiency of DFT to describe dispersion effects is a drawback to
take into consideration [39].

Equilibrium and nonequilibrium geometries were optimized in redundant
internal coordinates using analytic gradients without symmetry constraints.
Since this study focuses on electron properties, no correction for basis set
superposition error (BSSE) was made in the optimizations (we have reported
before BSSE-corrected energies for these dimers [66-68]). Once the equilibrium
structures shown in Fig. 1 were found, five nonequilibrium geometries were
optimized for every dimer at fixed intermolecular distances R (see Fig. 1: note
that this variable is R(O- - -O) for WD, MW, and WM, and R(C: - -C) for FAD,
FD, and FFAC) with values 0.2 A shorter and 0.2, 0.4, 0.8, and 1.6 A longer
than equilibrium R.q. In what follows, these geometries will be referred to in all
the figures by indicating the R — R.q difference as X-axis. Electron densities p(r)
were then obtained in single-point calculations at the six optimized structures
of every complex. Geometries and electron densities were computed with
GAUSSIANO3 [74].

2.2 Electron Properties
The following sections describe the electron properties analyzed.

2.2.1 Topological descriptors of the electron density

Critical points (CPs) of the electron density, r., are points where the gradient of
p(r) vanishes. The sign of the eigenvalues of the Hessian of p(r) calculated at 7,
sets the topological category of any CP: a bond critical point (BCP)isa (3, —1)
point and the local value of a property X computed at it, X(r.) = X, is a
topological descriptor which can be used to characterize the type of bonding
[45, 46]. According to the AIM theory, the essential condition to detect an
A-H- - -B hydrogen bond is the existence of a (3, —1) BCP at the H- - -B path
and some of its properties have been proposed to set the criteria to characterize
hydrogen bonding [41, 4648, 75]. Location and characterization of BCPs as
well as the calculation of local properties (electron density, p,, Laplacian of
p(r), V?p_, and total energy density, H.) were accomplished with EXTREME, a
module of the aAmmpac suite [76]. Numerical grids to render electron density
isocontour maps were computed with CHECKDEN, a program that reads WFN
output files generated by GAUSSIAN (and other packages as well) and calculates
a variety of electron functions [77].
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2.2.2  AIM atomic charges

According to the AIM theory, an “atom” is defined as a region of space
bounded by a surface that is not crossed by any gradient vectors of p(r) (the
so-called zero-flux property) [45]. A molecular system is thus partitioned into
atomic basins whose boundaries are such surfaces. Integration of the electron
density over an atomic basin A gives its total electron population N so that the
net atomic charge is ga = Za — Na. Koch and Popelier proposed the use of ¢p
in one of their criteria to characterize H-bonds [75] and very recently, Bader
and Matta have emphasized the quantum observable nature of the AIM
charges and their central role in a wide range of experimentally measurable
properties [78]. Numerical integration of p(r) over AIM basins was done with
PROAIM, the integration module of AIMPAC [76].

2.2.3 NBO populations

The NBO method makes use of the first-order reduced density matrix to
optimally transform a given wave function into localized form corresponding
to one-center (lone pair) and two-center (bond) elements of the conventional
Lewis picture (a comprehensive overview of the NBO method exists [79]).
Although much less applied to hydrogen bonding than other theoretical
tools, the usefulness of NBO analyses to highlight the nonelectrostatic nature
of H-bonds was demonstrated by Weinhold in 1997 [44]. More recently, NBO
data have been shown to reveal interesting features in the covalent-hydrogen
bonding transition occurring in proton transfer associated with strong H-bond
complexes [72]. Natural orbitals obtained from MP2/6-3114++G(d,p) wave
functions of the systems in Fig. 1 were used to compute NBO charges and
electron lone pair populations with the program NBO 4.M [80] implemented in
the Q-cHEM package [81].

2.2.4  Electrostatic potentials

The electrostatic potential U(r) created at r by a molecular system composed of
a set of nuclei located at Ry with nuclear charges Z, and a continuous electron
density p(r’) is expressed by [50-52]

_ ZA p')
) Ur) = XA: Ra 7 —/|r,_r‘dr

Equation 2 is simply an expression of Coulomb’s law in atomic units and
gives the energy acting on a unit positive charge located at r due to the net
electrostatic effect arising from positive point charges of nuclei and the negative
charge distribution of electrons. The sign of U(r) in any particular region will
depend on whether nuclear or electron effects are dominant there. H-bond
systems display complementary regions of positive potential around donor
groups and negative potential around acceptor groups [11, 53]. The electro-
static potential at a nucleus, Uy, is also a quantity of interest inasmuch as
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rigorous expressions relating U, with energies of atoms and molecules have
been known for years [50]. Values of Uj at selected sites, particularly hydrogen
nuclei, have been used as descriptor indexes for the H-bond formation [54, 55].
It follows from Eq. 2 that the electrostatic potential at a nucleus is given by

3) Uy = —/@dr

Although the rigorous evaluation of U(r) (i.e., all of the integrals arising from
the electronic term in Eq. 2 being calculated exactly) was in the past hampered
by the computational effort involved, it has become easily affordable thanks to
the capabilities of modern computers. However, if a molecular system has tens
of atoms, basis sets include polarization functions with ¢ > 2, and grids of
points large enough to probe representative regions of space are required, the
computational burden is still so heavy even by current standards that the use of
ab initio electrostatic potentials remains far from routine in hydrogen bonding
research.

The rigorous calculation of U(r) was performed at selected planes for systems
in Fig. 1 with CHECKDEN [77] using 2D grids with step size of 0.05 A, which in
some cases amounts to more than 32,000 points. This program has also been
used to calculate values at nuclei of electrostatic potentials, Uy, and electron
densities, py.

2.2.5 Electron localization functions

The ELF originally proposed by Becke and Edgecombe [58] is defined as
T—Tw\’
v (T5)
Tt

1 2 1 |Vp()|* 3 N2/3 153
T =32 Ve, Tw=g= 7 Tre =15 (m) 0

(4) n(r) =

with

Assuming a density p constructed with orbitals ¢;, 7" defines the actual
kinetic energy density of the system while 7w and Ty are the von Weizsidcker
(W) and Thomas-Fermi (TF) kinetic energy functionals, respectively [82].
Whereas the TF functional gives the kinetic energy of a homogeneous electron
gas, the W functional accounts for inhomogeneity corrections through the
presence of Vp and gives the local kinetic energy of a bosonic-like system,
i.e., a system of noninteracting particles of density p without the Pauli repulsion
[58]. Therefore, for a system of fermions with the same p, the difference 7" — Tw
can be interpreted as the local excess of kinetic energy due to the Pauli repulsion
and, choosing 7Ttr as the scaling factor, one can quantify locally the repulsion
between electrons due to the exclusion principle in kinetic terms. The ELF can
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thus be viewed as a measure of local electron localization [58] with values
restricted to 0 < n(r) < 1 because of the normalized Lorentzian-type definition,
Eq. 4. In regions where electrons are alone or form opposite spin pairs, the
Pauli repulsion is low, T — Ty is small, and 7(r) is close to 1, with upper limit
n(r) =1 corresponding to perfect localization. Contrarily, at boundaries
between such regions, there is a high probability of same spin pairs, T — Ty
is high, and n(r) — 0. The value n(r) = % corresponds to electron delocalization
in regions with gas-like-pair probability at which 7' = Tw + T7p. Graphical
representations of electron localization for the H-bond systems in Fig. 1 were
obtained by plotting isosurfaces of the ELF computed with CHECKDEN [77].

The topological analysis of the 1(r) gradient vector field yields CPs that enable
partitioning the molecular space into basins of attractors [57]. There are basically
two types of basins: core basins around nuclei and valence basins in the remaining
space [59]. Whereas a core basin, labeled C(A), is necessarily centered on one
single atom A, a valence basin is characterized by its synaptic order, defined as the
number of cores to which it is connected. There are disynaptic valence basins V(A,
B) shared by A and B atoms and monosynaptic valence basins V(A) containing
one electron lone pair in atom A [59-62]. For instance, water molecule has one
core basin C(O), two disynaptic valence basins V(O, H;) and V(O, Hy), and two
monosynaptic valence basins V(O) and V,(O) for the two lone pairs of oxygen.
This characterization of domains of 7(r) has thus a clear chemical signification
explicitly associated with bond or lone electron pairs which complements the
topological analysis of p(r) provided by the AIM theory. From a quantitative
point of view, a localization basin (core or valence) is characterized by the
integrated values of some operators 4 over the basin: 4 = 1 yields simply its
volume while integrating 4 = p(r) gives the electron population of the basin.

The topological analysis of the ELF and the calculation of integrated prop-
erties were performed with the TOPMOD package [83]. A step interval of 0.07
bohr was chosen in each space direction to set 3D grids of ELF basins. For the
systems in Fig. 1, this gives place to a number of points per geometry between
3.8 x 107 and 9.4 x 107 depending on the intermolecular distance.

3 VARIATION OF ELECTRON PROPERTIES

Mutual interaction between two approaching molecules produces changes in
their electron distributions. If a hydrogen bonding complex is eventually formed,
these changes will be mainly concentrated at the immediate environment of the
H-bond. The variation with the intermolecular distance of properties chosen to
probe the whole electron distribution will provide essential information to infer
the nature of the interaction. This is the purpose of this section that addresses
properties presented in Sect. 2.2 for the classical H-bonds shown in Fig. 1. In
what follows, the six geometries corresponding to R — R.q intermolecular dis-
tances indicated in Sect. 2.1 will be investigated for every system. Table 1
presents some reference data for their equilibrium (R — R.q = 0) geometries.



Changes of Electron Properties 119

Table 1. Distances in A-H---O hydrogen bonds (A) and energies (kcal/mol) for equilibrium
geometries of the H-bond systems in Fig. 1

Dimer A r(A-H) R(H---0) R(A---0) AE* AE®
WD e} 0.9656 1.950 2914 6.03 5.05
MW ¢} 0.9643 1.942 2.906 6.11 4.72
WM e} 0.9676 1.894 2.856 6.62 5.36
FAD e} 0.9897 1.726 2.716 14.3 14.0
FD N 1.023 1.898 2915 13.3 12.8
FFAC N 1.020 1.940 2.927 14.5 14.3
FFAC 0 0.9943 1.692 2.685

4 MP2/6-311++G(d,p) BSSE-uncorrected values of |E(dimer) — E(monomers)|
® B3LYP/6-311++G(d,p) BSSE-corrected dissociation energies from Refs. 66 and 67

3.1 Electron Density: Topological Descriptors

Hydrogen bonding complexes present electron distributions that exhibit isocon-
tours of high density enclosing both monomers. This is illustrated in Fig. 2 by
plotting isodensity maps for a single H-bond complex (MW) and a dimer with two
H-bonds (FD). To assess the degree of electron density sharing between mono-
mers one should recall that p = 0.001 or 0.002 a.u. (two outermost isocontours in
Fig. 2) have been proposed as outer limits to define molecular size and shape [45,
84]. In spite of the different strengths of H-bonds in MW and FD (see Table 1),
both complexes show the same p = 0.02 a.u. value for the largest (within the set
drawn) isocontour that encloses both monomers, an electron density one order of
magnitude larger than the outer isocontour taken to set molecular size and shape.

That large sharing of p(r) between monomers (not usually highlighted in
hydrogen bonding studies) is accompanied by a local electron redistribution
that leaves the proton partially deshielded. This electron deficiency of hydrogen
becomes apparent in the p(r) value at the nucleus, p,(H), plotted in Fig. 3. Note
how the deficiency is greater, i.e., py(H) is lower, for O-H- - -O bonds in FAD
and FFAC, and increases more sharply near equilibrium. These two curves not
only show the lowest p,(H) in this plot but they also exhibit the greatest
difference with respect to monomer values (formic acid in this case). If one
considers that shorter intermolecular distances could be associated with
stronger H-bonds and that these two bonds have the shortest O---O distances
(see Table 1), their larger electron deficiency at the H nucleus should also
indicate stronger hydrogen bonding.

A similar effect is found for the electron density at A-H donor groups.
Values of p(r) at the BCP of this covalent bond plotted in Fig. 4 show again
a slight deficiency with respect to isolated monomers, although with a smaller
magnitude than py(H). The shape of these curves is also similar to those of Fig.
3, which suggests that a closer proximity between monomers is accompanied by
small losses of electron density that are felt at H-donor bonds as well as at the
position of the H nucleus.
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Figure 2. Electron density isocontour maps for MW (top) and FD (bottom) at equilibrium geo-
metries. Nuclear positions are represented as circles, intermolecular BCPs as squares, and the RCP
as a triangle. Outermost contour has p = 0.001 a.u. and remaining contours equal 2 x 10", 4 x 10",
and 8 x 10" a.u., withn = -3, =2, —1, 0, 1, and 2.

The local value of p(r) at the BCP of H-bond H---B paths is one of the
most frequently used topological descriptors in hydrogen bonding studies. For
instance, one of the Koch—Popelier criteria [46, 75] to characterize H-bonds
establishes the range p.=0.002—0.040 a.u. for equilibrium structures.
The fact that it correlates with H-bond energies has led to treat this parameter
as a measure of hydrogen bonding strength [41, 85, 86]. Reports for a large
set of complexes have shown an exponential increase of p. with shorter H-bond
distances [85, 86] and the same behavior has been found for different distances
within a given system [66-70, 73]. If one recalls the known exponentially
decaying behavior of the electron density at long distances [45, 82], greater
values of p. at interatomic regions are expected for stronger local bonding.
Fig. 5 plots the variation of p, with the H- - -O distance. The increase of p, seen
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Figure 3. Change of p(r) at the H nucleus. Dotted lines represent values in the isolated monomers
(m: methanol, w: water, f: formamide, fa: formic acid).

in this figure is in contrast to the decrease of p(r) at the H nucleus (Fig. 3) and at
the A—H covalent BCPs (Fig. 4). All the curves in Fig. 5 rise exponentially with
shorter R rather similarly except again the O-H- - -O bonds in FAD and FFAC
that not only increase markedly but also show near R.q values larger than the
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Figure 4. Change of p(r) at the A—H covalent BCP of H-donor groups. Dotted lines represent
values in the isolated monomers (m: methanol, w: water, fa: formic acid, f: formamide).
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Figure 5. Change of p(r) at the H- --O hydrogen BCP.

upper limit of Koch—Popelier criterion, an additional evidence in support of
their greater strength pointed out above. The peculiar shape of the O-H---O
curve in FFAC is due to the sudden change found for this complex at inter-
mediate distances at which the presumably weaker N-H- - -O bond breaks (this
curve stops at R — R.q = 0.4A in Fig. 5) while the stronger O-H---O bond
remains though exhibiting altered features [67, 87].

If values of p, at the two bond paths of A-H---O indicate that the electron
redistribution decreases p(r) in the covalent bond A-H and increases it in the
hydrogen bond H---O as A---O intermolecular distance shortens, the Lapla-
cian of p(r) tells how this redistribution affects the bond environment locally.
Let us recall that in the AIM theory, strong shared-shell interatomic inter-
actions (such as covalent bonding) are characterized by local concentration of
charge (V2p(r) < 0) and thus the BCPs of covalent bonds have negative V2p.,
whereas weak closed-shell interactions (such as hydrogen bonding) exhibit local
depletion of charge (V?p(r) > 0) and the BCPs of H-bonds have positive V?p..
According to other Koch—Popelier criteria, these values must be in the range
V2p. = 0.02—0.15 a.u. [46, 75].

Values of V?p, at the BCPs of A-H covalent and H- - -O hydrogen bonds are
displayed in Figs. 6 and 7, respectively. The O-H---O bonds in FAD and
FFAC exhibit again a different behavior to the rest of the H-bonds in both
figures. In fact, the hydroxyl group of formic acid is the only covalent bond in
Fig. 6 that increases V2p, at closer proximity between monomers whereas
changes for hydroxyl in water and methanol, and for the N-H bond in for-
mamide are nearly negligible. Since the local concentration of charge in the
vicinity of equilibrium decreases noticeably only for these two stronger
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Figure 6. Change of V?p(r) at the A-H covalent BCP of donor groups. Dotted lines represent
values in the isolated monomers (f: formamide, fa: formic acid, w: water, m: methanol).

H-bonds (see their steep rise from R — Req = 0.4A inward in Fig. 6) while the
rest of the H-donor covalent bonds suffer nearly no depletion of charge, only
for these two O—H- - -O hydrogen bonds, one should properly speak of shifts of
electron density in the H-donor groups.
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Figure 7. Change of V?p(r) at the H---O hydrogen BCP.
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The Laplacian of p(r) at the H-bond CP plotted in Fig. 7 is in all cases within
the Koch-Popelier range, and, except for the scale, changes of V?p, show a
rather similar pattern to changes of p, in Fig. 5. Both p, and V?p, increase
rapidly in the proximity of R, i.e., larger electron densities are accompanied
by increased depletion of charge in the H---O paths. To interpret this obser-
vation correctly one should recall that the Laplacian of the electron density at a
point is the trace of the Hessian matrix of p(r), i.e., the sum of its three
eigenvalues or local curvatures of the density at the point. The sign of V?p,
at a (3, —1) BCP is the result of adding one positive curvature (p is a minimum)
along the interaction line (bond path) and two negative curvatures (p is a
maximum) at the plane perpendicular to the interaction line. For hydrogen
bonds, V2p, > 0 is determined by the positive curvature of p along the H-bond
paths as closed-shell interactions are characterized by relative depletion of
charge in the interatomic perpendicular surface [45]. At shorter intermolecular
distances in Figs. 5 and 7, the minimum value of p at the H-bond path is larger
(p. increases) and the concentration of charge at the perpendicular plane is
smaller (negative curvatures decrease and V2p, is more positive). Nevertheless,
the small magnitude of V2p, in Fig. 7 for these classical H-bonds is in contrast
to the great changes of this topological descriptor for strong H-bonds. As we
have recently demonstrated [72], the variation of V?p, in the transit from
covalent to hydrogen bonding associated to proton transfer occurring along a
strong H-bond connects continuously the covalent regime (as that plotted in
Fig. 6) with the hydrogen bonding regime (as that of Fig. 7) after reaching a
small maximum near the region where V2p, = 0 [72].

The local value of the total energy density at a point r, H(r), is another useful
topological descriptor that provides supplementary information about the
nature of the interaction at r. The total energy density H(r) is the sum of the
kinetic energy density G(r), a positive quantity, and the potential energy density
J(r), a negative quantity, both densities related with the Laplacian of p(r)
through the local expression for the virial theorem [45, 46]:

5) V260 = L0

When integrated over the full space or over a basin, the integral of V2p(r)
vanishes and Eq. 5 takes the usual form of the virial theorem. If r is a BCP r,
the sign of H(r.) = H, = G. + V. shows whether the positive kinetic or the
negative potential contribution is dominant. When there is an excess of kinetic
energy, V2p. > 01in Eq. 5 and p(r) is concentrated towards the nuclei as found
in closed-shell interactions such as hydrogen bonding. A dominance of poten-
tial energy leading to V?p, < 0 in Eq. 5 may be viewed as the consequence of
accumulating charge at the BCP, as found in covalent bonds. Therefore, in
bonds with any degree or covalent character, |V;| > G. and H. < 0, whereas
H. > 0 is always indicative of purely closed-shell interactions. Bonds with H.
negative but | V| < 2G, are termed partially covalent [20, 31].



Changes of Electron Properties 125

004 ———T T T T T T
0.000 |
—-0.004
3 .
%—0.008 o ——O-H--0 WD B
I r —A—O-H-0 MW
—v—O0-H-~0 WM
[ —0—O-H--0 FAD
-0.012 —O—N-H--0 FD ]
—>—N-H--O FFAC
—<—O-H--0 FFAC
-0.016 i
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
-0.4 0.0 0.4 0.8 1.2 1.6

R~ Req (A)

Figure 8. Change of H(r) at the H- - -O hydrogen BCP.

Figure 8 plots the evolution of H, at the H---O bond paths. The O-H---O
bonds in FAD and FFAC show once again a different behavior entering the
negative domain of H. at R longer than R.q and then falling abruptly. On the
contrary, the rest of the H-bonds keep their positive H, until the equilibrium
separation and only at the closer R.q — 0.2 distance they start to exhibit very
small negative H.. As a consequence, O—H- - -O in FAD and FFAC are the only
H-bonds showing H. < 0 at R.q. Table 2 presents local values of kinetic and
potential energy densities at the hydrogen BCP as well as H, itself for geo-
metries corresponding to these two shorter intermolecular distances. In agree-
ment with the observation that V2p, > 0 for all the systems at all the distances

Table 2. Energy (G.: kinetic, V¢: potential, H.: total) densities (a.u.) at the H- - -O hydrogen BCP of
systems in Fig. 1 at the equilibrium distance Rq and at Req — 0.2A

Req Req —0.2

Dimer H-bond G, Ve H, G, Ve H,

WD O-H---O  0.02050  —0.01817 0.00233  0.03532  —0.03535  —0.00003
MW O-H---O  0.02115  —0.01896 0.00219  0.03688  —0.03740  —0.00052
WM O-H---O  0.02410  —0.02239 0.00171  0.03862  —0.03979  —0.00117
FAD O-H---O  0.03484  —0.03745  —0.00261  0.05617  —0.07081 —0.01464
FD N-H---O  0.02301 —0.02181 0.00120  0.03022  —0.03063  —0.00041
FFAC N-H---O  0.02096  —0.01908 0.00188  0.03133  —0.03141 —0.00008
FFAC O-H---O 0.03786  —0.04217  —0.00431  0.05331 —0.06667  —0.01336
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considered (see Fig. 7) and according to Eq. 5, if H. <0 the condition
|Ve| < 2G, must be fulfilled. In fact, Table 2 shows that this inequality holds
so that H-bonds exhibiting negative H. at some intermolecular separations
should be considered to display partial covalent character. A behavior noticed
in Fig. 8 is that H, takes significant values only in the proximity of the
equilibrium reaching the maxima just at Rqq except for the O-H---O bonds in
FAD and FFAC. These stronger H-bonds show large potential energy effects
that compensate the greater kinetic contributions near R.q (see Table 2) thus
leading to H, < 0 in that region, but they exhibit positive H, values distinctly
larger than the rest of the H-bonds at long distances (especially O-H---O in
FFAC). Both observations illustrate the dominance of kinetic effects in the
associated electron redistribution.

3.2 AIM Charges and NBO Populations

The most conventional picture of any A-H- - -B hydrogen bond is probably the
electrostatic point-charge image A®”—H®'...B®" that highlights the role of
electronegativity of atoms directly involved. For the classical H-bonds and
regardless of the complexity of the image suggested by electron effects, one
should expect such a qualitative charge arrangement. Changes with R of the
difference between dimer and monomer atomic charges in A—H- - -O bonds are
plotted for the H-donor atom A (N, O) in Fig. 9, for H-acceptor O in Fig. 10,
and for H in Fig. 11, while the corresponding monomer values are listed in
Table 3 for reference. In what follows, the results of integrating p(r) over AIM
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Figure 9. Change with respect to monomer values of the atomic charge of atom A in A-H---O
hydrogen bonds.
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Figure 10. Change with respect to monomer values of the atomic charge of oxygen in A-H---O
hydrogen bonds.

basins and those of adding NBO populations ascribed to atoms are discussed
together. Given the rather different nature of AIM and NBO atomic charges,
their common features discussed in this overview reveal essential characteristics
of bonding, avoiding thus artifactual issues so frequent when dealing with other
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Figure 11. Change with respect to monomer values of the atomic charge of hydrogen in A-H---O
hydrogen bonds.
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Table 3. Monomer atomic charges (e) of the atoms involved in A—H- - -O hydrogen bonds

AIM NBO
Monomer A qa qu qo qAa qu qo
Water (6] —1.1328 0.5664 —1.1328 —0.8977 0.4488 —0.8977
Methanol O —1.0941 0.5577 —1.0941 —0.7178 0.4430 —0.7178
Formic acid (@) —1.1279 0.5971 —1.1244 —0.6683 0.4714 —0.5362
Formamide N —1.2238 0.4261 —1.1308 —0.8099 0.3898 —0.5619

electron populations based upon less elaborate approaches (see the recent
discussion by Bader and Matta on the meaning of ““atomic charges” in Ref. 78).

The changes of curvature seen in some curves of FFAC are due to the
changes suffered by this complex described above. When both monomers in
FFAC separate from equilibrium, the N-H- - -O bond breaks leaving the system
bound by the single O-H- - -O bond. This process involves a particular electron
redistribution at intermediate distances which in turn gives rise to local alter-
ations, but, except for some wiggles in that region, this specific change has no
effect on the general trends studied, so that, as it has been addressed in separate
papers [67, 87], it will not be further considered in this overview.

With the only exception of the donor atom A in FAD, FD, and FFAC for
which there is a qualitative discrepancy between AIM and NBO results, trends
shown by all the charges in Figs. 9-11 comply with the A®>—H®"...B%"
picture. Regarding the donor atom A in Fig. 9, AIM predicts a steady increase
in its negative charge as the monomers move closer, with all the oxygens
showing nearly identical variation. Since AIM charges give populations of
atomic basins of p(r), the electron redistribution occurring at all the intermo-
lecular distances is felt as continuous changes of ¢ with R (this remark is of
course also valid for Figs. 10 and 11). NBO predicts a similar trend only for
systems with one single H-bond whereas for cyclic dimers with two H-bonds,
ga changes very little with R and only near the equilibrium it shows slight
differences decreasing its negative value by less than 0.02e¢. This makes the
disagreement with AIM scarcely significant, especially when one considers that
both methods agree in predicting similar trends for changes of charges in
H---O. In fact, AIM and NBO ¢o curves in Fig. 10 are essentially identical
for WD, MW, and WM, and exhibit rather similar patterns for FAD, FD, and
FFAC (note the identical sequence shown by AIM and NBO curves of these
complexes in the inner region). This H-acceptor atom increases its negative
charge at all the intermolecular separations. If for AIM charges this variation
may be viewed as the direct consequence of the repeatedly mentioned electron
redistribution, the greater sensitivity of NBO charges for H-acceptor atoms as
compared with H-donor atoms suggests a possible effect due to electron lone
pairs. In fact, since NBO one-center atomic charges include population of lone
pairs on that center, this difference between electronegative A and O atoms
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points to a distinct role played by the lone pairs of oxygen. One of the
traditional views of hydrogen bonding has been the involvement of a lone
pair of the H-acceptor B>~ atom in the interaction. The variation of NBO
charges plotted in Fig. 10 is consequent on that role which is further explored
below using the information provided by the ELF (see Sect. 3.4).

Figure 11 shows that hydrogen loses charge increasing thus its positive
charge H®" upon closer approximation between monomers. This well-known
effect constitutes another Koch—Popelier criterion [46, 75] and is one of the
main characteristics of the interaction. The AIM curves in Fig. 11 split into
systems with one single H-bond and systems with two H-bonds, with ¢y values
in these cyclic dimers also showing a slightly different behavior in O-H- - -O and
N-H- - -O bonds. Since AIM charges are obtained integrating p(r) over atomic
basins, and H basins suffer greatest spatial changes due to their location
between A and O basins in molecular space, the magnitude of the variation
of g with R is in general the largest one of the three atoms in H-bonds. The
NBO values of gy are not very different to AIM values at long and intermediate
distances in Fig. 11, but in the proximity of equilibrium, they are smaller than
AIM and have a magnitude more similar to g (Fig. 9) than to go (Fig. 10).
Since NBO charges are one-center natural populations, this is consistent with
the direct connection between H and A atoms in the covalent bond A-H.

Comparison between the variation of AIM and NBO atomic charges reflects
the magnitude of effects associated to hydrogen bonding at different intermono-
mer distances. Atomic basins of p(r) extend over the whole molecular space of the
system [45, 46] so that the AIM basins of the three atoms in A-H- - -O feel a subtle
electron redistribution that changes in a continuous manner with R. These
changes are revealed in continuous variation of the associated populations as
indicated by the comparable magnitude of AIM values for A, H, and O atoms at
any distance. On the contrary, the variation of NBO charges depends on the
molecular orbital effects directly felt by the bonded atoms. This implies that the
magnitude of the variation of the NBO charges is smaller than that of the AIM
charges, and as discussed above, the behavior of oxygen is different due to the role
of'its lone pairs. Although the AIM and NBO analyses provide distinct informa-
tion that gives rise to distinct individual atomic features, they agree closely in
predicting the spatial evolution of net electron charges of monomer partners at the
whole range of intermolecular distances, as Fig. 12 clearly illustrates.

These net charges are obtained by adding all the atomic charges in every
monomer. According to the Lewis concept of an acid as an electron acceptor
and a base as an electron donor, H-donor monomers in Fig. 12 gain charge
(¢ < 0) and H-acceptor monomers lose charge (¢ > 0). Water and methanol in
single H-bond complexes show small net charges about 0.015¢ at Req and
0.025¢ at Req — 0.2A, whereas FFAC exhibits larger charges about 0.040¢ at
Req and 0.045¢ at R.q — 0.2A. The negative value in this complex belongs to
formic acid that behaves as the net H-donor acid while formamide is the
positive net H-acceptor base, in agreement with the aforementioned data
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Figure 12. Change of the net charge of the monomers.

indicating that O-H- - -O is stronger than N-H- - -O in FFAC. Note besides the
rather different behavior of this system at intermediate and long distances.
Whereas the rest of the complexes show noticeable charges only at the close
proximity of equilibrium, FFAC reveals hydrogen bonding effects as soon as
the monomers begin to approximate, and even at distances 1.2 A longer than
R4 they present net charges comparable to those of the single H-bond systems.
FAD and FD are symmetric dimers in which both monomers behave simul-
taneously as H-donor (acid) and H-acceptor (base), and have thus net charge
zero at any distance. As a final consideration regarding charge effects, the
excellent agreement between the AIM and NBO curves in Fig. 12 indicates
that despite the different type of information provided by both methods, they
are able to identify a coincident response of hydrogen bonding partners to
charge transfer effects underlying the interaction.

3.3 Electrostatic Potentials

The value of the electrostatic potential U(r) created by a molecular system at a
point r gives the electrostatic energy on a unit positive charge located atr and the
sign indicates whether the nuclear or the electron term in Eq. 2 is dominant there.
U(r)is a useful property to study reactivity given that an approaching electrophile
will be attracted to negative regions (particularly to points with most negative
values), where the electron distribution effect is dominant. Experimental U(r)
computed with electron densities obtained from X-ray diffraction data has been
used to explore the electrophilicity of hydrogen bonding functional groups
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[11, 88]. The study of experimental and theoretical U(r) shows that H-donor
and H-acceptor properties of molecules are revealed by positive and negative
regions, respectively, so that the formation of a H-bond can be regarded as the
consequence of a complementarity between the electrostatic potentials [11, 53].
At H-bond distances, however, these regions superimpose and cancel in the
intermolecular region [53, 88].

This complementarity between electrostatic potentials is illustrated for a single
H-bond complex (MW) in Fig. 13 and a dimer with two H-bonds (FD) in Fig. 14.
As it is readily noticed in these plots, U(r) for H-donor and H-acceptor mono-
mers merges into one common positive region around the H-bond embracing
both partners in complexes. These maps show also features that relate the
electrostatic potential to the NBO charges discussed in Sect. 3.2 and ELF
properties addressed in Sect. 3.4 with regard to electron lone pairs of H-acceptor
oxygen. Isolated water (Fig. 13b) and formamide (Fig. 14a or 14b) monomers
exhibit negative regions around oxygen that clearly points to two lone pairs as
sites of electrophilic attack. These regions enclose two minima in water (inner-
most negative contours in Fig. 13b) and are symmetrically located around O
nucleus while in formamide the presence of the NH; group distorts that sym-
metry slightly (compare the shapes of both negative regions around O in Fig. 14a
or 14b). Upon hydrogen bonding, one of those negative regions remains virtually
unchanged whereas the other suffers distinct changes: its extension decreases in
MW (above acceptor oxygen in Fig. 13c) and nearly disappears in FD (see the
very small two-lobe negative region in the bond ring interior in Fig. 14c).
Changes with respect to isolated monomers displayed by the negative part of
U(r) in H-bond complexes are in agreement with the expected direct involvement
of one of the lone pairs of H-acceptor oxygen in the interaction.

Figure 15 plots electrostatic potentials for MW and FD at geometries corre-
sponding to an intermolecular distance 0.8 A longer than Rq. The remarkable
similarity of these maps with those of equilibrium in Figs. 13c and 14c illus-
trates the long distance behavior of the electrostatic complementarity between
monomers. However, it is interesting to consider the magnitude of U(r) in the
intermonomer region to gauge the electrostatic differences due to different
intermolecular distances. As for the set of isocontours plotted in these maps,
the innermost value of U(r) that embraces both monomers in MW is 80 kcal/
mol at Ry (Fig. 13¢) and 20 kcal/mol at Req + 0.8 (Fig. 15a), whereas for FD,
these values are 100 kcal/mol at Req (Fig. 14c) and 20 kcal/mol at R.q + 0.8
(Fig. 15b). The proximity to equilibrium structures becomes thus apparent in
the magnitude of the electrostatic potential in the electropositive region sur-
rounding the H-bond. Save for this quantitative difference in the arrangement
of U(r) > 0 isocontours, the division of space into negative and positive regions
is rather similar in both geometries as the virtually identical shapes of U(r) = 0
border reveal. These considerations indicate that, upon hydrogen bonding, the
electrostatic potential suffers a rearrangement similar to the electron density
redistribution discussed before.
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Figure 13. Electrostatic potential isocontour maps at the plane of O-H---O bond for MW at
equilibrium. Contours are U(r) = £p x 10" ((p =2, 4, 6, 8, 10), n =0, 1, 2) kcal/mol, increasing
(full lines positive) and decreasing (dashed lines negative) from contour U(r) = 0.0 (bold line): (a, b)
Isolated monomers (a: methanol, b: water) at the complex geometry. (¢) Complex.
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Figure 14. Electrostatic potential isocontour maps for FD at equilibrium: (a, b) Isolated formamide
monomers at the dimer geometry. (¢) Dimer. Contours as in Fig. 13.
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Figure 15. Electrostatic potential isocontour maps for MW (a) and FD (b) at R.q + 0.8 geometries.
Gray lines and symbols in () indicate out of plane atoms. Contours as in Fig. 13.

Information provided by the spatial distribution of electrostatic potentials is
supplemented with local values of U(r) at selected atomic sites. The electrostatic
potential at a nucleus, U, defined in Eq. 3, is a quantity which can be used as a
reactivity parameter in the spirit of AIM topological descriptors. Linear cor-
relations between H-bond energies and Uy calculated at the sites of donor and
acceptor atoms have been reported for a series of H-bond complexes [55].
However, the most general descriptor regarding U, is that computed at the
hydrogen site, Up(H). Excellent linear relationships between Uy(H) and H-bond
energies that include terms arising from decomposition schemes have been used
to investigate hydrogen bonding abilities of molecules with a variety of func-
tional groups [54]. The variation of Uy(H) plotted in Fig. 16 is in close agree-
ment with changes of p,(H) displayed in Fig. 3. Due to the expression of U,
Eq. 3, the electron deficiency at the proton position (see Fig. 3) is noticed now
as a decreased, i.e., less negative, electrostatic potential at the nucleus. This
decrease rises exponentially with shorter distances for most of the H-bonds
investigated and at Rqq+ 0.8 A, values of Up(H) in the complexes are already
much larger than in the monomers. The sequence of values at Rqq for Up(H) in
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Figure 16. Change of U(r) at the H nucleus. Dotted lines represent values in the isolated monomers
(f: formamide, fa: formic acid, w: water, m: methanol).

Fig. 16 and p,(H) in Fig. 3 is the same but if one looks at the scale in both plots
(recall that for an isolated hydrogen atom, U, = —1 a.u.), the electrostatic
potential at the H nucleus is a more sensitive descriptor than the electron
density. This is highlighted by expressing p,(H) and Uy(H) values at R.q as
relative changes with respect to monomer values. For the system showing the
smallest deviation from monomers, WD, the deficiency of p,(H) amounts to
3.7% and the decrease of Uy(H) to 11.4%. For the system with the largest
deviation from monomers, O-H---O bond in FFAC, relative changes of
po(H) and Up(H) are 9.7% and 18.5%, respectively.

3.4 Electron Localization Function

The description of the electron redistribution that accompanies formation of
H-bonds considered up to this point is now supplemented with information
provided by the ELF. Spatial distributions of n(r) are displayed in Figs. 17 and
18 in the form of isocontour maps at selected planes of MW and FD, respect-
ively. These plots show the most prominent feature of changes suffered by the
ELF upon hydrogen bonding: the mutual “pressure” exerted by H-donor and
H-acceptor groups. To understand this feature calls for considering first the
localization domains of monomeric species involved in A—H- - -O bond. Valence
disynaptic basins V(A, H) in H-donor monomers occupy less space than
valence monosynaptic basins V(O) in H-acceptor monomers [63], i.e., in
protonated basins V(A, H) the localization is higher than in basins V(O)
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Figure 17. Electron localization function isocontour maps at the plane containing O-H- - -O bond
in MW. The following isocontours of 7(r) are drawn (starting at the outermost one): 0.01, 0.05, 0.1,
0.2, 0.3, 0.4 (dashed lines), 0.5 (bold line), 0.6, 0.7, 0.8, 0.85, 0.9, and 0.95 (full lines): (a) Isolated
monomers (left: methanol, right: water) at the orientation of the complex at equilibrium. (b)) MW at
equilibrium geometry.

corresponding to lone pairs of oxygen. Although ELF basins are not shown in
Figs. 17 and 18, the different space occupied by these domains is readily
noticed: compare the region around the O-H bond of isolated methanol with
the region around oxygen of isolated water in MW (Fig. 17a) or the regions
around N-H bond and carbonyl oxygen of isolated formamides in FD (Fig.
18a). As Silvi and Savin have pointed out [57], ELF basins give a qualitative
picture of valence shell electron pair repulsion (VSEPR) domains. In agreement
with the assumptions of the VSEPR model [89, 90] regarding localization of
electron pairs in molecular geometry, lone pairs occupy more space than bond
pairs though bonds with H are a special case because the associated space can
be much larger if the other atom is not electronegative (compare for instance
the regions around O-H and C-H bonds of isolated methanol in Fig. 17a).
Hydrogen bond formation reduces volume of V(A, H) and V(O) domains
in isolated monomers (see Figs. 19 and 20) because the electron localization
increases in the interaction. Besides, the mutual Pauli repulsion of pairs
along the region surrounding A-H---O link in the complex flattens their
opposite boundary isosurfaces of n(r) as it is readily noticed in Figs. 17b
and 18b. Although, as discussed below, the changes shown by regions
of donor A-H bonds and acceptor lone pairs are slightly different because a
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Figure 18. Electron localization function isocontour maps for FD: (@) Isolated formamide mono-
mers at the orientation of the dimer at equilibrium. (b) FD at equilibrium geometry. Contours as in
Fig. 17.

bond pair and a lone pair have distinct localization domains, this mutual
pressure between donor and acceptor groups due to the Pauli repulsion can
be viewed as an effect of the mutual penetration of the hydrogen and acceptor
atoms prescribed by Koch and Popelier in their criteria to characterize hydro-
gen bonds [46, 75].

As anticipated on the basis of this mutual pressure, the volumes of V(A, H)
and V(O) basins must decrease upon hydrogen bonding. On the other side,
although one should expect lower populations associated to smaller volumes,
the possibility of charge transfer as a consequence of localization changes
predicted by the ELF [63] can give rise to a different behavior. To assess the
magnitude of these effects we analyze now the variation of volumes and
electron populations of these two basins as well as those of the second mono-
synaptic basin V(O) corresponding to the other lone pair of oxygen not directly
involved in hydrogen bonding.
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Figure 19. Change of volume of the bond pair ELF basin of A-H donor bond. Dotted
lines are values in the monomers (f: formamide, w: water, m: methanol, fa: formic acid).
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Figures 19 and 20 plot the variation of volume of V(A, H) and V(O) basins
whereas Fig. 21 plots volumes of the second monosynaptic V(O) basin corre-
sponding to the lone pair of oxygen not directly involved in H-bond. Save for
the above-mentioned local wiggles of FFAC at intermediate R, the large
contraction of localization domains revealed by Figs. 19 and 20 illustrates the
magnitude of the mutual pressure exerted by V(A, H) and V(O) basins. This
effect is felt at long distances as it is apparent by the fact that all the curves are
already well below monomer values at R.q + 1.6 A. The great contraction with
respect to isolated monomers demonstrates that this change of volume is one of
the most sensitive properties to hydrogen bonding effects. As for results plotted
in Figs. 19 and 20, the decrease of the volume of the disynaptic basins at Req is
about 45% for the O—H bonds and 35% for the N-H bonds while the contrac-
tion of monosynaptic basins is about 40% for the acceptor lone pairs in the
O-H- - -O bonds and about 33% for the N-H- - -O bonds. On the contrary, the
volume of the second lone pair basin of oxygen shown in Fig. 21 changes very
little remaining nearly constant until distances close to R.q. Complexes with
one single H-bond exhibit slight decreases of volume (about 1% for WD and
WM and 5% for MW) whereas this second V(O) basin expands about 5% in
cyclic systems. This slight expansion can be seen as a consequence of structural
constraints existing in the ring planar geometries of these systems: compare the
freedom to orient in space of both the lone pair domains of the acceptor oxygen
in MW (Fig. 17b) with its restricted orientation in FD (Fig. 18b). However,
irrespective of whether this monosynaptic basin contracts or expands, its
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Figure 21. Change of volume of the lone pair ELF basin of O not involved in H bond. Dotted lines
are values in the monomers (f: formamide, fa: formic acid, w: water, m: methanol).
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changes are insignificant when compared with those of localization basins
involved in hydrogen bonding.

As properties related with electron density and electrostatic potential sug-
gest, the formation of a H-bond involves some charge transfer between
the interacting monomers. Analyses of the ELF allow to investigate the amount
of charge transfer due to electron delocalization between V(A, H) and V(O)
basins. According to the Lewis point of view, the expected net effect of inter-
molecular charge transfer should be an increase of V(A, H) population and
an electron loss in the V(O) basin. The variation of V(A, H) and V(O) popu-
lations is plotted in Figs. 22 and 23, respectively, whereas that of the second
lone pair basin of oxygen is displayed in Fig. 24. A first point to note in
these plots is that unlike volumes, populations keep a well-separated grouping
around reference monomer values. As expected, A-H bond population
increases at closer approximation between monomers with a noticeable
change of slope at R about 0.4 A longer than R.q (Fig. 22). In a parallel
manner, lone pair population of acceptor oxygen decreases at shorter R with
a similar change of slope also at Req + 0.4 A (Fig. 23). If one considers that
both basins undergo large contraction and that despite its smaller volume, the
V(A, H) population increases at shorter distances, this gain of charge can be
viewed as the dominant effect due to electron delocalization between the donor
and the acceptor. The magnitude of this increase of charge at equilibrium is
0.015¢ in WD and WM, 0.030e¢ in MW, and 0.093-0.098¢ in complexes with
two H-bonds.
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Figure 22. Change of the bond ELF basin population of A—H donor bond. Dotted lines are values
in the monomers (f: formamide, fa: formic acid, m: methanol, w: water).
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Dotted lines are values in the monomers (f: formamide, fa: formic acid, m: methanol, w: water).
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The variation of charge for monosynaptic basins associated to both lone pairs
of acceptor oxygen is involved to a greater extent due to the existence of other
disynaptic basins that permit electron transfer between valence localization
domains in this atom. Thus, the magnitude of the loss of charge for the lone
pair participating in H-bond (Fig. 23) at R.q is 0.05¢ in WD, MW, and O-H- - -O
bond in FFAC, 0.0l¢ in WM, and 0.015¢ in FAD, but for the two N-H---O
bonds, this population increases by 0.0le in FD and 0.04e in FFAC. The
second monosynaptic basin population of the lone pair not involved in H-
bond (Fig. 24) increases by larger amounts of charge: about 0.10¢ in WD and
MW, 0.08¢ in WM, FD, and N-H: - -O bond in FFAD, and 0.13¢ in FAD and
O-H---O bond in FFAD. The net effect for localization domains around
oxygen is thus a gain of charge made at the expense of the adjacent disynaptic
basins.

Note finally the magnitude of populations associated to localization
domains. In the monomeric species, the V(A, H) population for the O-H
bonds is about 1.75¢ in water and methanol, and 1.83¢ in formic acid
while for the N-H bond in formamide it is 2.0e. The added population
of both V(O) lone pair basins of oxygen is 4.37¢ in water, 4.58¢ in methanol,
5.25¢ in formic acid, and 5.34¢ in formamide. On the basis of these
monomeric values, the H-donor ability must increase as the charge associated
to A-H decreases and thus hydroxyl must be a better donor than N-H.
The H-acceptor ability of oxygen must increase as the charge associated
to its lone pairs increases and thus the carbonyl oxygen (in formamide
and formic acid) must be a better acceptor than the hydroxyl oxygen (in
methanol and water). Taking into account even the small quantitative differ-
ences in all these populations, the stronger H-bond must be O-H- - -O in FFAC,
as other evidence presented before in this overview has already suggested.
It is noteworthy that populations obtained from space domains defined
in terms of electron localization agree in describing the hydrogen bonding
abilities of functional groups that form the most common types of classical
H-bonds.

4 CONCLUDING REMARKS

The interaction between two monomers that move nearer until a stable H-bond
complex is formed provokes changes in their electron distribution which can be
probed by comparing the electron properties of the complex with the monomer
values. This study has been presented in this overview by means of ab initio
quantum calculations for complexes linked by conventional N-H---O and
O-H- - -O hydrogen bonds at different intermolecular distances R. The changes
with the distance of a number of properties obtained from the electron density
p(r), AIM and NBO atomic charges, electrostatic potentials U(r), and the ELF
7(r) can be succinctly summarized as follows.
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4.1 Properties of p(r)

At shorter R, the monomers share increasingly higher contours of p(r) but the
local electron redistribution at the region of the A—H---O bond gives rise to a
deficiency at the position of H, leaving the proton deshielded, and to a small
loss of density at the A—H covalent bond. The value of p, at BCPs in H---O
paths increases exponentially with shorter R but the rise of its positive Lapla-
cian indicates that p(r) decreases at the plane perpendicular to the H- - -O line.
The electron redistribution is dominated by kinetic effects (G. dominates over
V. at every R) but all the bonds show H. < 0 (a “partially covalent” feature) at
R immediately shorter than R.q while the two stronger O-H---O bonds have
H, < 0even at Req.

4.2 AIM and NBO Atomic Charges

Both methods predict for donor (A) and acceptor (O) atoms negative charges
that increase at shorter R, this variation being more marked for systems with
two H-bonds. The particular features shown by NBO values of ¢o indicate an
involvement of lone pairs of oxygen at all the distances. Hydrogen atom loses
charge displaying positive values of gy that increase at shorter R. This charge is
more sensitive to the type of H-bond than the g and ¢go charges, with stronger
H-bonds showing greater positive gp. Although AIM and NBO may slightly
differ in providing local features at certain R, both methods predict virtually
identical net charges for monomers in the complex at all the distances. These
net charges identify the magnitude of the roles as H-donor (acid) of the
monomer with net charge ¢ < 0 and H-acceptor (base) of the monomer with
net charge ¢ > 0, in agreement with the Lewis electron view of acid—base
interactions.

4.3 Properties of U(r)

The electrostatic potential shows a complementarity between positive regions
of H-donor groups and negative regions of the H-acceptor atom that merge
into one common positive region around the A—H---O bond in the complex.
The involvement of one of the lone pairs of oxygen is revealed in the maps of
U(r) by a noticeable difference between the two electronegative regions that
surround this atom in the complex. At long distances, there is a space distri-
bution of U(r) rather similar in size and shape to that found at R., but
the magnitude of positive contours that embrace both partners in the complex
rises noticeably at shorter R. However, the division of molecular space into
negative and positive regions made by U = 0 contour is nearly identical at
all the intermolecular distances. The electrostatic potential at the H nucleus,
Uo(H), is a rather sensitive descriptor that amplifies the electron deficiency
suffered by H atom in the interaction. Uy(H) decreases (gets less negative)
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exponentially at shorter R but even at long distances, its values display very
large changes with respect to those of the monomers.

4.4 Properties of 7(r)

Upon hydrogen bonding, ELF domains associated to H-donor and H-acceptor
groups exert a mutual pressure due to the Pauli repulsion between electron
pairs that flattens the localization domains along the H- - -O link. This effect of
mutual penetration of H and O atoms can also be identified in the local
distributions of p(r) and U(r). Volume of ELF basins V(A, H) and V(O) for
the lone pair involved in the H-bond decreases dramatically even at long
distances. On the contrary, volume of the second V(O) basin for the lone pair
of O not involved in the H-bond remains nearly constant. Despite the great
contraction of V(A, H) basins, their electron populations increase as R de-
creases with a steeper slope near R4 that is more pronounced in complexes with
two H-bonds. The V(O) populations for lone pairs of oxygen also increase at
shorter R, but, in this case, it occurs as an effect made at the expense of other
adjacent valence basins. In any event, if one considers the large contractions of
space associated to ELF domains involved in hydrogen bonding, the gains of
charge of V(A, H) and V(O) basins should be viewed as the dominant effect
due to electron localization between the H-donor and the H-acceptor. Finally,
it is noteworthy that the populations obtained from the ELF domains agree in
describing the different hydrogen bonding abilities of functional groups that
form the most common types of classical H-bonds discussed in this overview.
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WEAK TO STRONG HYDROGEN BONDS
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Abstract We review various types of hydrogen bond characteristics based on our theoretical
work of diverse chemical systems. The systems include water clusters, hydrated
clusters, enzymes, ionophores/receptors, and assembled molecules such as organic
nanotubes. Special features of weak, normal, short, short strong H-bonding are
discussed in terms of structures, interaction energies, and spectra. Various m-type
H-bonds are also discussed.

Keywords:  Hydrogen bonds; hydrated clusters; receptors; enzymes; ab initio calculations.

1 INTRODUCTION

Intermolecular interactions are important in understanding organic, organo-
metallic and biomolecular structures, supramolecular assembly, crystal pack-
ing, reaction selectivity/specificity, molecular recognition, and drug-receptor
interactions [1]. Based on these interaction forces, not only theoretical design
but also experimental realization of novel functional molecules, nanomaterials,
and molecular devices has become possible [2]. Thus, the study of the funda-
mental intermolecular interactions is very important for aiding self-assembly
synthesis and nanomaterials design as well as for understanding molecular
cluster formation [3]. Among various types of molecular interactions, the
hydrogen bond (H-bond) is the most vital interaction force both in biology
and chemistry. For instance, water which is the most abundant and essential
substance on our planet and proteins and DNA which are the most important
substances in biosystems are held basically by networks of H-bonds. The H-
bond energy ranges from 1 to 30 kcal/mol. Since H-bonds can be easily formed
and broken depending on the given environment, they are considered to have
“on or off”” functions in biology [1].
149

S. Grabowski (ed.), Hydrogen Bonding—New Insights, 149-192.
© 2006 Springer.



150 Lee et al.

Recent progress both in theoretical and experimental methods has
shown many new interesting facts about the H-bonding. Then, these H-
bond interactions have been applied to the biological and material chemistry
[3-8]. H-bonds have often been used for self-assembling macromolecular
architecture such as capsules, nanotubes, biomaterials, wires, etc [4]. The
charge transfer (CT) through the H-bonded networks of a wire form
has been chemically and biochemically explored [5]. The charged and ionic
H-bond interactions have been applied to the recognition of ions by
receptors/ionophores [6]. Many biological systems such as proteins, mem-
branes, RNA, and DNA show functions related to multiple H-bonded
frames [7].

As various aspects of H-bonds have already been covered previously, inter-
ested readers can find many books [1-2] and reviews [8, 9] concerning this
topic. Regarding H-bonds, ab initio molecular orbital calculations have be-
come a powerful approach to study H-bonded cluster systems as well as the
fundamental binding energies of the single H-bonds. This is in part because
theoretical investigations make it easy to explore potential energy surface of
diverse conformations and to deduce important electronic energy components
such as electrostatic, inductive, dispersive, charge transfer, and repulsive inter-
actions, as well as their influences on the structures, spectra, and interaction
energies. Depending on the nature of H-bonds, it can have different propor-
tions of these energy components. Thus, in this review, we summarize our
theoretical work done on many different chemical systems (water clusters,
-systems, organic nanotubes, enzymes, drugs, and receptors), which exhibit
wide variety of different H-bonding characteristics such as normal, short,
short strong, and weak m-type H-bonds. Some of the pertinent issues
which will be addressed in the course of this review are the following: (1) typical
H-bonds in water clusters, (2) H-bonds, (3) ionic H-bonds in enzymes and
bio-receptors, (4) cooperative effect of H-bonds, and (5) normal vs. strong
hydrogen bonds.

2 THEORETICAL APPROACH
2.1 Calculation Methods

We used the density functional methods using Becke three parameters with
Lee-Yang—Parr functionals (B3LYP) and the ab initio methods using Moller—
Plesset second-order perturbation theory (MP2) to obtain the geometries,
binding energies, and IR frequencies. The coupled cluster calculations with
singles and doubles excitations (CCSD) and those including perturbative triples
excitations [CCSD(T)] were often carried out for more accurate calculations.
The basis sets we employed are 6-31+G*, 6-311++G**, aug-cc-pVDZ' (to be
shorted as aVDZ’) where the diffuse functions for H and the d diffuse functions
for other atoms are deleted from the aug-cc-pVDZ bais set, aug-cc-pVDZ (to
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be shorted as aVDZ), aug-cc-pVTZ (to be shorted as aVTZ), aug-cc-pVDZ+
(2s2p/2s) (to be shorted as aVDZ+), and aug-cc-pVTZ+(2s2p/2s) (to be
shorted as aVTZ+).

The basis set superposition error (BSSE) correction was made. As previously
experienced, full BSSE correction tends to underestimate binding energies
unless large basis sets are used to take into account most of electron correlation
energy. The interaction energies are reported as the median value of the BSSE-
corrected and BSSE-uncorrected values (i.e., half-BSSE-corrected binding
energies (—AE.)) which can be considered as the lower and upper limits,
respectively [9]. Although the BSSE-corrected values are more rigorous in
theoretical viewpoint, the energy obtained from incomplete basis sets is under-
estimated due to the lack of insufficient electron correlation energy which
in most cases tends to be empirically compensated partially by BSSE. In
particular, it should be noted that the BSSE-uncorrected H-bond distance is
somewhat too short, so that the full BSSE correction underestimates the
binding energy due to the overestimated repulsion at the distance (toward the
hard wall region) shorter than the optimal H-bond distance. The zero-point-
energy (ZPE)-corrected binding energies (—AEj and Dy) and enthalpies (AH29g)
and free energies (AGyog) at room temperature and 1 atm are also reported. The
charge analysis is done using natural bond orbital (NBO) [10] analysis.
HOMOs and LUMGOs are investigated. In order to consider the solvent effect,
the relative interaction energy in the given solvent (dielectric constant &)
(6AE,,) was obtained by using the isodensity surface polarized continuum
model (IPCM). The molecular orbital (MO) analysis was done using the
Posmol package [11].

2.2 Decomposition of Interaction Energy

In order to analyze the interaction energy component, the symmetry-adapted
perturbation theory (SAPT) [12] calculations were performed. SAPT have been
used to analyze the interaction energies in terms of electrostatic, induction,
dispersion, and exchange interaction components. The SAPT interaction en-
ergy (Eiy) has been analyzed up to the second-order symmetry adapted per-

turbation theory: the electrostatic energy (E.s;) consisting of Eéllﬁ) and Eillszt)’resp,
EQ0

(20)
ind,resp? Edisp’ and

) (12) (20)
h + Eexen T E

excl exch-ind,resp

induction (Ej,q) which equals dispersion (Egisp) which equals

exchange repulsion (Een) which equals EU 4 gl

exch excl

+E§)2£f]_disp. The superscripts (n11,) denote orders in perturbation theory

with respect to intermolecular and intramolecular interaction operators,
respectively. The subscript “resp” indicates the term including coupled-
perturbed HF response (SEEHF’ resp)- OMe distinct advantage of SAPT over
supermolecular approach is that each term in the perturbation series can be

physically interpreted:
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Eioy = Ees + Eexeh + Eing + Edisp + SEHF

int,resp
= Ees + Ejen + Eg + Egigp + 0 Eint resp:
where
Eo= EO B2
Ena = LY,
Edisp = E(Elzig;’
Eexet = gy + et + Edseh T Eaxehyind,vesp T Eexchaisp:
a = Efnd + Eoehind,resp
E;isp = Efizig; + Eg(ggl,disp’
and
wxeh = Eoxch + Eoxeh + Bt

Cexo

Here, the superscript indicates the effective energy component.

3 H-BOND IN WATER CLUSTERS

A water molecule favors four H-bond interactions. Neutral water clusters are
determined mainly by the H-bond interactions and strains between water mol-
ecules. Structures, energetics, and electronic and spectroscopic properties of
small water clusters have been well investigated [13—-15]. Each water molecule in
clusters can be classified as “d”, “a”, “da”, “aa”, “dd”, “daa”, “dda”, and
“ddaa” types, where “d”” and ““a” indicate H-donor and H-acceptor, respectively.

The lowest-energy water clusters from water dimer to dodecamer and their
interaction energies are presented in Fig. 1 and Table 1. The water tetramer,
pentamer, and octamer are relatively stable with respect to the water dimer,
hexamer, and heptamer. The trimer to pentamer has global minimum energy
structures of cyclic ring conformation. The hexamer has five isoenergetic con-
formations. The high level calculations show that the cage structure has the
lowest energy, followed by book, prism, cyclic, and bag structures (the energies
of which are 30.76, 30.70, 30.54, 30.19, 30.10 kcal/mol, respectively, in —AE|, at
the MP2/HZ4P(2fg/2d)++ level) [14h]. Indeed, the cage structure, which is the
most stable conformer of neutral water hexamer near 0 K was experimentally
observed [16]. The nearly isoenergetic conformer, book structure, was also
observed recently [17]. In addition, the slightly higher energy conformer of
cyclic structure was observed in Ar matrix [18].

Water-containing clusters tend to have different H-bond framework at high
temperature. Generally, the temperature—entropy effect decreases the number of
H-bond interactions. Especially, the H-bond clusters with some angle strain are
affected by temperature. So, the cyclic ring or book structures are more stable at
high temperatures, while at low temperatures 3-D structures (cage and prism)
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Figure 1. The lowest-energy neutral water cluster structures (W,_j; at 0 K) and four other iso-
energetic isomers of neutral water hexamer.

are more stable (Fig. 1). This aspect is related to the phase transition between
1-D or 2-D and 3-D structures. The 1-D structures are less H-bonded and 3-D
structures are more H-bonded. This conformational change is important in
the generation of excess-electron-bound water clusters. At low temperatures,
in comparison with other sizes, the interaction energies of water hexamer
and heptamer are relatively weak due to the molecular strain. The water hex-
amer cage conformer has a highly strained structure with cyclic tetrameric
H-bond interactions, and the heptamer cluster structure has a unit of cyclic
trimeric H-bond interaction. At low temperatures, the caged structures with
more H-bond interactions are favorable, while at high temperatures the cyclic
structures with less H-bond interactions are favorable. This trend sometimes
appears in IR spectra of aqua clusters. So, the entropy-driven effect has to be
well understood to identify their structures and coordinations using IR spectra,
because the computationally estimated IR spectrum using the low-energy struc-
ture can be different from the experimental one observed at a finite temperature.
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Generally, single H-donor water molecules (“‘da” or “daa” waters) have
strong H-bond interactions in neutral water clusters. This aspect appears in
IR spectra for O-H stretch frequencies as strong red-shifts. The red-shifts of
O-H stretch frequencies monotonically increase up to the hexamer ring struc-
ture owing to the increase in the strength of H-bond interaction by the decrease
of bond angle strains (Table 2). However, this H-bond strength is saturated at
the hexamer, and so the heptamer and octamer ring conformers have red-shifts
similar to the hexamer. These red-shifted values with respect to those of water
monomer reflect the strength of H-bond interactions between water molecules.
The cyclic pentamer cluster shows ~540cm™! red-shifted frequencies corre-
sponding to “da” water, while the hexamer-cage shows ~670cm™! red-shifted
frequencies, corresponding to “‘daa” -type water. The large shifts are due to the
strong polarization effect by the H-bonds.

The order of red-shifts of OH stretching frequencies with respect to the average
value of v3 and vy of the water molecule in the water dimer to dodecamer
is “da”(v3) < “daa”(v3) < “dda”(v;) < “ddaa”(v;) < “ddaa”(y)) =~ <
“dda”(v) < “da”(v) < “daa”(v;). The IR intensities of double proton donor-
type waters (“dda” and “ddaa”) in asymmetric OH stretching modes (v3) are
strong, while the intensities of single donor-type waters (“da’” and “daa’) are
strong in symmetric OH stretching modes (v;). The order of red-shifts of bending
frequencies with respect to that of monomer is “ddaa” > “dda” > “daa” ~ ““da”.
In the cases of undecamer and dodecamer, the ranges of —d»; and —dwv; of
“ddaa”-type are 209—299 cm~! and 245—496cm™~', and that of 8v, of “ddaa”-

Table 2. B3LYP/6-311++G** vibrational frequency shifts (with respect to the monomer
frequencies v3 and »;) and IR intensities (average in parentheses) of (H>O),_,_g

—ov3 —ovy
n Conf. “da” “daa” “dda” “dda” “da” “daa”
2 Linear “a”: 8 (9) “d”: 30 (8) “a”:3(2) “d”: 112 (33)
3 Ring 27-33 (8) 188-257 (37)
4 Ring 37-38 (7) 310-442 (74)
5 Ring 32-39 (7) 339-488 (89)
6 Ring 36-37 (7) 344-499 (97)
Book 34-38 (7) 47 (8) 199 (40) 235(32) 253-473 (100) 552 (28)
Bag 28-45 (8) 47 (5) 257 (68) 200 (58)  176-539 (79) 611 (40)
Cage 26-45(8) 39-43(7) 176-208 (36) 143-226 (32) 295-342 (60) 385-617 (76)
Prism 26-37 (7) 3841 (7) 147-190 (26) 122-260 (36) 275-639 (59)
7 Prism34 31 (6) 39-42(7) 137-242(39) 155-280 (37) 414 (62) 289-707 (79)
Ring 28-39 (7) 334-484 (98)
8 D2d 44 (6) 230-275(56) 185-204 (21) 519-604 (89)
Ring 29-30 (7) 323-472 (101)

Forn =1, v3 = 3921 (57) and »; = 3816 (9). Frequencies are in cm~!; IR intensities in 10 km/mol.
If 8v, = 6w, it means that v| is smaller than v3 by 105cm™!. The red-shift is defined with respect to
the average value (3868cm™!) of »; and 3 (i.e., —8v3 — 52 and —8v; + 52cm™')
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type is 93—135cm~!. The values of —8v; and —8v; of “dda”-type are
66—242cm~! and 181—436cm™!, and that of 8v; of “dda”-type is 46—138 cm .

4 H-BOND IN POLAR SYSTEMS

To investigate the H-bond, it is essential to study the interaction of the water
molecule interacting with other molecular species (Y) (Fig. 2). For the lowest
energy conformers of water-Y complexes, the binding energies (D, at MP2/
aVTZ) for the first hydrides: HF (00),H,O(0y/00),NH3(oh), and MeOH (o)
are 6.11, 3.04, 4.50, and 4.32 kcal/mol, respectively (Table 3). In the case of
water dimer, the o-type includes both oy and oo types. For the second-row
hydrides, the binding energies (D) of a water molecule interacting with HCI
(00),H>S (on),PH3 (o), and MeSH (o) are 4.02, 2.38, 1.57, and 3.16 kcal/
mol, respectively.

Ammonia has strong proton affinity, thus has strong H-bond interactions
with the water monomer compared with the interaction in the water dimer. In
NH;—H;0 interaction, polarizable lone-pair electrons in NH; make NHj
better H-accepting than H,O. H,S is a weaker proton-acceptor than H,O
and plays a role of H-donor in H,O—H,S interaction. The third elements P
and S atoms have relatively weak H-bond interactions due to large atomic
radius.

In the hydrogen halide acid-water clusters [19], water plays a role of H-
acceptor, while in anion—water clusters [20], water acts as H-donor. Good acids
provide protons more easily than stable anions. Their properties are strongly
related to the stabilization of dissociated ions by the hydration effect. The
anionic systems have strong proton affinity which gives a strong H-bond
interaction. In the case of charged systems [20, 21], the charge highly increases
the strength of H-bond interaction due to the strong electrostatic interaction. In
the protonated systems, the hydronium cation is a better proton donor than the
ammonium cation [22], so hydronium has stronger H-bond interaction than
ammonium. The positively charged systems have stronger H-bond interactions
than the negatively charged ones. The positively charged atom can easily
interact with the water O atom at a shorter distance, while the negatively

}4¥fiab$*¥¥ X«

6o oH 61/60o OH
H,O-HF H,O-NH;  H,0-H,O0  H,0O- HZS H,0- MeOH H,0- MeSH

poo b »oed s i 1

H20 HCI H2O PH3 H20 st Hzo MeOH H2O MeSH

Figure 2 (see color section). Structures of the hydrogen-bonded complexes of H,O.
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charged atom interacts with only a few H atom without full coordination, due
to the presence of an excess electron that requires a large vacant space around
the anion for stabilization as well as the repulsions between crowded H atoms
of water.

Some interesting N-containing aromatic rings were theoretically and experi-
mentally investigated for their H-bond interactions with water molecules [23].
Pyridine, which has sp>-hybridized nitrogen atom and resonance effect, has
stronger H-bonding interaction than those of ammonia-water, imine-water,
and furan—-water systems. This is because the lone-pair electrons of pyridine are
less-stabilized and less-delocalized (“‘localization effect”) in the HOMO, while
the lone-pair electrons of furan are delocalized and stabilized at the HOMO (-
electrons occupy carbon atom’s HOMO). Pyridine is a good proton-acceptor
and therefore plays actively in the H-bond interaction. Pyrrole shows strong
o-H bond interactions with water due to resonance effect and acidity, and also
weak w-H-bond interactions with water molecules. In the latter case, the lone-
pair electrons are delocalized around the aromatic ring by the resonance effect.
The carbon/m-electrons are compatible with lone-pair electrons of water
molecules. The pictures of their m-type interactions with water show the
7-H interaction. Thus, in the next section, we discuss the details of weak w-H
interactions.

5 H-BOND IN II-SYSTEMS

Novel H-bond involving aromatic rings have been an important subject in the
last decade [4]. The comparison of w-type H-bond interaction with the trad-
itional water-water o-type H-bond interaction should be very interesting. The
interaction energies of ethylene-water w-H bond and water-water H-bond
interactions were calculated to be 2.84 + 0.59 and 4.89 4+ 0.41 kcal/mol
at the MP2/aVDZ level, where the lower and upper limits are the BSSE-
corrected and -uncorrected values, respectively.

For the ethene-water and water—water SAPT interaction energies (MP2/
aVDZ) without ZPE correction (AE.; —2.0 and —4.1 kcal/mol, respectively),
the electrostatic components are —3.9 and —8.4 kcal/mol, the first-order ex-
change components are 5.5 and 8.5 kcal/mol, the second-order induction terms
are —2.7 and —2.9 kcal/mol, and the second-order dispersion energies are —2.4
and —2.3 kcal/mol, respectively. The m-systems have low-energy LUMOs
and polarizable electrons occupied in the higher energy molecular orbitals.
The m-systems can play a role of good electron-donating group. Therefore,
with respect to the electrostatic interaction energy of w-H-bond interaction, the
exchange component is highly repulsive. While the exchange component of
water—water H-bond interaction is in the magnitude similar to the electrostatic
interaction, the induction energy of w-H-bond interaction has relatively large
energy component. The dispersion interaction is also relatively large due to the
diffuse and polarizable mw-electron density in the m-H-bond interaction.
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Here we particularly discuss the case of phenol systems in comparison with
water molecules (i.e., phenol vs. water molecule interacting with various mol-
ecules: o-type, m-type, and x-type H-bonds), because of their similarity in
interaction with other molecular species while they are - and o-systems. The
nature of interactions of phenol with various molecules (Y: the first
hydrides (HF, H,O, NH3), the second hydrides (HCI, H,S, PH3), and the
analogs of H,O and H,S (MeOH, MeSH)) is investigated (Fig. 3 and Table 4).
In addition, we find that phenol can also involve in mw-H interaction (to be
denoted as m-type) and both w-H and o(oy/00) interactions (to be denoted
as x-type (xu/Xo))- We made our efforts to investigate the m conformers
as well as to investigate the difference between oy and oo conformations.
We compared the conformational energetics depending on oy,00,7,Xpo, and

Phenol HF Phenol HCI Phenol H,O Phenol H,S
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Figure 3. Structures of the hydrogen-bonded complexes of phenol. Reproduced by permission of
American Chemical Society: Ref. [24].
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Xo-type interactions and analyzed their energy components (electrostatic, in-
duction, dispersion, and exchange repulsion energies). In addition, by studying
the corresponding water-Y complexes, we compared them with phenol-Y
complexes.

In going from HF to H,O to NHj, the oy binding energy “Dy” increases
from 2.5 to 5.6 to 7.2 kcal/mol, the oo binding energy decreases from 6.4 to 3.6
to 2.6 kcal/mol, and the  binding energy decreases from 4.1 to 3.4 to 2.8 kcal/
mol. Although MeOH can be considered to be similar to H,O, the phenol-
MeOH binding energy (og: 7.5, 00: 4.8, x: 5.4 kcal/mol) is much larger than the
phenol-H,O energy due to the extra dispersion energy for the w-H interaction
by the Me group. For the second-row hydrides, from HCI to H,S to PH3, the
oy binding energy increases (2.1, 3.9, 3.5 kcal/mol), while the oo binding
energy decreases (4.4, 3.1, 1.6 kcal/mol) and the w-binding energy also de-
creases (5.0, 4.3, 3.7 kcal/mol). In the case of MeSH, the xi and xo binding
energies (6.9 and 5.5 kcal/mol) are large due to large dispersion energies. In the
cases of the first hydrides, the oo complex of HF is ca. 4 kcal/mol more stable
than the oy conformer, while the oy conformers of H,O and NH;3 are more
stable than the corresponding oo ones by ca. 2 and 5 kcal/mol, respectively. On
the other hand, in the second hydride systems, the m complexes are slightly
more stable (by only a fraction of 1 kcal/mol) than, but compete with the oo
complex for HCI and the oy complexes for H,S and PH3. The H-bonding types
of the global minimum energy structures are oo for HF, oy for H,O, NHj3,
PHj3, and MeOH, = for HCI, H,S, and PHj3, and xy for MeSH. Thus, HF
favors oo-type H-bonding, while H,O, NHj3;, and MeOH favor oy-type
H-bonding. On the other hand, HCI, H,S, and PH; favor m-type H-bonding,
which are slightly favored over o¢, oy, og-type bonding, respectively. MeSH
favors xy-type which has characters of both 7 and oy. Phenol-Y complexes
are compared with water—Y complexes. In the water—Y complexes where
oo/op-type involves the H-bond by the water O/H atom, HF and HCI favor
oo-type, H,O involves both oo/op-type, and H,S,NH3,PH;, MeOH, and
MeSH favor opi-type. Except for HF, other seven species have larger binding
energy with phenol than H,O. The details are given in Ref. [24].

In the phenol-Y clusters, the SAPT interaction energies Ej,, are dominated
by attractive electrostatic Ej,, and repulsive exchange energies. However, in the
case of m complexes where the electrostatic and exchange interactions are
weaker, the dispersion and induction energies become important among the
interaction energy components. Ej, is correlated with Ej,g, while it is hard to
find a good correlation between Eiy and Eeis/ Egisp/Eexch- This is because the
sum of Egg and Egisp tends to cancel out Ecen. It is partially related with the
trend that not only Egj, is already well correlated with Ee, but also the main
interaction Eg needs to be balanced by Eexen. These energy components could
be affected by the substituents of benzene, which could provide various mag-
nitudes of the interaction energy [9]. The comparison of the phenol-Y system
with the water—Y system is in Ref. [24].
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As the vibrational spectroscopy is an indispensible tool for successful
identification and characterization of H-bonds [25], we have studied the
phenolic O—H stretch and the intermolecular stretch which are highly sensitive
to the molecular environment by virtue of specific (H-bonding) and non-
specific interactions. To correct the overestimation of harmonic frequencies,
a single scale factor of 0.96 was used to scale all frequencies. Henceforth,
the scaled frequencies are discussed unless otherwise stated. It should be
noted in Table 5 that the OH stretch mode of phenol (voy) as the proton-
donor (opy conformers) undergoes drastic red-shift along with sharply
increased intensity, while those of phenol as the proton-acceptor (oo con-
formers) and w conformers hardly change. The small red-shifts for phenolic
O-H stretch in the case of phenol-HF and phenol-HCI complexes (in
comparison with other phenol-Y heterodimers) can be understood from the
weak basicity of HF/HCI monomers. The red-shifts which are proportional to
H-bond strengths tend to follow the basicity order of the interacting
molecule Y.

The MP2/6-31+G* [MP2/aVDZ] intermolecular stretching frequencies
(Viny) for the oy complexes of phenol interacting with H,O,NH3, and MeOH
are predicted to be 183 [163], 198 [190], and 198 [187] cm™! respectively, which

Table 5. Calculated and experimental vibrational frequency shifts (cm~!) of phenolic O-H stretch
(dvon) and intermolecular stretch modes (viy) for phenol-Y complexes at the MP2/6-31+G* [MP2/
aug-cc-pVDZ] levels. Experimental data are from Ref. [26]

Phenol-HF Phenol-HCI
OH (026} e OH g0 ey
dvon -2 [-35] 12 [7] —1[-3] —15[—44] 1 [—4] 0[-3]
TI"von 4.4[4.9] 1.5[1.4] 1.2[1.2] 4.415.0] 1.2[1.2] 1.1[1.1]
Vint 125 [113] 187 [178] 115[125] 81 [84] 118 [115] 81 [95]
Phenol-H,O Phenol-H,S
OH a0 ™ Expt oy 00 T
dvon —120 [—-173] 411] 2[1] —132 —90 [—138] —4[-7] =3 [-7]
TI"'vou 10.1[10.4] 1.1[1.0] 1.1[1.1] 8.8 [9.5] 1.0 [1.0] 1.1[1.1]
Vint 177 [157] 150 [131] 102 [99] 155 98 [102] 84 [88] 74 [92]
Phenol-NHj Phenol-PHj;
OH [o76) s Expt oy 00 T
dvon —340 [—419] 3[-3] 0[-2] —362  —104 [—125] -2 [-4] 0[-5]
TI"'vou 18.6 [19.6] 0.9 [0.9] 1.0 [1.0] 8.7 [8.7] 0.9 [0.9] 1.0 [0.9]
Vint 198 [190] 119 [118] 90 [122] 164 92 [92] 58 [62] 67 [86]
Phenol-MeOH Phenol-MeSH
o [o76) ™ Expt XH Xo
dvon —171[-232] 6[-3] -2 [-6] —-201 —105[-142] —7[-10]

Vint 190 [179] 150 [134] 108 [118] 162 111 [119] 82 [94]
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agree well with the corresponding observed values [26a—c, 27] 155, 164,
and 162cm~!. The red-shift of phenolic O-H stretching frequency relative
to that of bare phenol (—3dwvoy) is well correlated with the O-H bond elongation
upon H-bond formation in oy complexes. The predicted red-shifts —dvoy
for the above three oy complexes (120 [173], 340 [419] and 171 [232] cm™!
respectively) compare well with the corresponding experimental values [26a—c,
27] (132, 362, and 201cm™!, respectively). It should also be noted
that the intensity ratio is 10-20-fold for the first-row hydride and MeOH,
and 5-10-fold for the second-row hydrides and MeSH. This drastic enhance-
ment in intensity was already proven in experiments of phenol with H;O and
NH;. [26d] It is very clear that for H,O, NH3;, and MeOH, only the oy
conformers which are the lowest energy structures can explain the observed
characteristic spectra, since their oo and m conformers hardly show freg-
uency shifts and intensity changes in the calculations. As our calculated results
are in good agreement with the available experimental data, we may predict
that the lowest energy conformers of oo phenol-HF and w phenol-
HCI/H,S/PH;/MeSH would show minimal red-shift for —8voy. In addition,
the intermolecular stretching frequency vy, for oo phenol-HF is predicted to
be 187 [178] cm~!, those for m phenol-HCI/H,S/PH; are predicted to be 81
[95], 74[92], and 67 [86] cm~!, respectively, and that for the x;; phenol-MeSH is
111 [119] em™!.

6 EDGE-TO-FACE AROMATIC INTERACTIONS
AND SUBSTITUENT EFFECTS

Aromatic interactions are known to play a significant role in stabilizing protein
tertiary structures, enzyme-substrate complexes, organic supra molecules, and
organic nanomaterials [4, 9, 28-33]. Therefore, a clear understanding of these
interactions in terms of nanorecognition [34, 35] is of importance for the design
of novel supramolecular sytems and nanomaterials. Various studies on the
benzene dimer have focused on the face-to-face (stacked), displaced face-to-
face (displaced stacked), and edge-to-face (T-shaped) structures [36-40]. Of
these, the latter two are much more stable, with the last being slightly more
stabilized. Hence, the displaced stacked conformers are often found in organic
crystals and nanomaterials, and the edge-to-face conformers are frequently
found in biological systems. Since the conformational changes between T-
shape and stacked conformers could be utilized as precursors of nanomecha-
nical devices[41] such as molecular vessels for drug delivery and nanosurgery,
the understanding of edge-to-face interaction between the edge H atom of an
axial aromatic ring and the center of the facial aromatic ring is of importance.

It is generally known that the substituent effect on the aromatic ring is
related to both the inductive effect caused by the substituent (electron-localiza-
tion factor) and the resonance effect (electron-delocalization factor) [42]. These
effects are highly correlated to Hammett’s constants [43]. In terms of the
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inductive effects, the NH,, OH, F, Cl, Br, CN, and NO, groups are electron-
acceptors, while CHj3 is an electron-donor. However, in terms of resonance
effects, the NH,, OH, F, Cl, Br, and CHj3 groups are electron-donors, while CN
and NO,; are electron-acceptors. NH, and OH have some of the electron-
accepting inductive effects due to the electronegativity of N and O atoms, but
their electron-donating resonance effects are dominating. Although the F, Cl,
and Br groups have some of the electron-donating resonance effects, the
electron-accepting inductive effects are dominating. Therefore, the F, CI, Br,
CN, and NO, groups have negative Hammett’s constants as electron-acceptors,
while the NH,, OH, and CH; groups have positive Hammett’s constants as
electron-donors. We compare edge-to-face interactions (T-shaped structure) of
variously substituted aromatic systems on model systems I and II with substi-
tuted axial and facial benzenes, respectively (Fig. 4).

Table 6 lists the interaction energies (AE) and interphenyl distances (dug)
along with the Hammett constants (o,,). 8E and 8dy are the relative values for
the substituted systems with respect to the unsubstituted benzene dimer. The
relative values are depicted in Fig. 5. The absolute binding energy of the
benzene dimer depends seriously on the levels of theory and basis sets. The
binding energy ( —AE) of MP2/6-31 + G*, MP2/6-311 + +G"*, MP2/aVDZ,
MP2/aVTZ, MP2/aVQZ, CCSD/aVDZ', and CCSD(T)/aVDZ’ are 1.60, 2.31,
3.20, 3.44, 3.53, 1.10, and 1.56 kcal/mol, respectively. Therefore, the MP2/
aVTZ value would be near the complete basis limit (CBS) which is estimated
to be ~3.6 kcal/mol, while the CCSD(T)/aVDZ' value is far from the CBS value
since the CCSD(T) calculations would require much larger basis sets to describe
the CBS value than the MP2 calculations. If we consider the CCSD(T)/avVDZ'
binding energy is 1.28 kcal/mol smaller than the MP2/aVDZ' value, the
CCSD(T) CBS binding energy could be estimated to be only ~2.3 kcal/mol.

Although the absolute binding energy depends seriously on the levels of
theory and basis sets, it is interesting to note that the relative binding energies
of the substituted aromatic systems do not significantly change, partially due to

X= (a)xNO,, (b) xCN,
(c) -Br, (d) -Cl,
(e) -Br, (f) -Cl,

(g) -CHs, () -OH,
£, 3,

Figure 4. Model systems for aromatic edge-to-face interactions with various substituents. The CH
atoms at the para-position of the axial (vertical) ring is constrained to be along the axis passing
through the center of the facial (horizontal) ring and to be perpendicular to the facial ring.
Reproduced by permission of American Chemical Society: Ref. [42].
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Figure 5. Relative values of interaction energies (8AE/SAE;, for the gas/solution phase; in kcal/
mol) for types I and II with respect to the benzene dimer: AE/AE, = —3.20/—1.47 kcal/mol.
Reproduced by permission of American Chemical Society: Ref. [42].

the cancellation errors. For example, the relative energies are almost the same
within 0.02 kcal/mol for both CCSD(T)/aVDZ’ and CCSD/aVDZ’ (thus, the
latter values have not been reported in Table 1), while the absolute binding
energies of the former are consistently ~0.46 kcal/mol larger than those of the
latter. Similarly, the MP2 binding energies are quite different depending on the
basis set used, but the relative energy differences are almost same. The relative
binding energies at the CCSD(T) level are similar to those at the MP2 level
regardless of the basis set employed. In this regard, it is clear that the relative
energies can be predicted in a reliable way. In this regard, though all the results
are consistent, there can be subtle errors up to ~0.1 kcal/mol (or at most
~0.2 kcal/mol in the worst situation). In consideration that our results are
based on geometries at the BSSE-corrected MP2/aVDZ level, we discuss our
results in terms of MP2/aVDZ values [and MP2/aVTZ//MP2/aVDZ values in
brackets], unless otherwise specified.

The interaction energy increase/decrease due to the monosubstitution of the
benzene dimer is no more than 0.65/0.34 [0.68/0.37] kcal/mol in the gas phase.
This value becomes much smaller (0.55/0.24 kcal/mol) in the chloroform solvent
(dielectric constant & = 4.9). This small energy difference agrees with experi-
ments [31, 35a]. Although the edge-to-face interaction energy at the CCSD(T)/
CBS level is ~—1.5 kcal/mol, these small energy changes should not be simply
neglected, since the sum of a large number of these interaction terms could be
significant in multisubstituted aromatic systems, in particular, in the cases when
strong interactions are not present.

Based on the predicted interaction energies, we find that for type I, the
electron-accepting strength of the axial aromatic ring is in the order
NO, >CN >Br > Cl > F > H > CH; > OH > NH, in both the gas phase
and the chloroform solution. For type II, the electron-donating strength of the
facial aromatic ring is in the order CN < NO, < F < Cl<Br<H < OH
< CHj; < NH; in the gas phase, and in the order NO; < CN < F < Cl < Br
< OH < H < NH, ~ CHj; in the chloroform solution. Therefore, the order in
binding strength of type I for NO; and CN in the gas phase, that for Br, Cl, and F
in both gas and solution phases, and that for CH; and OH in the gas phase, and
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that for CH; and NHj; in the chloroform solution are changed into type II. It
should be noted that though the systems with electron-accepting substituents
(NO,, CN, Br, CI, F) favor type I, those with electron-donating substituents
(NH,,CHj3, OH) favor type II; then the substitution can strengthen the binding,
compared to the unsubstituted benzene dimer.

For type I, the binding strength increases as the substituent changes from
strong electron-donor to strong electron-acceptor. The trend for 8E shows a
good correlation between the free energy and the Hammett constant. Indeed,
we also find that 8 F are correlated with the Hammett constant at para-position
(o). The interaction for type I can thus be correlated with the charge transfer
effect or polarizability-driven inductive effect. Thus, for type I, the polariz-
ability-driven inductive effect would be important. For type I, a strong elec-
tron-accepting/donating group of the NO,/NH, substituent increases/
decreases the binding strength by 0.65/0.15 [0.68/0.18] kcal/mol compared to
the unsubstituted case. The solvent effect for type I does not change the order in
binding strength in the gas phase, but slightly decreases the absolute binding
energy and the relative binding energy differences.

For type II, the increased/decreased mw-electron density by the electron-
donating/accepting substituent NH,/CN increases/decreases the binding
strength by 0.58/0.34 [0.60/0.37] kcal/mol. The solvent effect changes the
order in binding strength between NO, and CN and the order between CHj
and NH,. The largest/smallest binding energy in solution is 1.70/1.17 kcal/mol
(for CH3/NO;), while that in the gas phase is 3.79/2.86 kcal/mol (for
NH,/CN). The maximum binding energy gain/loss by substituent in the ben-
zene dimer is only 0.23/0.30 kcal/mol in the solvent, in contrast to significant
gain/loss in the gas phase by 0.38/0.36 kcal/mol at MP2/6-31 + G* (0.58/
0.34 kcal/mol at MP2/aVDZ). Although in solution CN/CHj is a more effect-
ive electron-acceptor/donor than NO,/NH,, the overall trend in solvent is
similar to that in the gas phase. In addition, considering the halide groups
which are electron-acceptors, the F-substituent system is more stabilized than
the Cl/Br-substituent systems, so this trend is opposite to that in type L
Similarly, the OH group is less effective than the CH; group. In addition to
the charge transfer from the facial to axial rings, the CH-7r interaction in type 11
depends on the electron density around the center of a substituted facial
aromatic ring which is very sensitive to the exchange repulsion and dispersion
energy.

For the complexes involving both types I and II, the interaction energies are
found to be nearly additive. The complex with the facial aminobenzene and the
axial nitrobenzene gives the interaction energy gain by 1.18 kcal/mol over the
dimer. This value is close to the sum (1.23 kcal/mol) of the interaction energy
gain (0.65 kcal/mol) for the axial nitrobenzene interacting with the benzene and
that (0.58 kcal/mol) for the facial aminobenzene interacting with the benzene.
The complex with the facial cyanobenzene and the axial nitrobenzene gives the
interaction energy gain by 1.16 kcal/mol over the dimer, close to the sum of the
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two separate contributions (0.61 + 0.58 = 1.19 kcal/mol). Thus, the edge-to-
face interactions can be enhanced as much as 1.2 kcal/mol by both axial and
facial substitutions.

The substituent effect of the interaction energies and energy components for
types I and II is listed in Table 7. In the benzene dimer, we find that the total
interaction energy (Eiot) is —2.49 kcal/mol, and the electrostatic energy (Ecs),
induction energy (Einq), dispersion energy (Egisp), and exchange repulsion
(Eexch) are —2.04, —1.00, —4.56, and 5.47 kcal/mol, respectively, and E ;,

gisp, and E7 , are —0.23, —4.10, and —4.24 kcal/mol, respectively. Therefore,
the dispersion is the dominating interaction component for any substituents in
both types, since the substitution effect changes within ~0.7 kcal/mol.

While the total interaction energies and their energy components widely vary
depending on the levels of calculation, the relative energies little depend on
them. Therefore, the relative energies (8 Eior, 8Fes, 8Fexch, 8Eind, dEgisp) of the
substituted systems with respect to the benzene dimer are considered to be
reliable. For both types, it is interesting to note that though the main energy
component of Eiu is Egisp, the main energy component of 8 Eyo is 8 Ees. For type
I, 3E, is well described simply by 8E. among the four components
(8Eecs, dEexch, dEind, 8Fgisp). Since the electrostatic energy plays a key role in
type I, the electrostatic energy-driven polarization (induction) is well correlated
with Ei. We particularly note that 8Fc ing+( = 8E¢ + SE7 ) is almost the

1

same with 8FE,, since the three terms of SEjiSp, OFE} ., and OSEnr

(B Edisp* +exch +OHF = 8E§isp +3EZ ., + 8Enr) almost cancel out. Thus, the total

Table 7. Substituent effect (relative energy with respect to the basis set at the MP2/aVDZ' level) of
the interaction energies and energy components (kcal/mol) for the edge-to-face aromatic
interactions (types I and II) by SAPT decomposition

Type I: X NO, CN Cl OH NH, (H)
SE o1 —0.77 —0.66 -0.28 0.05 0.19 (Eor: —2.49)
dF.s —0.59 —0.55 -0.25 0.05 0.20 (Ees: —2.04)
SE; 4 —0.17 -0.13 —0.05 0.01 0.02 (Ejq: —0.23)
SEjis, —0.17 —-0.18 —0.09 0.01 0.02 (Egigp: —4.10)
SEL 0.26 0.30 0.14 —0.03 —0.08 (Elen: 4.24)

S Ees +ind: —0.76 —0.68 -0.29 0.06 0.22 (Eestinas: —2.27)
3 Egisp* +exch+sHF —0.01 0.02 0.01 —0.01 —-0.03 (Edgisp +exch +onr: —0.21)
Type 1I: X NO, CN Cl OH NH; (H)
d3E ot 0.33 0.34 0.13 —0.03 —0.45 (Eyor: —2.49)
S 0.50 0.52 0.26 —0.04 —0.54 (Ees: —2.04)
dE; 4 0.08 0.08 0.04 0.00 —0.05 (Ejq: —0.23)
SEj, —0.16 —-0.16 -0.22 —0.18 —0.50 (Ejigpt —4.10)
dEL —0.18 -0.19 0.07 0.16 0.70 (Elen: 4.24)

B Ees dispr +exch 0.16 0.17 011 =006  —034  (Eeidisprrexcr: —1.90)
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energy change by the substituent effect in type I is represented by the sum of
8F. and 3E; ;. One can easily note a good correlation between 8 Eio; and 8 E¢
as well as an excellent agreement between dE o and 8 Feg ying--

For type II, 8E, is the most correlated with 8 E.; among the four compon-
ents. In addition, dEesdisptexch( = 8Ees + BEj;, + 8 y) 1s also correlated
with 8Eo (Fig. 4). Thus, the substituent effect in type II is complicated. The
decrease/increase of the electron density of the facial rings by large/small charge
transfer due to the electron-donor/acceptor should significantly decrease/in-
crease dEj,4, but this change is less significant than the changes of SE(’jisp and
SE7 .- Upon substitution, 3£, are all greater in magnitude than that of the
benzene dimer, probably because the total amount of electron population of
the facial benzene ring increases (since the H atom depletes the electron density
of the facial aromatic ring as a strong electron-acceptor, in comparison with
nonhydrogen atoms). While the electron-donor/acceptor with increased/de-
creased charge transfer shows increased/decreased binding energy, the sum of
8Eind, 8Fcxch, and 8Eg;, reasonably differentiates various edge-to-face inter-
actions for type II.

Figure 6 shows interesting polarization effects on the occupied molecular
orbitals of strong electron-donor (NH;-) and strong electron-acceptor (NO;-)
substituted aromatic rings relative to the benzene ring for types I and II. The
benzene gives only minor polarization from the facial ring to the axial ring. For
type I, the strong electron-accepting group NO, withdraws electron (which
results in strong stabilization), whereas the electron-donating group NH, for-
bids the electron withdrawing (which results in destabilization). Therefore, the
polarization due to the electron-donating/accepting power affects the edge-to-
face interaction energy. This effect is very important in type 1. In type II, the
electrostatic interaction plays also an important role, and, subsequently, the
polarization is correlated with the electrostatic energy. The facial NO,-substi-
tuted aromatic ring forbids the electron-transfer-driven polarization to the
axial ring (which results in destabilization), whereas the facial NH,-substituted
aromatic ring allows strong polarization to the vertical ring (which results in
strong stabilization). It is also interesting to note that the polarization for the
facial Cl/Br/F-substituted aromatic ring in type II is slightly weaker than or
similar to that for the benzene-dimer system. However, other effects (dispersion
and exchange in addition to the electrostatic energy) are also important in type
I1, as discussed earlier.

It is interesting to compare the edge-to-face interactions for the T-shaped
aromatic—aromatic complexes with those for the T-shaped structure with an
aromatic ring and a counterpart such as H,,H,O, HCI, and HF. In this case, H,
would involve mainly dispersion and induction energies; the benzene involves
dispersion, quadrupole—driven polarization, and quadrupole—quadrupole inter-
action energies; H,O, HCI, and HF would involve dispersion, dipole-driven
polarization, and dipole—quadrupole interaction energies. The dipole moments
of H,O, HCI, and HF along the axial direction are 1.13, 1.18, and 1.84 Debye,
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Type |
-NO, (-0.344)

Type |l Type Il Type Il
-NO; (-0.385) —Cl (-0.345) —NH, (-0.329)

Figure 6. The occupied molecular orbitals of types I (top) and II (bottom) involving with the charge
transfer. Orbital energies in parentheses are given in au. In contrast to the benzene dimer which
shows a moderate charge transfer (gcr = —0.0133 au; dgcr = 0 as a reference system), in the cases
of type I the strong electron-accepting NO, group in the axial aromatic ring shows increased
electron-transfer toward the axial aromatic ring (8¢cr = —0.0017 au), whereas the strong elec-
tron-donating NH, group shows decreased charge transfer (8gct = 0.0007 au). In the cases of
type II, the strong electron-accepting NO, groups in the facial aromatic rings show decreased
charge transfers (8gcr = 0.00142au), while the strong electron-donating NH, group shows in-
creased charge transfer (8gcr = —0.00103 au). Reproduced by permission of American Chemical
Society: Ref. [42].

respectively. While the H, does not give significant interaction energy gain/loss
depending on the substituted benzene, the quadrupole-driven electrostatic
effect in the benzene shows marginal energy differences, and the dipole-driven
electrostatic effects in H,O, HCI, and HF show large energy differences de-
pending upon substitution (Fig. 7). In the case of H,O, the difference in the
edge-to-face interaction energy between the NO,- and NH;-cases is 2.1 kcal/
mol. In the case of HF-aromatic systems, this difference is further enhanced as
much as 2.6 kcal/mol. The energy difference between NO,- /NH,-substituted
benzene-water system and the benzene-water system is 1.3/—0.8 kcal/mol;
thus, these large energy differences would be useful for the design of novel
supramolecular systems and novel molecular devices. Even though the differ-
ence in the aromatic—aromatic systems is not large, the sum of a large number
of interactions in the absence of H-bonding type interactions would be of
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Figure 7. Relative interaction energies (3AE in kcal/mol) for the T-shape conformers of the
substituted aromatic ring with Hj, benzene, H,O, HCI, and HF. Reproduced by permission of
American Chemical Society: Ref. [42].

importance to play a key role, which can be evidenced from the fact that the
aromatic-aromatic  stacking which has the interaction energy comparable to
the edge-to-face interaction plays a key role in crystal packing.

7 H-BONDS IN HYDRATION AND COORDINATION CHEMISTRY

The diffuse electron-rich lone pair of electrons of negatively charged ions pro-
vides diverse hydration and coordination chemistry as shown in Fig. 8. Although
the anions have different numbers of lonepair electrons, they show tri- or tetra-
coordinations. A hydroxide ion forms trihydrated structure using three lone
pairs. The tetracoordinated hydroxide anion is isoenergetic to the tricoordinated
hydroxide ion, and is observed in larger clusters. The tetrahydrated fluoride ion
has an internal state near 0 K, but as temperature increases to the room tem-
perature, water—water H-bond breaking appears with tetrahedral coordination
using four lone pairs of electrons due to the entropy effect [20]. On the other

-9
Ao 4

i g O P9
$ 3, Fbd &b <@

H (H20)4 OH (Hx0)4 F (H20)4 CI'(H:0)4 Au (Hx0)4

Figure 8 (see color section). Structures of hydrated anion clusters.



172 Lee et al.

hand, the tetrahydrated chloride ion has a surface bound state even at room
temperature [20]. A chloride ion has weak ion-water interactions in comparison
to a fluoride ion. Strongly electronegative small ions form strong H-bonds with
water molecules, which are larger than the water-water binding energy, due to
the strong electrostatic interactions. While a cation has very strong electrostatic
interaction, an anion has slightly weaker electrostatic interaction because the
presence of an excess electron requires a large space for stabilization (i.e., to
lower the kinetic energy of the excess electron).

8 COOPERATIVE EFFECT IN SHORT H-BOND

Although, in general sense, the cooperativity applies to all intermolecular
interactions, it is particularly important in H-bond interaction because of the
relay effect of hydrogen atoms. The H-bond distance tends to decrease as
the cluster size increases. The typical characteristics of cooperative effects
show the shorter X---H distance, longer X—H distance, larger chemical shift,
and large red-shifts of the O-H vibrational frequency.

8.1 Linear H-Bonded Chains

A number of studies have been devoted to investigate the property of linear H-
bonded chains such as HF, HCN, and H,O systems. Mostly, the HF dimer has
been served as a hydrogen bond model. Experiments show that the bent dimer
and cyclic hexamer are stable in cluster. In crystalline hydrogen fluoride, HF
forms infinite chain structure by strong hydrogen bond (F---F distance of
2.47 A which is ~0.25 A shorter than the normal F- - -F distance of 2.72 A in
the finite system HF---HF) [44]. Guedes et al. [45] have investigated the
characteristics of cyclic HF and HCI clusters, and showed that the hydrogen-
bond cooperativity is related to electronic sharing and delocalization through
electron density difference. Rincon et al. [46] also showed that the cooperative
effect is related to electron delocalization between monomer units through the
analysis of the topology of electron density.

Cooperative effects in H,O appear as gradual shortening of hydrogen bond
distance from dimer (2.98 A) to liquid (~2.8 A) toice (~2.75 A) [47]. Beside the
studies of liquid water and ice, a lot of theoretical studies have been devoted to
water chains [48-50]. Suhai calculated the bond distance and average H-bond
energy in the infinite water chain as 2.73 A and 6.30 kcal/mol, respectively,
which is comparable to experimental results on ice (2.74 A and 6.7 kcal/mol)
[48]. Hermansson et al. [49] investigated the polarization of the individual water
molecules in finite and infinite H-bonded chains, and showed that the induced
dipole moment in the middle of the long chain is about twice those at the ends.
The additional dipole moments are created by charge transfer from accepter to
donor. Masella and Flament [50] investigated the cooperative effects in cyclic
trimers comprised of water and methanol.
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8.2 Short H-Bond in Organic Crystals and Peptides

The cooperativity of H-bond plays an important role in determining the
structures of molecluar crystals and biological molecules. Cyclohexane-1,3-
dione forms sheet, which has long chains of hydrogen bond with most solvents
(forms 6:1 cocrystal with benzene) [51]. Dannenberg et al [52]. explained this by
comparing asymptotic interaction energy of the infinite chain and cyclic hex-
amer. Comparing differences between urea and 1,3-cyclohexanedione under
external electric field, they found that the short distance in urea is reasonably
described by the electrostatic interaction and the polarization effect, but 1,3-
cyclohexanedione is not.

The cooperative effects in secondary protein structures, helix and sheet have
been reported [53]. The linear chain of formamide which resembles peptides
has large cooperativity in H-bond, which is 2.5 times that of formamide dimer.
For the parallel and antiparallel sheet in secondary protein structures, there
was no cooperativity in the parallel direction, while significant cooperativity
exists in perpendicular direction. In methanol solvent system, the cooperative
effects were reduced, indicating that the cooperativity is due to the polarization
effect.

8.3 Diol and Dione

We considered two different linear chainlike H-bond relays, poly-1,2-ethane-
diols and 1,3-propanedione (Fig. 9) [54]. The geometries on the plane were
optimized up to the decamer at the B3LYP/6-31G* level, and up to hexamer at
the MP2/6-31G* level. The binding energy of infinite chain was obtained on the
basis of the exponential decay plot (Fig. 10).

In the case of the dimer, 1,3-propanedione has larger H-bond energy
(12.3 kcal/mol) than 1,2-ethanediol (5.9 kcal/mol) at the B3LYP level
Based on the exponential decay plot, the H-bond energies in the infinite chains
of 1,3-propanedione and 1,2-ethanediol are 24.4 and 9.8 kcal/mol, respectively,

(a)

H H
O-H---Q O-H----Q
/=/ \— /=/ —
- 0-H---G 0-H--
H H

(b)

PN -~

o}
o A A OO A i NSO
0 0 L o o L
Figure 9. Schematic of 1-D H-bonds relays. () 1-D H-bond relay of poly-1,2 ethanediols (diols).

(b) 1-D H-bond relay of poly-1,3 propanedione (diones). Reproduced by permission of American
Chemical Society: Ref. [54].
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Figure 10. ZPE-uncorrected H-bond interaction energies (AE.), H---O distances (dy..0), and
atomic charges of H and O atoms of the central H-bond (¢y, ¢,) in the 1-D H-bond relay of
1,2-ethanediols and 1,3-propanediones. Reproduced by permission of American Chemical Society:
Ref. [54].

which increased by 12.0 and 3.9 kcal/mol, respectively, than those of the dimers.
Also, bond distances are shortened by 0.07 and 0.15 A, respectively. MP2 results
are comparable with B3LYP results. Change of NBO atomic charge shows that
the polarization is mainly responsible for this cooperativity. H-bond between
diones is stronger with the larger cooperativity effect than that of diols.

8.4 Short H-Bonds for Organic Nanotubes and the Solvent Effect

We recently synthesized calix[4]hydroquinone (CHQ) nanotubes, which are
assembled by 1-D short hydrogen bonds (SHBs) (Fig. 11) [4]. Hydrogen bond
length in CHQ is about 2.65 A, which is almost 0.2 A shorter than that
of normal hydrogen bond. For cluster systems, we have carried out B3LYP
and MP2 calculations. To investigate the periodic systems including solvent, we
have carried out plane wave density functional theory (PW-DFT) using gener-
alized gradient approximation (GGA) of Perdew and Wang [55], and the
Vanderbilt pseudopotentials [56].

1-D SHB in CHQ nanotubes involves three kinds of H-bond between hydro-
quinone (Qy) and water (7). We denote the complex with a H-donor and a H-
acceptor as D > A. The W > Qy, On > On, and Qn > W in Fig. 12 have bond
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Figure 11 (see color section). Longitudinal H-bond relay comprised of CHQs and water.
(a) Tubular polymer structure of a single nanotube obtained with X-ray analysis for the heavy
atoms and with ab initio calculations for the H-orientations (top and side views). (») One of the four
pillar frames of short H-bonds represents a 1-D H-bond relay composed of a series of consecutive
OH groups [hydroxyl groups (—OH) in CHQs and the OHs in water molecules]. Reproduced by
permission of American Chemical Society: Ref. [54].
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Figure 12 (Continued).
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Figure 12 cont’d (see color section). Short H-bonds in CHQ nanotubes in the top figures are three
types of H-bonding involved with 1-D H-bonds of CHQ nanotubes [(@) Wy > On, (b) On >
Oh, and (¢) On > Wy]. The H-bond distances (A), atomic charges (¢y and go in au), and their
changes with respect to the values of the isolated systems (3,, and 8¢o in au), and proton chemical
shifts (4 in ppm) are given at the B3LYP/6-31G* level. The middle figure is the nine H-bonds relay
system showing short H-bonds in a fragment of CHQ nanotube. The bottom figure is the water
network in a single tube (top and side views). The top view (left) shows 8 bridging water molecules
in red, 8 first-hydration shell water molecules in blue, 12 second-hydration shell water molecules in
yellow, and 4 third-hydration shell water molecules in gray, while the side view shows twice those in
the top view. Reproduced by permission of American Chemical Society: Ref. [54].

energies of 5.4, 6.3, 8.6 kcal/mol, respectively (B3LYP/6-31G*). These values
are similar to MP2/6-31G* results of 5.6, 7.8, and 8.5 kecal/mol and PW-DFT
results of 5.6, 4.6, and 8.4 kcal/mol. Case Qy, > W has ~0.15 A shorter O---H
bond distance and ~3 kcal/mol larger binding energy than case W > Q. From
orbital interpretation of hydrogen bond, a H atom is likely to stabilize the
lone-pair electrons of water oxygen atom more than those of hydroquinone
oxygen atom.

In order to investigate the effect of SHB in CHQ nanotubes, we have
performed calculations with the increasing number of H-bonds. On the basis
of exponential decay plot, the asymptotic H-bond energies for W > Oy,
On > Oy, and Oy > W in infinite H-bond relay are estimated to be 11, 11,
and 12 kcal/mol, respectively. The average value of these H-bond energies is
11.3 kcal/mol, which is 4.5 kcal/mol higher than the normal H-bond.

We have calculated the average bond energy gain in the infinite SHB array
(Esnp) and the solvent effect in bond energy (E;) using the partition scheme. In
this case, Egp 1S —3.9 kcal/mol and Eg, is 1.2 kcal/mol. Thus average HB
energy per SHB in the presence of solvent water molecule is 8.9 kcal/mol,
which is 2.7 kcal/mol larger than normal H-bond energy.
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9 SHORT STRONG H-BOND IN ENZYME CATALYSIS

Short strong H-bond (SSHB)[57, 58] is characterized by their large hydrogen
bond energies (>10 kcal/mol), short distances (<2.6 A), and large downfield
shift of NMR resonances (>15 ppm). In low dielectric organic solvents, un-
usual physicochemical properties have been observed for a number of hydrogen
bonds between two partners with an equal pK,.

The proposal that SSHB plays a key role in the enzymatic catalysis has been
highly debated in recent years [59]. One of the examples for the role of SSHB in
enzymatic reaction can be found in A%-3-ketosteroid isomerase (KSI) which is a
paradigm for fast enzymatic reactions [60]. KSI catalyzes the conversion of B+y-
to a,B-unsaturated steroidal ketones via a dienolate intermediate at a nearly
diffusion-controlled rate. During the reactions, Asp38 serves as a base for
abstracting the C4 B-proton of the steroid substrate, while Tyr14 (H-bonded
by Tyr55) and Asp99 serve as catalytic residues by providing H-bonds to the
oxyanion (C3-O or O3) of the dienolate intermediate (Fig. 13).

The calculated results about energy profile of the wild type system [57]
indicate that the barriers for the first step (ES—TS1—EIl; abstraction of the
proton from the substrate) and the third step (EI2—TS3—EP; donation of the
proton to the substrate) are very similar and crucial in energy, while the second
step (EI1 -TS2—EI2; rotation of Asp38) is not significant in energy so that
total reaction is eventually a two-step mechanism. In the presence of Tyrl4 or
Asp99, the transition states TS1 and TS3 are lowered by ~6 kcal/mol. This
result implies that the catalytic effect of the two residues is almost equivalent.
When Tyrl4 and Asp99 were introduced simultaneously, TS1 and TS3 are
lowered by ~10 kcal/mol. Intermediate states (Els: EI1 and EI2) and TS2 are
stabilized by ~15 kcal/mol, suggesting that the two functional groups contrib-
ute cooperatively to the stabilization of Els and TS2.
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[C]TS2: (c)Asp99+Tyri4

Figure 13 (see color section). Schematic representation of reaction mechanism and HOMO energy
levels of transition state (TS) of KSI.
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In the structure of the active sites in the complex with the intermediate
analogs, the hydrogen bond distances between O3 and Tyrl4 or Asp99 are
~2.6 A, which is slightly shorter than those (~2.8 A) of the structure in
complex with the product analog [57] (Table 8). NMR spectroscopic investiga-
tions also indicate that in the D38N mutant KSI, the H-bond between the
catalytic residues and equilenin exhibits a large downfield shifted peak
(>16 ppm) [60, 61].

Table 8. Distances (A) between Oregigue and O3 along the reaction path (Fig. 13) in wild type of KSI

Residue ES TS1 EIl TS2 EI2 TS3 EP

Tyrl4 2.68 2.64 2.55 2.51 2.55 2.61 2.67
Asp99 2.75 2.66 2.60 2.55 2.58 2.65 2.71
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The distances between O eique and O3 (d[O,—03]) along the reaction path
(Table 8) [57] indicate that even though normal H-bonds are formed between
residues and substrate at the starting and ending point of reaction, they are
converted to short strong one during the reaction where d[O,—0O3] is reduced
by ~0.2 A, in accordance with the experimental results.

10 H-BOND IN RECEPTORS/IONOPHORES

Host-guest complexes play an important role in biological processes, and H-
bonds play a crucial role in the molecular recognition phenomena. In this
context, by utilizing hydrogen bond interaction, various ionophores/receptors
with selective binding affinity of specific ions have been designed, and demon-
strated by experiments [6, 62-65]. Usually, H-bonds in those receptors are in
competition with the interaction of polar solvents with ions. Therefore, the
most important strategy in designing receptors/ionophores is to know how to
optimize the H-bond between receptor and ion in the presence of solvent
molecules. Some MD simulation studies for receptors/ionophores involving
ions and solvents are available [66].

10.1 H-Bond in the Selective Receptor for Ammonium lon (NH;) over
Potassium Ion (K™)

The recognition of NH; has attracted lots of interest since ammonium-contain-
ing compounds are very important in chemical, biological, and physiological
molecular systems [63]. One of the major problems in the selective recognition
of NH; over K™ arises from their nearly equivalent sizes. Since the pK, of NH
is 9.0, the subunit to recognize NHJ should be strong proton-withdrawing
to strengthen the charged H-bonds [67]. Figure 14 shows schematics of the

L: AEgs (AEy) L AE s (AEgy)

H
E\/N— -3.33 (-4.6) [NW ~4.12 (-6.1)
N
E’}N— e [!}* ~4.96 (-6.5)

Me

R N

E,\%_ -3.38 [’% _5.54 (7.6)
o)

[,\%— ~4.31 (-4.6)

Figure 14. Schematics of the receptors with different subunits L (L = interacting moiety of the
receptor) and their relative affinities (kcal/mol) of various ammonium receptors for NH, over K.
AE,, for selected receptors in CHClj; solution were obtained using the IPCM method. Reproduced
by permission of American Chemical Society: Ref. [63(a)].
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receptors with the respective interaction energies in the gas phase and CH;Cl;
solution for the tripodal receptor with various subunits to selectively recognize
NH; over K*. The interaction energy in solvent was calculated using the static
isodensity surface polarized continuum model (IPCM) method.

Apart from the recognition efficacy in solvent, the receptors need to possess
solvent access-blocking groups (such as Me). In this way, the coordination
number of the receptors is limited to no more than 4. Since NH; and K*
favor the coordination numbers of 4 and 6, respectively [68], NH; is solvated in
three sites by the receptor and in one site by solvent, while K is solvated
in three sites by the receptor and in three sites by solvent. Thus, NH; tends to
be inside the receptor much more than Kt which tends to be solvated by
solvent.

10.2 Ionic H-Bonds in Receptors for Anions

With an aid of supramolecular chemistry, recognizing and sensing anionic
species have recently emerged as a key research field [6, 62-65]. In particular,
the development of receptors capable of selectively recognizing a specific anion
is quite intriguing. To enhance the sensing efficacy and selectivity of anions in
solvent, strong ionic H-bond has been frequently harnessed. In this regard,
several selective receptors utilizing ionic H-bonds will be introduced.
Recently, we have designed the tripodal receptors (1-3 in Fig. 15) with 1,3-
disubstitued imidazolium ring subunit which can form (C—H)" - - - X~ hydrogen
bonds with anions [6] in contrast with the common practice that most positively
ionic anion receptors were designed to form (N—H)" --- X~ hydrogen bonds.
'HNMR titration experiment was performed to investigate anion binding prop-
erties of hosts. Upon addition of chloride anion to host 1, significantly large
downfield shifts (A8 > 0.94 ppm) were observed for the proton of C(2) which is
in between two N atoms of imidazolium subunit. This suggests complexation of
the anion by CH hydrogen bonds. Although both hosts 1 and 2 show higher
affinities for the chloride anion than bromide, the affinity and the selectivity

L: \Nﬁ
/(4 \
H /CZ)Q

a ( N
|

1: R=Me; Y=NO,
2: R=Me; Y=H
3: R=n-Bu; Y=H
X:F,CI,Br

Figure 15. Schematics of tripodal receptors for halide ions.
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Table 9. Association constants (K,) and binding free energies
(AG®) for 1:1 complexes of host 1-3 (Fig. 15) with anions in
DMSO-ds at 298 K*

Hosts Anions® K.M™) —AGY

1 Cl- 4800 5.02
Br- 490 3.67

2 F~ 1300 4.25
ClI- 1100 4.15
Br~ 180 3.07

3 F~ 2400 4.61
Cl- 1500 4.33

“Estimated errors <10%. Anions used in this assay were in the
form of their tetrabutylammonium salts. —AGS, is in kcal/mol

of host 1 for halide anions are much higher than those of host 2 (Table 9).
This is a consequence of stronger (C—H)" --- X~ hydrogen bonds by more
electron-deficient imidazolium moieties as well as more enhanced charge—dipole
interaction by the NO; group.

In spite of the enhanced affinity for halide anions, the recognition of F~ was not
accomplished through ionic H-bond with host 1, because of the nucleophilic
reaction of F~ on C(2) or the abstraction of the C(2)-hydrogen, thereby unable
to observe the C(2)-proton peak upon addition of F~ on 1 in DMSO/CH;CN.
For the complex of host 2 and F™, ab initio calculations predicted that F~ forms
shorter and more linear H-bond with host 2 than C1~ or Br™, so that F~ shows
higher binding energies both in the gas and polar solvent phases. In polar solvent
with dielectricconstant of acetonitrile (¢ = 36.64), the calculated binding energies
of 2 with F~ and CI™ decrease to only ~20 kcal/mol, while they are larger than
200 kcal/molin the gas phase. This indicates that the cationic imidazolium recep-
tor interacts with polar solvent so that its effective charges on C(2) diminish, and
its ability of forming ionic H-bond with anions decreases. This trend is confirmed
again in the experimental results in 1:1 mixture of DMSO-ds and acetonitrile-d;
or DMSO-d solvent. In these highly polar solvent, F~ interacts moderately with
host 3, while the butyl groups block the direct interaction of F~ with solvent
molecules and reduce the microenvironmental polarity around the binding site.

Recently, by extending this approach, a receptor of anthracene derivative with
two imidazolium moieties, which show selective binding affinity for H,PO; over
other halide anions and anion-induced quenching of the fluorescence by the photo-
induced electron-transfer (PET) mechanism was reported (Host 4a in Fig. 16) [65].
However, further investigation shows that F~ forms 2:1 complex with receptor on
each ionic H-bonding site. In addition to (C—H)" - - - F~ bonding (1.63 A), due to
the high flexibility of the receptor site of host 4a, the hydrogen atom connecting
CH; between the anthracene and imidazolium moiety also interacts with F~ at a
distance of 2.29 A. On the other hand, host 4b favors H,PO, over F™ in polar
acetonitrile solvent. For both hosts 4a and 4b, their H,PO; - -- (H—C)™" distances
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\—/ Rigid frame

4b Model A

Figure 16. Molecular systems (model A: 4a, 4b) and calix[4]imidazolium[2]pyridine (5) designed for
the recognition of H,PO; and F~, respectively. (Reproduced by permission of American Chemical
Society for 4a, 4b and Model A: Ref. [65(a),(b)], and WILEY-VCH Verlag GmbH & Co for 5: Ref.
[65(c)].)

are almost same, and so are the F~--- (H—C)™ distances (1.7 and 1.6 /OX, respect-
ively). In the case of host 4b, however, the F~ --- (H>C) interaction becomes
negligible (>3 A). Consequently, the greater rigidity of host 4b enhances the
binding selectivity toward H,PO, (Fig. 16). Very recently, we have also designed
calix[4Jimidazolium compound (5 in Fig. 16), which selectively binds the F~ ion
through the F~---(H—C)" interaction thereby forming 1:1 stoichiometric com-
plex [65¢c]. Unlike the fluoride anion, the chloride and bromide anions do not fit in
the center of the cavity of 5 since they are larger and favor nonspherical or surface
conformations in order to keep the extra electron in a large empty space. The
density functional calculation on the conformation analysis and predicted binding
affinities were in good agreement with the experiments.

10.3 H-Bond in Amphi-Ionophores

Cyclic polypeptides [69] can interact with both cations through C=0 moieties
and anions through N-H moieties (Fig. 17). In structures 6 and 7, both
carbonyl and amide groups are nearly on the same cylindrical surface, i.e.,
nearly parallel to the principal axis. Upon complexation with an ion, the cyclic
peptides are found to have two types of binding: one at the center (n-1 where n
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Figure 17. Selected structures of cyclic peptides (glycine) and their ion complexes. Reproduced by
permission of American Chemical Society: Ref. [69(a)].

denotes cyclic peptides and I denotes an ion) and the other above the molecular
plane (n"-I). In the presence of cation, carbonyl dipole moieties tend to point
inward (toward the cation), while, in the presence of an anion, amide dipole
moieties point inward, forming H-bond. The type of binding is decided by the
size of ions and the cavity of cyclic peptides. If an ion is small and the cyclic
peptides is sufficiently large, then n-I type complex is formed. Otherwise, n'-1
type complexation is observed. When 7 binds with F~, it prefers the n-I type
binding. In the case of CI™, however, the complex changes its geometry to 7"1.
In 7"-Cl", the CI™ ---H distances are 2.57 A for three H atoms and 2.68 A for
the remaining three H atoms with supplementary angle ¢ equal to 30° and 37°,
respectively.

11 CONCLUDING REMARKS

The hydrogen atom, the most simplest and abundant atom in the universe,
is involved in one of the most complex and flexible bonding in both chemical
and biological systems, giving its special features including wide range inter-
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action energies, coopertivity effect, proton exchange through the H-bonds, self-
assembly of molecular tubes and layers, and multiply H-bonded frames in
biological molecules. We have illustrated diverse H-bonding characteristics
with the analysis of each energy component. Normally, the proton-accepting
and proton-donating capability (electronegativity, electron affinity, ionization
potential, acidity, and basicity) gives combinatorially strong H-bond inter-
actions. The understanding of diverse H-bonds would be useful for the devel-
opments of various functional molecular systems. Indeed, utilizing the
cooperative vs. competitive effect of H-bonds, we have been successful in
designing various hydrogen-bonded ionophores, receptors, supramolecules,
nanomaterials, and nanodevices [34, 70]. Therefore, we hope that the present
review of the H-bonding would be useful for understanding the role of
H-bonding in molecular and biomolecular systems.
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