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PREFACE

Hydrogen bond is a unique interaction whose importance is great in chemical

and bio-chemical reactions including life processes. The number of studies on

H-bonding is large and this is reflected by a vast number of different mono-

graphs and review articles that cover these phenomena. Hence the following

question arises: what is the reason to edit the next book concerning hydrogen

bond. The answer is simple, recent numerous studies and the quick and large

development of both experimental as well as theoretical techniques cause that

old monographs and review articles become quickly out of date.

It seems that presently the situation is similar to that one in the 1980s. Before

that time the H-bond was understood in the sense of the Pauling definition as

an electrostatic in nature interaction concerning three atoms—hydrogen atom

located between two other electronegative ones and bounded stronger to one of

them. Few studies were published where the authors found interactions which

at least partly fulfill the classical definition of H-bond, as for example the

Suttor studies in 1964 on C–H� � �Y interactions in crystals. However, since

C-atom in the proton-donating bond is not electronegative thus these systems

are not in line with the classical definition. Also the other ‘‘typical’’ features of

H-bonds for C–H� � �Y systems are not always fulfilled. No surprisingly, only

when the study of Taylor and Kennard (1982, J. Am. Chem. Soc. 104, 5063)

based on the refined statistical techniques applied for the data taken from the

Cambridge Structural Database appeared, the existence of C–H� � �Y hydrogen

bonds was commonly accepted. And since that time there was a forceful

‘‘jump’’ on the number of H-bond studies. Among others the C–H� � �Y,

X–H� � �C and C–H� � �C interactions were investigated and their features were

also compared with the so-called conventional hydrogen bonds. However, it is

worth mentioning that very often the controversies and discussions are related

to different meaning of H-bond and with the use of different definitions of that

interaction. What are the unique features of H-bond interaction? We hope that

the reader will find an answer within the chapters of this volume.

One can ask another important question: what is the current situation on

investigations on H-bond? Recently, different kinds of interactions are ana-

lyzed which may be classified as hydrogen bonds; one can mention dihydrogen

bonds or blue-shifting hydrogen bonds. There are new various theoretical

methods. One of the most important tools often recently applied in studies on

H-bonds is the ‘‘atoms in molecules’’ theory (AIM). It is worth mentioning the

studies on the nature of H-bond interaction since the following questions arise
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very often: are the H-bonds electrostatic in nature according to the Pauling

definition? What are differences between different kinds of H-bonds since the

H-bond energy ranges from a fraction to tens of kcal/mol? Is this energy

difference the reason why very weak H-bonds are different in nature than the

very strong ones? One can provide a lot of examples on new topics, new

theoretical methods and new experimental techniques recently used in studies

on H-bond interactions.

In this volume mainly the theoretical studies are presented, however also

examples of experimental results are included and all the computational results

are strongly related to experimental techniques. The most important topics

considered in the recent studies on hydrogen bond are discussed in this volume,

such problems as: how to estimate the energy of intramolecular H-bonds,

covalency of these interactions, the distant consequences of H-bond since in

earlier studies usually only the X–H� � �Y H-bridge was analyzed (X–H is the

proton-donating bond and Y is an acceptor), the differences between H-bond

and van der Waals interactions from one side and covalent bonds from the

other side, the use of the Bader theory to analyze different kinds of H-bonds,

the influence of weak H-bonds upon structure and function of biological

molecules, etc. There are also topics related to the experimental results: crystal

structures, infrared and NMR techniques and many others.

It is obvious that in the case of such broad research area as hydrogen bond

interactions it is very difficult to consider all aspects and discuss all problems.

However, the authors of the chapters made an effort to consider all current

topics and recent techniques applied in the studies of this important phenom-

enon. As an editor of this volume, I would like to thank the authors for their

outstanding work. Their excellent contributions collected in this volume pro-

vide the readers the basis to systematize knowledge on H-bond interaction and

new insights into hydrogen bonding.

Sławomir J. Grabowski

Łódź, Poland

December 2005
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COLOR PLATE SECTION

Parallel β-sheet

Antiparallel β-sheet

α-Helix

Figure 1-2. Hydrogen bonding in various protein secondary structures.

α-Helix α-Helix envelop grid

Parallel β-sheet Antiparallel β-sheet

Figure 1-11. Molecular topographies of secondary structures of protein obtained from theoretical

electron density. (Results from Ref. [325].)
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Figure 4-2. Structures of the hydrogen-bonded complexes of H2O.

H−(H2O)4 OH−(H2O)4 F−(H2O)4 Cl−(H2O)4 Au−(H2O)4

Figure 4-8. Structures of hydrated anion clusters.

(a)

(b)

Figure 4-11. Longitudinal H-bond relay comprised of CHQs and water. (a) Tubular polymer

structure of a single nanotube obtained with x-ray analysis for the heavy atoms and with ab initio

calculations for the H-orientations (top and side views). (b) One of four pillar frames of short H-

bonds represents a 1-D H-bond relay composed of a series of consecutive OH groups [hydroxyl

groups (�OH) in CHQs and the OHs in water molecules]. Reproduced by permission of American

Chemical Society: Ref. [54].
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Figure 4-12. The water network in a single tube (top and side views). The top view (left) shows 8

bridging water molecules in red, 8 first-hydration shell water molecules in blue, 12 second-hydration

shell water molecules in yellow, and 4 third-hydration shell water molecules in gray, while the side

view shows twice those in the top view. Reproduced by permission of American Chemical Society:

Ref. [54].

2nd HOMO (−3.13 eV)

[C]TS2: (c)Asp99+Tyr14

1st HOMO (−2.42 eV)

3rd HOMO (−3.32 eV) 7th HOMO (−4.91 eV)

Figure 4-13. Schematic representation of reaction mechanism and HOMO energy levels of transi-

tion state (TS) of KSI.
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Figure 5-19. Orbital diagram of the interaction between two OH(�) anions with their O–H� � �O
contact at the same geometry than the O–H� � �O bond in the water dimer. See text for details.

Figure 6-4. The x-ray structure of [IrH(OH)(PMe3)4][PF6]: cation (left) and cation and anion

(right).
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Figure 6-5. The x-ray structure of [Os3(CO)10H(m�H)(HN ¼ CPh2)].

Figure 6-6. The neutron diffraction structure of [ReH5(PPh3)3]�indole�benzene.

Figure 6-7. The neutron diffraction structure of [MnH(CO)5] dimer.

Figure 6-8. The x-ray structure of the monomer [(h5 � C5H5)2MoH(CO)]þ (top, left), the mono-

clinic form (top, right) and the triclinic form (bottom).
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(a)

(b)

Figure 9-1. (a) Plot of the electron density distribution (left) and of the associated gradient vector

field of the electron density (right) in the molecular plane of BF3. The lines connecting the nuclei

(denoted by the blue arrows) are the lines of maximal density in space, the B–F bond paths, and the

lines delimiting each atom (green arrows) are the intersection of the respective interatomic zero-flux

surface with the plane of the drawing. The density contours on the left part of the figure increase

from the outermost 0.001 au isodensity contour in steps of 2� 10n, 4� 10n, and 8� 10n au with n

starting at �3 and increasing in steps of unity. The three bond critical points (BCPs) are denoted by

the small red circles on the bond paths. One can see that an arbitrary surface does not satisfy the dot

product in Eq. 1 since in this case the vectors are no longer orthogonal. (b) Three-dimensional

renderings of the volume occupied by the electron density with atomic fragments in the BF3

molecule up to the outer 0.002 au isodensity surface. The interatomic zero-flux surfaces are denoted

by the vertical bars between the atomic symbols, FjB. The large spheres represent the nuclei of the

fluorine atoms (golden) and of the boron atom (blue-grey). The lines linking the nuclei of bonded

atoms are the bond paths and the smaller red dots represent the BCPs.
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Anthracene Phenanthrene

Figure 9-3. Molecular graphs of the two isomers anthracene and phenanthrene. The lines linking

the nuclei are the bond paths, the red dots on the bond paths are the BCPs, and the yellow dots are

the ring critical points (RCPs). The H–H bond path between H4 and H5 exists only in phenan-

threne.

Figure 9-5. The virial graph of phenanthrene.
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Figure 9-6. Molecular graphs of biphenyl as functions of the dihedral angle between the ring planes

(f). The coordinate system is indicated along with the atom numbering system. Hydrogen atoms

take the same number as the carbon atoms to which they are bonded. At the critical value of f �
278 there is a sudden ‘‘catastrophic’’ change in structure with the rupture of the two H–H bond

paths (H2–H12 and H6–H8).

Figure 9-9. The calculated molecular graph of exo, exo-tetracyclo[6:2:1:13,6:02,7] dodecane which

consists of two fused norbornanes rings. The H–H bond path links the nuclei of the two bridgehead

hydrogen atoms. This results in the closure of two rings concomitant with the appearance of two

ring critical points (yellow) and a cage critical point between them (green).
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(a) (b)

Figure 9-10. The calculated molecular graph (a) and its corresponding virial graph (b) of tetra-tert-

butylindacene.
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Figure 9-11. The chemical structure and the molecular graph of compounds (4) and (7) exhibiting

C(sp3)---H � � �H---C(sp3) and C(sp2)---H � � �H---C(sp2) bond paths, respectively (adapted after Ref. [40]).
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(a) (b)

Figure 9-12. An idealised (a) and actual (b) molecular graph of a piece of DNA consisting of two

consecutive cytosine bases attached to the phosphate-sugar backbone along a strand of DNA

showing the several closed-shell interactions including three H–H bond paths (indicated by the

arrows). (Adapted after Ref. [27].)

O
CH3

HO

H
H

Figure 9-13. Example of a H–H bond path in biological molecules. The chemical structure and the

molecular graph of the hormone estrone (the blue arrow indicates the H–H bond path) (adapted

from Ref. [133]).

xvi Color Plate Section



Figure 13-3. A schematic illustration of the domain structure in a ferroelectric crystal (a), and of a

relaxor with the polarization of nanoregions pooled in one direction (b).

Figure 14-12. Pyrrole- 2-Carboxyamide—crystal structure motif containing centrosymmetric di-

mers with double N–H� � �O H-bonds.
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CHAPTER 1

CHARACTERIZATION OF HYDROGEN

BONDING: FROM VAN DER WAALS

INTERACTIONS TO COVALENCY

Unified picture of hydrogen bonding based
on electron density topography analysis

R. PARTHASARATHI and V. SUBRAMANIAN

Chemical Laboratory, Central Leather Research Institute, Adyar, Chennai 600 020, India

Abstract This chapter reviews different aspects of hydrogen bonding (H-bonding) interaction

in terms of its nature, occurrence, and other characteristic features. H-bonding is the

most widely studied noncovalent interaction in chemical and biological systems. The

state-of-art experimental and theoretical tools used to probe H-bonding interactions

are highlighted in this review. The usefulness of electron density topography in

eliciting the strength of the H-bonding interactions in a variety of molecular systems

has been illustrated.

Keywords: Hydrogen bond; AIM; electron density; Laplacian of electron density; water; DNA;

protein.

1 INTRODUCTION

Hydrogen bonding (H-bonding) is an intensively studied interaction in physics,

chemistry and biology, and its significance is conspicuous in various real life

examples [1]. Understanding of H-bonding interaction calls for inputs from

various branches of science leading to a broad interdisciplinary research. Nu-

merous articles, reviews, and books have appeared over 50 years on this

subject. As a complete coverage of the voluminous information on this subject

is an extremely difficult task, some recent findings are presented in this chapter.

The multifaceted nature of H-bonding interaction in various molecular

systems has been vividly explained in the classical monographs on this inter-

esting topic [2, 3]. Different quantum chemical approaches which predict the

structure, energetics, spectra, and electronic properties of H-bonded complexes

1
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were systematically presented in the monograph by Scheiner [4]. These mono-

graphs cover several important aspects of H-bonding, indicating the mammoth

research activity in this field. It is clearly evident from the history of H-bonding

that Pauling’s book on The Nature of the Chemical Bond attracted the attention

of the scientific community [5]. Currently, the term ‘‘Hydrogen Bonding’’

includes much of the broader spectrum of interactions found in gas, liquid,

and solid states in addition to the conventional ones. In order to investigate this

interaction, several experimental and theoretical methods have been used [1–4].

With the advances in experimental and computational techniques, it is now

possible to investigate the nature of H-bonding interaction more meticulously.

Bader’s theory of atoms in molecules (AIM) [6] is one of the widely used

theoretical tools to understand the H-bonding interaction. The present review

is focused on applications of AIM theory and its usefulness in delineating

different types of H-bonded interaction.

The outline of this chapter is as follows: The chapter begins with the classical

definition of H-bonding. Its importance in molecular clusters, molecular solv-

ation, and biomolecules are also presented in the first section. A brief overview

of various experimental and theoretical methods used to characterize the H-

bonding is presented in the second section with special emphasis on Bader’s

theory of AIM [6]. Since AIM theory has been explained in numerous reviews

and also in other chapters of this volume, the necessary theoretical background

to analyze H-bonding interactions is described here. In the last section, the

salient results obtained from AIM calculations for a wide variety of molecular

systems are provided. The power of AIM theory in explaining the unified

picture of H-bonding interactions in various systems has been presented with

examples from our recent work.

1.1 Classical Definition and Criteria of Hydrogen Bonding

H-bond is a noncovalent, attractive interaction between a proton donor X–H

and a proton acceptor Y in the same or in a different molecule:

X---H � � �Y(1)

According to the conventional definition, H atom is bonded to electronega-

tive atoms such as N, O, and F. Y is either an electronegative region or a region

of electron excess [1–5, 7]. However, the experimental and theoretical results

reveal that even C–H can be involved in H-bonds and p electrons can act as

proton acceptors in the stabilization of weak H-bonding interaction in many

chemical systems [3, 4]. In classical H-bonding, there is a shortening of X� � �Y
distance, if X–H is H-bonded to Y. The distance between X� � �Y is less than the

sum of the van der Waals radii of the two atoms X and Y. H-bonding

interactions lead to increase in the X–H bond distance. As a consequence, a

substantial red shift (of the order of 100 cm�1) is observed in the fundamental

X–H stretching vibrational frequencies. Formation of the X–H� � �Y bond

2 Parthasarathi and Subramanian



decreases the mean magnetic shielding of proton involved in the H-bonding

thus leading to low field shift [8, 9]. The low field shift in H-bonded complexes

is about few parts per million and the anisotropy of the proton magnetic

shielding can be increased by as much as 20 parts per million [10–12].

The strength of the strong H-bonding interactions ranges from 15.0 to

40 kcal/mol [1–4]. For the moderate (conventional) and weak H-bonds, the

strengths vary from 4–15 to 1–4 kcal/mol, respectively. The strength of H-

bonded interactions in diverse molecular systems has been classified [2, 13,

14]. Desiraju has proposed a unified picture of the H-bonding interactions in

various systems and the concept of ‘‘hydrogen bridge’’ [14]. The three types of

H-bonding interactions which are most often discussed in the literature are

weak, moderate, and strong. The properties of these three types are listed

in Table 1.

The H-bond strength depends on its length and angle and hence, it has

directionality. Nevertheless, small deviations from linearity in the bond angle

(up to 208) have marginal effect on H-bond strength. The dependency of the

same on H-bond length is very important and has been shown to decay

exponentially with distance. The question on ‘‘what is the fundamental nature

of hydrogen bond?’’ has been the subject of numerous investigations in the

literature [1–4]. In a classical sense, H-bonding is highly electrostatic and partly

covalent. From a rigorous theoretical perspective, H-bonding is not a simple

interaction. It has contributions from electrostatic interactions (acid/base),

polarization (hard/soft) effects, van der Waals (dispersion/repulsion: intermo-

lecular electron correlation) interactions and covalency (charge transfer)[14].

1.2 Nature of Conventional and Improper or Blue Shifting Hydrogen Bonding

It is evident from the conventional definition of H-bonding that formation of

X–H� � �Y bond is accompanied by a weakening of the covalent X–H bond with

concomitant decrease of X–H stretching frequency [1–4, 13, 14]. This red shift

Table 1. General characteristics of the three major types of H-bonds. The numerical information

shows the comparative trends only [13]

H-bond parameters Strong Moderate Weak

Interaction type Strongly covalent Mostly electrostatic Electrostatic/dispersed

Bond lengths (H� � �Y[Å]) 1.2–1.5 1.5–2.2 >2.2

Lengthening of X–H (Å) 0.08–0.25 0.02–0.08 <0.02

X–H Vs. H� � �Y X–H � H� � �Y X–H < H� � �Y X–H << H� � �Y
H-bond length (X�Y [Å]) 2.2–2.5 2.5–3.2 >3.2

Directionality Strong Moderate Weak

H-bond angles (8) 170–180 >130 >90

H-bond strength (kcal/mol) 15–40 4–15 <4

Relative Infrared shift (cm�1) 25% 10–25% <10%

Hydrogen Bonding: From van der Waals Interactions to Covalency 3



belongs to one of the most important characteristics of the H-bonding inter-

action. Its other signature is the considerable increase in the intensity of the

spectral band connected with X–H stretching frequency. In addition, there is a

nonnegligible electron density transfer from a proton acceptor to a donor [15].

Electron density is transferred from the proton acceptor (lone pair) to the s�-
antibonding orbital of X–H bond, which causes a weakening and elongation of

this bond and a decrease in the X–H stretch frequency.

On the contrary, there are some typical situations, wherein the X–H bond

gets compressed and the corresponding X–H stretching vibration is shifted to a

higher frequency. This type is called as blue shifting or improper or anti-H-

bonding. A review on this appeared recently [16]. One of the first experimental

evidences of blue shift in X–H stretching frequency upon formation of a

complex was observed by Sandorfy and coworkers [17]. The other experimental

evidence for blue shift was noted by Arnold and coworkers who measured the

blue shift of C–H stretch of chloroform–triformylmethane complexation [18].

In 1997, Boldeshul et al. have reported the blue shift in the H-bonded com-

plexes of haloforms with various proton acceptors [19]. The first theoretical

study on blue shifted H-bonded systems has been performed by Hobza et al.

[20]. Subsequently numerous theoretical studies have been carried out to

understand the blue shifted H-bonding interaction [21–45]. The electronic

basis for improper H-bonding has been analyzed by Alabugin et al. [46]. The

observed structural reorganization of X–H bond in both proper and improper

H-bonding arises from a balance of hyperconjugative bond weakening and

rehybridization bond strengthening. Improper H-bonding is likely to be seen

only when the X–H bond elongating hyperconjugative n(Y)! s�(X–H) inter-

action is relatively weak. When the hyperconjugative interaction is weak and

the X-hybrid orbital in X–H bond is able to undergo a sufficient change in

hybridization and polarization, rehybridization dominates leading to a short-

ening of the X–H bond and a blue shift in the X–H stretching frequency. It has

been shown that improper H-bonding is not an unexpected aberration but

rather a logical consequence of Bent’s rule in structural organic chemistry,

which predicts an increase in s-character in X–H bonds upon H-bond forma-

tion, because H becomes more electropositive during this process [46].

1.3 Hydrogen Bonding in Molecular Dimers

Numerous H-bonded homodimers and heterodimers have been investigated

using ab initio electronic structure calculations and density functional theory

(DFT)-based methods [1–4]. Various aspects of H-bonding starting from clas-

sical definition to H-bonded dimers have been discussed in one of the earlier

reviews by Kollman and Allen [47]. Water dimer is a typical example used to

explain the H-bonding interaction. The structure of the water dimer was

analyzed by a molecular beam electric resonance experiment [48, 49]. Almost

all theoretical methods developed so far have been employed to predict the

4 Parthasarathi and Subramanian



structure and energetics of H-bonding interaction in water [1–4, 50–63]. All

types of basis sets including Pople’s and Dunning’s correlation consistent basis

sets have been used to calculate the structure and energetics of the water dimer

[64]. The predictive power of the DFT-based methods have also been system-

atically analyzed by taking the water dimer as an example. The calculated H-

bond strength in the water dimer obtained from various levels of calculations is

represented in Table 2.

It is evident from the large scale ab initio molecular orbital calculations that

the best estimate of strength of H-bond energy of water dimer is

5.0 + 0.1 kcal/mol [58]. Correcting this value for zero-point and temperature

effects yields the value around DH(375) ¼ �3:2 � 0:1 kcal/mol. This value is

within the error limits of the best experimental estimate of �3:6 � 0:5 kcal/

mol. From the analysis of DFT results, it is found that the hybrid methods

provide overall description of properties of the H-bonded water dimer [64].

Extensive work on the H-bonding in dimers is presented in previous original

articles and reviews [1–4, 7, 13, 65–74]. Dimers of methanol, formaldehyde,

formamide, formic acid, acetic acid, N-methylacetamide, phenol, etc., have

been studied using a variety of quantum chemical methods. Some of these

dimers have been chosen as model systems to understand the H-bonding

interactions in biomolecules. Geometries, energetics, vibrational frequencies,

and electronic properties of H-bonded dimers were investigated [4]. The

strengths of O–H� � �O–H, O–H� � �N–H, N–H� � �O–C, C–H� � �O–C, p � � �O�H,

p � � �H�N, p � � �H�C, and p�p interactions have been predicted from these

calculations. The analysis clearly depicts the presence of different kind of

interactions found in the various homodimer and heterodimer models. From

these studies, it is possible to understand the multifarious interactions in

stabilization and structure of biomolecules.

Table 2. Counterpoise corrected stabilization energy (kcal/mol) of the water dimer calculated at

different levels of theory

Methods

Basis set HF MP2 CCSD(T) DFT(B3LYP)

6-31G� 4.75 5.12 – 4.75

6-31G�� 4.56 4.69 – 5.1

6-31þG�� 4.44 4.81 – 5.24

6-31þþG�� 4.42 4.79 – 5.22

6-311þþG�� 4.27 4.48 – 5.07

cc-pVDZ 3.6 3.9 3.7 –

cc-pVTZ 3.5 4.4 4.3 4.5

cc-pVQZ 3.5 4.7 4.7 4.6

aug-cc-pVDZ 3.5 4.3 4. 3 4.5

aug-cc-pVTZ 3.5 4.6 4. 7 4.6

aug-cc-pVQZ 3.5 4.8 4. 9 4.6

Hydrogen Bonding: From van der Waals Interactions to Covalency 5



1.4 Hydrogen Bonding in Molecular Hydration and Microsolvation

Solvation of neutral and charged molecules is a process which is of fundamen-

tal importance to many phenomena in chemistry and biology [75]. In the

literature, molecular hydration, molecular solvation, and microsolvation are

the frequently used terms to describe the interaction of solvent molecules with

solute. In order to study the solvation process, isolated size-selected clusters of

the type M�Sn have been frequently used as models to characterize the stepwise

molecular hydration of molecule (M) by solvent (S). The fruitful combination

of mass spectrometric and other spectroscopy techniques on the experimental

side, and electronic structure calculations on the other side has been shown to

be a powerful strategy [76]. Several investigations describing the solvation of

molecules using different quantum chemical calculations and classical ap-

proaches have been reported [77–80]. In the prediction of effect of solvation,

two approaches viz continuum solvation model (implicit solvation) and direct

interaction of solvent molecules with solute (discrete model) have been used [80,

81]. The continuum solvation model treats the solvent as a continuous dielectric

medium that reacts with solute charge distribution. Self-consistent reaction

field (SCRF) model developed from the original works of Born–Onsager and

Kirkwood is now used for modeling the bulk effect of solvation [82–86].

Various implicit models employed to treat molecular solvation or hydration

have been reviewed in detail [77–80]. However, continuum models do not take

into account of the specific H-bonding interactions of solvent molecules with

solutes. In order to elicit the molecular hydration process, explicit interaction of

solvent molecules with the solute has been considered. To probe these inter-

actions, a variety of models have been proposed. Buckingham–Fowler model

[87], Molecular Mechanics for Clusters (MMC) and Dykstra [88], Alhambra,

Luque and Orozco model [89], Polarizable Atomic Multipole Model [90],

and Electrostatic Potential for Intermolecular Complexation (EPIC) [91, 92]

are some of the popular strategies used to study these weak interactions in

solute–solvent.

EPIC model originated from the pioneering work of Gadre and his group

and it exploits rich topographical features of molecular electrostatic potential

(MESP) [91–98]. Several theoretical methodologies combined with MESP top-

ography have been used to investigate molecular hydration processes [97–104].

Recently, the success of the EPIC model along with other quantum chemical

investigations on explicit molecular hydration processes has been reviewed by

Gadre et al. [98]. MESP topography of molecules has been found to give

information on the probable sites of water molecule interaction in the both

polar and nonpolar molecules. Different classes of examples starting from small

molecules to large clusters have been investigated in detail using EPIC and

quantum chemistry tools. In the microsolvation of nonpolar molecules, ben-

zene was used as a prototype molecule. Numerous experimental and theoretical

methods have been employed to understand the hydration process in benzene.
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Experimental and theoretical results on microsolvation of benzene were sum-

marized by Brutschy [105]. Infrared (IR) spectral investigations of benzene–

(H2O)8 have clearly revealed the changes in the structural features of water

clusters in the presence of benzene. Zwier has reported the detailed analysis on

the IR spectra of large size solvated clusters [106].

The structures and properties of isolated, solvated, and complexed nucleic

acid bases have been reviewed by Leszczynski [107]. Interaction of water

molecules with various DNA bases, base pairs, and DNA stacks has also

been studied to understand structure, nonplanarity bases, tautomerism, and

stability. Gadre et al. have also studied the solvation of biomolecules using the

EPIC-based docking followed by ab initio and DFT methods [98]. The gas

phase hydration of cytosine base, cytosine–cytosine H-bonded base pairs (CC),

and cytosine–cytosine stacked dimer (C/C) using ab initio calculations have

been reported by our group [108, 109]. Using the topological features of MESP,

starting geometries for ab initio calculations have been generated using the

EPIC model for interaction of water molecules with cytosine (C), cytosine–

cytosine H-bonded pair (CC), and stacked dimer (C/C). The calculated inter-

action energies of hydrated stacked C/C dimer are numerically higher than that

predicted for hydrated CC pair and the difference in the energy ranges from 1

to 2.5 kcal/mol at all levels of calculations explored [109]. Hence, it has been

concluded that the stacked C/C dimer hydrates better than the H-bonded base

pair, which is in agreement with the experimental evidence [110].

In addition to the microsolvation, the effect of solvation on the reaction has

also been modeled by Re and Morokuma [111]. They demonstrated the signifi-

cance of molecular solvation using the two-layered ONIOM method. The SN2

pathway between CH3Cl and OH� ion in microsolvated clusters with one or

two water molecules has been studied. This work highlighted the role of solvent

in the chemical reaction and also the power of ONIOM model to predict

complex systems. All these studies have undoubtedly brought out the signifi-

cance of H-bonding in solute–solvent interaction, chemical reactivity, and

molecular solvation phenomenon.

1.5 Hydrogen Bonding in Biological Systems

1.5.1 In DNA and RNA base pairing

It is well documented that the H-bonding interaction is important for the

structure and function of biomolecules [112, 113]. H-bonding in a-helical and

b-sheet structures in proteins by Pauling et al. [114], DNA base pairs by

Watson and Crick [115], and triple helix of collagen by Ramachandran and

Kartha [116], and simultaneously by Rich and Crick [117] have opened a new

branch of science known as ‘‘structural biology.’’ The H-bonding interactions

in nucleic acids play a crucial role in the double helical structure of DNA and

RNA along with stacking interactions facilitating molecular recognition via
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replication processes and protein synthesis [113]. Extensive theoretical method-

ologies have been used to derive information about the H-bonding in DNA

base pairing and base stacking [118–134]. The representative H-bonded G� � �C
and A� � �T DNA base pairs are shown in Fig. 1. The ab initio calculation on the

G� � �C and A� � �T pairs provides the required information about the strength of

H-bonding in these systems and the respective binding energies are 20.0 and

17.0 kcal/mol [118]. H-bonding is mainly accountable for the DNA–ligand

recognition phenomenon and the studies on molecular recognition help to

design new drug molecules [135].

Water is an essential part in the biomacromolecular system, which is mainly

responsible for the structure and functions of nucleic acids, proteins, and other

constituents of cell [136–138]. Both proteins and DNA are generally hydrated.

It is well known that the conformation of DNA is sensitive to hydration, and

presence of salts and ligand molecules [112, 138]. The nucleic acids have three

levels of water structure. About 12 water molecules per nucleotide are involved

in the primary hydration shell [107, 112, 137, 138]. The water molecules present

in the primary shell are impermeable to cations and do not form ice on freezing.

The secondary level is permeable to cations and forms ice on freezing and third

level is the completely disordered, so-called bulk water. Several theoretical

studies have been carried out on the level of hydration on DNA bases, base

pairs, base stacks, and double helical DNA [107, 121, 131, 139]. Both the

experimental and molecular simulation studies have clearly brought out the

importance of hydration in DNA and RNA structures [140–147].

1.5.2 Hydrogen bonding in protein secondary structure

H-bonding is the most important interaction governing protein structure,

folding, binding, enzyme catalysis, and other properties. The basic secondary

structural elements in protein structure are a-helix, b-sheet, g-turn, p-helix,

etc., which are stabilized by H-bonding interactions [1–3, 113, 136]. H-bonding

in a-helix and b-sheet is presented in Fig. 2. a-Helix is a result of intramolecular

H-bonded interaction between C ¼ O group of the ith peptide residue with

N–H group of the iþ 4th residue in the peptide or protein sequence. In both the

parallel and antiparallel b-sheets, the C ¼ O of one peptide chain H-bonds with

(a) (b)

Figure 1. Hydrogen-bonded (a) G� � �C and (b) A� � �T DNA base pairs.
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N–H of the other chain in a unique fashion. H-bonding interaction along with

other noncovalent interactions is mainly accountable for the interaction of

DNA and protein with other molecules.

Making and breaking of H-bonding in a dynamics situation profoundly

influence the rates of dynamics equilibria, which are of paramount importance

for the biological activity of proteins [148]. The solvation dynamics of water

structure around the protein have been studied in great detail with a view to

gain insight into protein folding and enzyme action [84]. It was observed from

the atomistic simulation on the explicitly solvated protein that the structural

relaxation of protein–water H-bonds is much slower than that of the water–

water H-bonds [149].

1.6 Hydrogen Bonding in Crystal Engineering

Crystal structure arises as a result of intermolecular interactions and packing.

The packing interaction is a convolution of a large number of strong and weak

interactions, each of which influences the other closely [3]. Small changes in

the molecular structure lead to observable changes in the crystal structure.

Generally, there is no obvious relationship between molecular structure and

crystal structure. In crystal engineering, attempts have been made to design

molecular systems which could throw light on how molecular structure is

related to crystal structure. Both the strong and weak H-bonded interactions

play a dominant role in engineering of crystals. The role of weak H-bonded

interactions in various molecules and crystals has been dealt with in a recent

monograph [3].

Parallel β-sheet

Antiparallel β-sheet

α-Helix

Figure 2 (see color section). Hydrogen bonding in various protein secondary structures.
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2 EXPERIMENTAL AND THEORETICAL METHODS IN

UNRAVELING H-BONDED COMPLEXES

2.1 Experimental Methods

The descriptions of the structure, energy, and dynamics of H-bonds continue to

be a formidable task for both experimental and theoretical investigations.

IR and nuclear magnetic resonance (NMR) techniques have become routine

tools to analyze H-bonding interactions in various systems [1–4, 150]. The

vibrational modes of molecules in the H-bonded state are affected in several

ways. The proton involved in H-bonding interaction exhibits down field shift.

Spectroscopic information obtained from these techniques has been used to

probe H-bonding interactions.

Various experimental methods used to investigate the H-bonded clusters in

gas phase are described in the earlier reviews [150–152]. Since molecular clusters

are produced in supersonic beams in the gas phase under collision free condi-

tions, they are free from perturbation of many-body interactions. The spectro-

scopic characterization of these clusters has less complexity. Hence, high level

quantum chemical calculations on these clusters can be directly compared with

the experimental values. Due to advent of laser-based techniques, it is currently

possible to study the size and mass selective molecular clusters produced in

supersonic beam. The combination of high resolution spectroscopy along with

the mass and size selective strategies has enabled the scientific community to

look at the intrinsic features of H-bonding. Principles behind the method of

size selection, beam spectroscopy, and experimental setup have also been

thoroughly described in an earlier thematic issue in ‘‘chemical review’’[105,

150–152].

Challenges in experiments and theory to probe the noncovalent interactions

in the weakly bonded clusters have been critically reviewed by Muller-Dethlefs

and Hobza [150]. They highlighted the importance of microwave, vibrational

rotation tunneling (VRT), REMPI and hole burning, and zero kinetic energy

(ZEKE) spectroscopies in probing the noncovalent interactions in molecular

clusters in gas phase [150]. IR spectroscopy of size-selected water and methanol

clusters was discussed by Buck and Huisken [151]. Brutschy [105] has provided

an account on the structural aspects of aromatic molecules surrounded by

several polar molecules using IR double resonance laser spectroscopy (IR/

R2PI ion depletion spectroscopy) along with the important computational

results [105]. Neusser and Siglow have discussed the applications of high

resolution ultraviolet (UV) spectroscopy to study the neutral and ionic H-

bonded clusters [152]. Mikami have brilliantly exploited the beam spectroscopy

to study the H-bonded clusters in the gas phase [153–163]. From their studies, it

is possible to gain new insight into the structure and dynamics of H-bonded

phenol and protonated water clusters. IR spectroscopy study on H3O
þ---(H2O)n

by them clearly elucidated that the small-sized clusters develop into a two-
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dimensional network whereas large clusters with n � 21 form nanometer-scaled

cages [163].

Recently, large (H2O)n clusters with ranges n from 20 to 1960 have been

investigated by Steinbach et al. using photofragment spectroscopy [164, 165].

They measured the vibrational spectra of the size-selected water hexamer and

identified the H-bonded open book arrangement in the cluster with tempera-

ture range from 40 to 60 K [165]. Jordan, Zwier and their collaborators have

made several noteworthy contributions to this contemporary area by successful

combination of sophisticated experimental and theoretical methods to a large

number of H-bonded clusters [106, 166–177]. Their studies include neutral and

charged water clusters in various structural environments. The IR spectra have

been used to probe the issues related to solvation of Eigen vs. Zundel cation

[173]. Headrick et al. have reported how the vibrational spectrum of protonated

water clusters evolves in size ranging from 2 to 11 water molecules [177]. IR

signature bands indicated the limiting forms of embedded Eigen or Zundel

forms in the respective spectra.

2.2 Theoretical Methods

A variety of theoretical methodologies are available at different theoretical

levels and accuracy. Different quantum chemical methods used to analyze

H-bonding interactions have been systematically discussed by Scheiner in his

monograph [4]. Starting from semi-empirical molecular orbital methods,

Hartree–Fock (HF), and post-HF methodologies have been employed to

study H-bonding. HF method treats the exchange term appropriately and

thus it predicts reasonably the electrostatic contribution to the strength of

H-bonding. The need for treatment of post-HF techniques for H-bonded

systems has been observed as discussed in recent monographs [1–4]. The

inclusion of electron correlation and hence intermolecular dispersion energy

becomes considerably important for the prediction of strength of the

H-bonding. Møller–Plesset (MP2), coupled-cluster singles doubles (CCSD),

and CCSD with noniterative triples correction (CCSD (T)) methods are widely

used methodologies to investigate H-bonding interactions. The implementation

of DFT formalism in the Gaussian package has made it possible to investigate

the utility of several exchange and correlational functionals in the prediction of

H-bonding [178, 179]. Recently, Zhao and Truhlar have investigated the use-

fulness of DFT functionals in the prediction of H-bonding [180]. It is a well-

known fact that the basis set used in the calculation significantly influences the

calculated bond length, bond angle, electronic properties, interaction energy,

and vibrational spectra [180]. Hence, theoretically, different combinations of

methodologies and basis sets have been applied to obtain reliable estimates of

geometrical parameters and energetics of H-bonded systems. In addition, the

interaction energy obtained from these calculations needs to be corrected for

basis set superposition error (BSSE) as suggested by Boys and Bernardi [181].
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Recently, Hobza has reviewed various theoretical methods used to predict the

stabilization energies of extended H-bonding systems [150, 182]. The capability

of resolution of identity (RI) MP2 method has been assessed with Dunning’s

correlation consistent basis sets. The need for BSSE corrections for geometries,

vibrational frequencies, and other properties of extended H-bonded systems

has been stressed. The failure of DFT-based methods to describe the dispersion

energy component in the prediction of H-bonding of extended aromatic sys-

tems has also been illustrated [182].

However, for molecules of real life interest, for example DNA, protein, and

DNA–protein complexes, it is impossible to carry out such higher level calcu-

lations. The necessity for the alternative theoretical approaches to handle some

of the large molecules has been recognized early and the application of force

field based strategies in unraveling the structure and H-bonding in biomole-

cules is well known [183–185]. Molecular mechanics (MM) and molecular

dynamics (MD) have been used to study the structure and dynamics of biomo-

lecules. AMBER, OPLS, and CVFF, etc., are some of the force fields used in

the simulation of biomolecules in realistic environment. In addition to the

Lennard-Jones 6–12 potential in describing the nonbonded interaction using

the force field approach, a 10–12 potential function of the type

n(r ) ¼ A

r12
� B

r10
(2)

is also used to represent the H-bonding interaction. The realistic simulation

of biomolecules requires an appropriate description of solvent environment

around the biomolecules [186–191]. To carry out realistic simulation of biomo-

lecules in water, different transferable interaction potentials (TIP) have been

generated by Jorgensen et al. [192].

2.3 Characterization of Hydrogen Bonds

Bader’s theory of AIM offers a convenient means of looking at H-bonding

interaction in various intermolecular and intramolecular systems [6]. One of the

advantages of the AIM theory is that one can obtain information on changes in

the electron distribution as a result of either bond formation or complex

formation. In the following section, the significant features of theory of AIM

are discussed from the point of view of characterization of H-bonding inter-

actions.

2.3.1 AIM theory in the characterization of H-bonds

The theory of AIM allows one to study the concept of chemical bond and the

bond strength in terms of electron density distribution function [6, 193]. It

exploits the topological features of electron density and thereby a definition

of chemical bonding through bond path and bond critical point (BCP). A BCP

(it is a point at which gradient vector vanishes, rr(r) ¼ 0) is found between the
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two nuclei of the molecule in equilibrium geometry, which is considered to be

connected by a chemical bond. Bader’s group has immensely contributed to the

development of the AIM theory and its applications to intermolecular inter-

actions [6]. Popelier and coworkers have employed the AIM theory to address

several important chemical issues [194–196]. Numerous studies have been made

on various systems to characterize the van der Waals and H-bonded inter-

actions using the AIM theory [6, 26, 38, 43, 197–216]. Several criteria based on

the AIM theory have been proposed to investigate conventional and noncon-

ventional H-bonds [198]. The topological descriptors obtained from the AIM

theory and electron localization function can be successfully employed to

distinguish weak, medium, and strong H-bonds in various molecular systems.

Grabowski and coworkers have used Bader’s theory to study the H-bonding in

various systems [26, 43, 198–201, 203, 216–219]. It has also been used to

investigate intramolecular resonance assisted H-bonds and p-electron delocal-

ization [220], and to understand the interactions of He, Ne, and Ar with

hydrogen fluoride and hydrogen chloride [221]. The dihydrogen-bonded

complexes have also been studied using the AIM theory employing high level

post-HF theory [222–224].

The molecular electron density distribution r(r) can be extracted from the

corresponding many particle wave function c(x1,x2, . . . ,xN ) as

r(r) ¼ N
X

s

ð
jc(x1, x2, . . . , xN )j2 d3r2 . . . d3rN(3)

Here, the summation runs over all spin coordinates, integration over all but

one spatial coordinate (x stands for position and spin) and N is the total

number of electrons. Within the simplest HF framework, wherein the wave

function c is expressed in the form of a Slater determinant constructed from the

molecular orbital which are, in turn, expressed as linear combinations of the

basis functions {fi}, r(r) assumes the form

r(r) ¼
X

mn

Pmnfm(r)f�n(r)(4)

where P stands for the electron density–bond order matrix. It can be shown

that 1
2
P would be an idempotent in orthonormal basis. The electron density

and Laplacian of electron density at BCP are denoted as r(rc) and r2r(rc),

respectively. The bond path and associated properties of r(rc) at BCP are

used to characterize covalent, ionic bonding, H-bonding, and van der Waals

interactions.

2.3.2 Properties of electron density for weakly bonded complexes

Bader and Essen have observed the different categories of CP [225]. They

concluded that the hallmark of ‘‘shared’’ (i.e., covalent) interactions is the

high value of the electron density at BCP of order >10�1 a.u. The curvatures
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of r(rc) are usually large. The Laplacian of the electron density (r2r(rc)) is a

measure of local concentrations of electron density and may be positive or

negative having the order of r(rc). A negative value of r2r(rc) denotes electron

concentration at a particular point whereas a positive value of r2r(rc) implies

depletion of the same. It is evident from the previous AIM analysis that for H-

bonded systems, noble-gas dimers and ionic systems, r(rc) is quite small (�10�2

a.u. or less for H-bonded complexes and 10�3 a.u. for van der Waals com-

plexes) and the Laplacian is positive [6].

2.3.3 Integrated properties of electron density and Popelier’s criteria

Topological atoms are defined according to the theory of AIM as regions in

space consisting of bundle of electron density gradient path attracted to a

nucleus. Due to its firm theoretical footing in quantum mechanics, AIM can

be considered as a partitioning scheme to understand the properties of atoms in

molecules and in intermolecular complexation. In addition to the topographical

features of electron density, Popelier proposed some criteria to gain insight into

H-bonding interactions [196, 224]. These include: (1) correct topological pat-

tern (BCP and gradient path), (2) appropriate values of electron density at

BCP, (3) proper value of Laplacian of electron density at the BCP, and (4)

mutual penetration of hydrogen and acceptor atoms. Criteria pertaining to

integrated properties of hydrogen atoms involved in the H-bonding include (5)

an increase of net charge, (6) an energetic destabilization, (7) a decrease in

dipolar polarization, and finally (8) a decrease in atomic volume.

2.3.4 Grabowski’s Dcom measure of hydrogen bonding

Grabowski and coworkers have made a detailed AIM analysis on H-bonded

molecular systems [26, 43, 198–203, 216–220, 222, 223, 226, 227]. In these

studies, different aspects of conventional and nonconventional H-bonds, dihy-

drogen, and partial H-bonds have been investigated. Despite the greater vari-

ability of systems which are classified as H-bonds, it is possible to spell out

criteria for the H-bonding interaction using the AIM theory. Based on the

systematic analysis of several dimers, a new measure of H-bond strength has

been proposed using the properties of proton donating bond [227]. It is based

on the geometrical and topological parameters of the X–H bond:

Dcom ¼ [rX---H � r0
X---H=r

0
X---H]2 þ [(r0

X---H � rX---H)=r0
X---H]2

�

þ [(r2rX---H � r2r0
X---H)=r2r0

X---H]2
�1=2

(5)

where rX---H, rX---H, and r2
rX---H correspond to the parameters of proton donat-

ing bond involved in H-bonding, i.e., the bond length, electronic density at

X–H BCP, and the Laplacian of that density, respectively, and r0
X---H , r0

X---H,

and r2r0
X---H correspond to the same parameters of X–H bond not involved in

H-bond formation. The parameter describing H-bond strength may be based

only on geometrical data:
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Dgeo ¼ (rX---H � r0
X---H)=r0

X---H(6)

or only on topological parameters:

Del ¼ (r0
X---H � rX---H)=r0

X---H(7)

or on Laplacian values:

Dlap ¼ (r2rX---H �r2r0
X---H)=r2r0

X---H
�� ��(8)

Good relationship between the Dcom and the H-bond strength of various dimers

has revealed that it can be used as a reliable measure of the strength of the

same.

3. ELECTRONIC STRUCTURE CALCULATIONS ON HYDROGEN-

BONDED MOLECULAR SYSTEMS

3.1 Hydrogen Bonding in Water Clusters

Water is a major chemical constituent of the planet’s surface and as such it has

been indispensable for the genesis of life on the earth [228]. It plays a key role in

many biological and chemical reactions. H-bonds between H2O molecules

provide the cohesive force that makes water a liquid at room temperature

and favors extreme ordering of water molecules in ice. H-bonding is responsible

for the observed unusual properties of water. Hence, water has received more

attention than any other substance by researchers. Numerous experimental and

theoretical investigations have been carried on H-bonded water clusters to gain

insight into fascinating physical and chemical properties of water [50–64, 150,

229–236].

In this section, salient results on structure, energetics, and different arrange-

ments of (H2O)n clusters are presented. Although, the state-of-art spectroscopic

and theoretical methodologies have been used to study H-bonding in water

clusters, the quantification of H-bonding interaction in these clusters is rather

complex. The complexity mainly arises due to numerous local minima on the

potential energy surface of water clusters and the number of H-bonds which

increases as the size of the clusters increases. The concept of cooperativity of H-

bonding in water clusters has been formulated by Frank and Wen [237]. Its

implications were discussed in a recent review [230].

Several ab initio and DFT calculations have been made on the water dimer

[50–64, 233, 235]. The strength of the H-bonding in water dimer is 5.5 + 0.7

kcal/mol [235]. The water trimer can exist in cyclic arrangement as well as in

open chain conformation with linear H-bonds. In the case of the tetramer,

previous theoretical calculations have predicted four H-bonded cyclic struc-

tures with S4 symmetry corresponding to the global minimum [235]. This

observation has also been supported by the IR spectra of various (H2O)4
complexes with benzene and VRT spectra of (H2O)4 and (D2O)4[238, 239].
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Cyclic H-bonding and the energy minimum structures of (H2O)n with n � 5

were investigated using different quantum chemical methods without any un-

certainty [235, 240]. Water clusters adopt interesting structural pattern when

n changes from 5 to 6. The transition from the planar two-dimensional struc-

ture to the three-dimensional structural arrangements emerges from n ¼ 6

onwards. Hexameric water clusters adopt cyclic ring, bag, prism, cage, and

open book structures. All theoretical calculations predict at least four nearly

isoenergetic isomers for hexamer. The actual minimum energy structure de-

pends on the rigor of calculation and inclusion of the zero-point energy (ZPE)

corrections [235]. Saykally and coworkers have performed the first measure-

ment on water hexamer using the VRT spectroscopy at 5 K [229, 241]. The

rotational constants of hexamer were in accordance with the calculated values

for the cage isomer. The ring isomer of the water hexamer in liquid helium was

detected at 0.4 K [242]. All other spectroscopic experiments were not size

selective and did not reveal any conclusion about the isomer. From the theor-

etical front, there is an interesting temperature effect, which is based on the fact

that isomers with lower vibrational frequencies should be preferred at higher

temperature because of the entropy effects. For n ¼ 7, a cubelike structure with

a corner missing is found to be the most stable. This structure has ten H-bonds

and has a stabilization energy of 60.53 kcal/mol at the HF/6-31G(d,p) level,

with a dipole moment (m) of 1.35 D [235].

Semi-empirical potential has been used by Plummer to study small water

clusters [233]. Wales et al. have employed empirical potential to simulate water

clusters with n � 21 [234]. Extensive ab initio calculations using the HF/

6-31G(d,p) and HF/6-311þþG(2d,2p) levels and basis sets have been carried

out for several possible and the most stable structures of water clusters (H2O)n,

n ¼ 8–20 by Sathyamurthy and coworkers [235]. It was found that the most

stable geometries arise from a fusion of tetrameric and pentameric H-bonded

rings.

In this section, characterization of H-bonding of water clusters using the

AIM approach is presented. Computational details of AIM analysis of water

clusters are given elsewhere [243]. Stabilization energies (SEs) of all water

clusters have been calculated using the supermolecule approach and corrected

for BSSE using the counterpoise (CP) procedure suggested by Boys and

Bernardi [181]

SE ¼ Ecomplex �
Xn

i¼1

Ei(9)

where Ecomplex, Ei, and n represent the total energy of the complex, total energy

of monomer and the number of monomers in the clusters, respectively. For the

analysis of the strength of H-bonding, jSEj is only considered. The values of

SE, the number of H-bonds (nHB), r(rc), and r2r(rc) at H-bond CPs (HBCPs)

are shown in Table 3. In addition, the number of HBCPs, ring CPs (RCPs), and
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cage CPs (CCPs) is also tabulated along with SEs taken from the previous

investigation [235]. The molecular graphs of water clusters are shown in Fig. 3.

In general, it is possible to note that the number of H-bonds in each water

cluster corresponds to the number of HBCPs. It can be noted from Table 3 that

the values of r(rc) and r2r(rc) at these HBCPs are in accordance with that

proposed by Bader for these interactions [6].

Since O–H� � �O H-bonding interactions are similar for all the clusters, it is

expected that the values of r(rc) are identical. However, close scrutiny of the

values reveals that r(rc) is not the same in all the clusters. As the cluster size

increases, the r(rc) values decrease due to the presence of multiple H-bonded

interactions. The presence of RCPs (W3 onwards) and CCPs (W6 onwards) in

the molecular graphs of water clusters shows the ability of electron density

topography analysis in the characterization of ring and cage structures. It is

evident from the previous investigations that fusion of tetrameric and penta-

meric rings is responsible for the stability of water clusters and as a result

(H2O)n, n ¼ 8, 12, 16, and 20 are found to be cuboids while n ¼ 10 and 15

are pentameric fused rings [235]. Other structures have cuboids or pentameric

fused structures or combinations of these two motifs. However, it can be noted

from Fig. 3 that for (H2O)17 and (H2O)18, there is an extra HBCP indicating

Table 3. Number of hydrogen bonds (nHB), hydrogen bond critical points (nHBCP), ring critical

points (nRCPs), cage critical points (nCCPs), stabilization energies (SEs, kcal/mol), range of

electron density (r(rc)), and Laplacian of electron density (r2r(rc)) for the most stable water

clusters

Molecule nHB nHBCP nRCP nCCP SEa r(rc)(e=a
3
0) r2r(rc)(e=a

5
0)

(H2O)2 1 1 5.5 0.02 0.0157

(H2O)3 3 3 1 17.1 0.02081–0.02219 0.01681–0.01783

(H2O)4 4 4 1 29.1 0.02708 0.0229

(H2O)5 5 5 1 37.7 0.0269–0.02815 0.02329–0.02463

(H2O)6 prism 9 9 5 1 49.6 0.015–0.03317 0.01288–0.02373

(H2O)7 10 10 5 1 60.53 0.01436–0.03462 0.01266–0.0303

(H2O)8 12 12 6 1 76.01 0.02014–0.03231 0.01601–0.0279

(H2O)9 13 13 6 1 85.05 0.02064–0.03204 0.01645–0.02824

(H2O)10 15 15 7 1 96.75 0.01779–0.03433 0.0144–0.03025

(H2O)11 16 18 8 1 105.69 0.01147–0.03136 0.01386–0.02706

(H2O)12 20 20 11 2 122.39 0.01859–0.03127 0.01556–0.02687

(H2O)13 21 21 11 2 128.33 0.01863–0.03186 0.01513–0.02749

(H2O)14 23 23 12 2 144.78 0.01207–0.03043 0.01107–0.03032

(H2O)15 25 25 13 2 154.82 0.01654–0.03406 0.01386–0.02994

(H2O)16 28 28 16 3 169.33 0.01745–0.03142 0.01486–0.02707

(H2O)17 29 30 17 3 176.51 0.01492–0.03147 0.01264–0.02707

(H2O)18 31 32 18 3 188.64 0.01588–0.03145 0.01349–0.02706

(H2O)19 33 33 18 3 199.69 0.01114–0.03421 0.01264–0.0274

(H2O)20 36 36 21 4 216.28 0.01872–0.03148 0.01553–0.02709

Results from Ref. 243
a HF/6-31G(d,p) BSSE-corrected stabilization energies from Ref. 235
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additional interactions of similar magnitude stabilizing the respective clusters.

When one water molecule is added to the (H2O)16, the 17th water molecule does

not exactly interact at the middle but at the side of the cuboid. Similarly the

18th water molecule interacts with the other side of the cuboid in (H2O)17,

(H2O)6

(H2O)10 (H2O)11 (H2O)12 (H2O)13

(H2O)14

(H2O)16

(H2O)18 (H2O)19

(H2O)20

(H2O)17

(H2O)15

(H2O)7 (H2O)8 (H2O)9

(H2O)2 (H2O)3 (H2O)4 (H2O)5

Figure 3. Molecular electron density topographies of water clusters (Results from Ref. 243.)
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forming a stable (H2O)18 cluster as depicted in Fig. 3. Further addition of two

water molecules to (H2O)18 leads to cuboids structure for (H2O)20 cluster as

shown in Fig. 3. Grabowski’s Dcom measure of H-bonding [227], charge transfer

interactions from natural bond orbital (NBO) analysis, and the NMR shielding

parameters are also found to be extremely helpful in the understanding of H-

bonded interactions in various water clusters [243].

The relationship between various parameters used to describe the strength of

H-bonding has been addressed [198–203, 216–220, 222, 223] in the earlier

investigations. An attempt has been made to obtain possible relationship

between the sum of the r(rc) and r2r(rc) at the HBCP in water clusters. The

amplitude of r(rc) at each HBCP has been summed over to get the total r(rc) for

each H-bonded cluster and regression analysis has been performed. It has been

found that the calculated total electron density r(rc) at HBCPs of water clusters

varies linearly with their SE. The total r2r(rc) at HBCPs also exhibits similar

trend with the SE. The linear relationship between the SE and the sum of

electron density at the HBCPs is shown in Fig. 4. The linear relationships

between the SE and the sum of the electron density at the HBCPs and the

sum of Laplacian at the HBCPs are given below:

SE ¼ 263:50
X

r(rc)(10)

SE ¼ 319:28
X
r2r(rc)(11)

0.0 0.2 0.4 0.6 0.8 1.0

0

50

100

150

200

250

(b)

(a)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0

50

100

150

200

250

S
ta

bi
liz

at
io

n 
E

ne
rg

y
(k

ca
l/m

ol
)

Total ∇2r(rc)in (e/a0
5)

S
ta

bi
liz

at
io

n 
en

er
gy

 (
kc

al
/m

ol
)

Total r(rc) in (e/a0
3)

Figure 4. Relationship between stabilization energy (HF/6-31G(d, p)) and (a) total r(rc) and

(b) total r2r(rc) (inset) for water clusters.
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The additivity of electron density at the HBCPs in multiple H-bonded (36

HBCPs) systems is clearly evident from Fig. 4. The correlation coefficient for

the same is 0.99. Although, the connection between r(rc) and strength of H-

bonded complex with single H-bond is already known, we have demonstrated

the additivity of electron density at the HBCPs for the multiple H-bonded

systems [244, 245].

3.2 Hydrogen Bonding in Water-Mediated Network and Mixed Clusters

It is well known that water-mediated interaction stabilizes structure of biomo-

lecules [1, 138, 247–250]. Therefore, several model molecular systems have been

chosen to probe the water-mediated interactions in biomolecules and a large

amount of experimental and theoretical work has been published over the years

on this subject [78, 138, 251–258]. Since phenol is the simplest aromatic alcohol

resembling chromophore of an aromatic amino acid, hydration of phenol

molecules has been studied to understand H-bonding and solute–solvent inter-

action in biological systems. Several experimental and theoretical calculations

have been made on the phenol–water clusters [259–273]. Recently, we have

made a comprehensive analysis on structure, stability, and H-bonding inter-

action in phenol (P1---4), water (W1---4), and phenol–water (PmWn(m ¼ 1---3,

n ¼ 1---3, mþ n �; 4)) clusters using ab initio and DFT methods [245]. In this

section, electronic structure calculations combined with AIM analysis on phe-

nol–water clusters are presented.

The calculated stabilization energies (see Table 4) for clusters with similar H-

bonding pattern reveal that H-bonding in water clusters is stronger than in

Table 4. Number of H-bonds (nHB) and SE for Pm, Wn, and PmWn clusters as obtained from

different levels of calculation using 6-31G* basis set

nHB jSEj (kcal/mol)

Clusters Primary Secondary HF MP2 DFT/B3LYP

P2 1 2 4.3 5.7 4.8

W2 1 – 4.7 5.2 5.4

PW 1 1 6.3 7.3 7.7

P3 3 1 12.8 17.7 15.6

W3 3 – 14.1 16.6 18.9

PW2 3 – 14.5 17.1 18.9

P2W 3 – 13.5 16.8 17.0

P4 4 4 22.2 31.6 27.9

W4 4 – 25.3 30.7 35.2

PW3 4 1 25.0 30.1 33.6

P2W2 4 2 24.9 31.1 32.7

P3W 4 2 23.6 30.9 30.4

Reproduced with permission from Ref. 245 � American Chemical Society, 2005
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phenol clusters. However, fusion of phenol and water clusters in tetrameric ring

arrangements leads to stability that is akin to that of (H2O)4. The molecular

electron density topographies of various phenol–water clusters are presented in

Fig. 5. The values of r(rc) and r2r(rc) for the H-bonds present in these clusters

are listed in Table 5. It is clear from Fig. 5 that there are BCPs corresponding to

the secondary weak H-bonding interaction in P2, PW, P3, P4, P2W2, PW3, and

P3W clusters. It is also clear from Table 5 and Fig. 5 that the presence of

secondary weak H-bonding adds to the stability of different phenol and phe-

nol–water clusters. The formation of a ring structure in W3, P3, and the mixed

clusters PW2 and P2W is evident from the presence of ring critical points. In

phenol trimer, it is possible to identify C---H � � �p interaction, in addition to the

three O---H � � �O H-bonding interactions. In the case of P4 and the mixed

tetramers, the basic O---H � � �O H-bonded core structure is analogous to that

of W4. The existence of the additional C–H� � �O, weak C–H� � �C and C–H� � �H
interactions can be seen in all the mixed clusters.

P2

P3

W3

P4

P2W

P3W

PW3

W2PW

PW2

P2W2

W4

Figure 5. Molecular topographies of phenol, water, and phenol–water clusters as obtained from

theoretical electron density. (Reproduced with permission from Ref. 245 � American Chemical

Society, 2005.)
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It is found that the total electron density (Sr(rc)) and total Laplacian of

electron density (Sr2r(rc)) at all HBCPs bear a linear relationship with the SE

for all the H-bonded clusters as illustrated in Fig. 6. A linear regression analysis

yields

SE ¼ 212:6
X

r(rc)(12)

SE ¼ 248:2
X
r2r(rc)(13)

Table 5. Electron density (r(rc)) and Laplacian of electron density (r2r(rc)) for various phenol–

water clusters

r(rc)(e=a
3
0) r2r(rc)(e=a

5
0) r(rc)(e=a

3
0) r2r(rc)(e=a

5
0)

Clusters Primary hydrogen bond Secondary hydrogen bond

P2 0.021 0.019 0.003–0.004 0.004–0.005

W2 0.021 0.018 – –

PW 0.025 0.022 0.004 0.005

P3 0.021–0.022 0.019–0.020 0.002 0.002

W3 0.022–0.024 0.019–0.020 – –

PW2 0.017–0.028 0.015–0.024 – –

P2W 0.018–0.027 0.016–0.023 – –

P4 0.025–0.028 0.022–0.024 0.002–0.003 0.002–0.003

W4 0.029 0.025 – –

PW3 0.024–0.033 0.020–0.028 0.005 0.005

P2W2 0.025–0.032 0.022–0.027 0.005 0.005

P3W 0.024–0.033 0.021–0.028 0.003–0.004 0.002–0.005

Reproduced with permission from Ref. 245 � American Chemical Society, 2005
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Figure 6. Relationship between stabilization energy (HF=6-31G�) and (a) total r(rc) and (b) total

r2r(rc) for phenol, water, and phenol–water clusters. (Reproduced with permission from Ref. 245

� American Chemical Society, 2005.)
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The correlation coefficient is nearly unity in both the cases. It can be seen

from Fig. 6a,b that the H-bonded clusters having jSEj in the range of 5–25 kcal/

mol show three sets of clusters in the electron density region between 0.020 and

0:125e=a3
0 corresponding to the dimers, trimers, and tetramers, respectively. It is

interesting to observe from the linear fit that the total density of the phenol and

phenol–water mixed clusters is comparable to that of the water clusters.

The formation of a H-bond leads to a subtle increase in the electron density

at the HBCPs. This increased electron density translates into a greater strength

of H-bonding in the clusters. Cubero et al. have used the AIM theory to

distinguish H-bonding from anti-H-bonding and have provided an atomic

rationale for the blue shifting [274]. Their results showed that the H-bonding

criteria based on the AIM theory are met by the nonconventional dihydrogen-

bonding as in C–H� � �H also. However, they found that in order to differentiate

H-bonding from anti-H-bonding, it is necessary to supplement Popelier’s cri-

teria with necessary information on the changes in electron density and other

properties of the donor X–H bond, upon complexation [196, 224]. Recently,

the electron density deformation AIM analysis has been applied to investigate

H-bonding patterns in metalated nucleobase complexes [275]. The usefulness of

integrated atomic properties of hydrogen atoms has been used to understand

the nature of H-bonding in various clusters.

The loss of electron density on hydrogen atoms has been used as one of the

criteria for H-bonding. Charges on hydrogen atoms in isolated phenol and

water molecules and in the clusters have been computed by integrating the

electron density in the appropriate hydrogen atom region partitioned by the

AIM theory. The resulting values clearly show that the hydrogen nuclei are

deshielded upon H-bond formation. The magnitude of this effect ranges from

0.04 to 0.08 a.u. for different clusters. Another criterion of H-bonding is the

energy destabilization of hydrogen atom and can be derived from the difference

between atomic energies of the hydrogen atoms in the clusters and the isolated

molecules. It was found that H-bond formation inevitably destabilizes the

hydrogen atoms that are involved in the bonding.

As pointed out by Popelier et al. the first moment and atomic volume of H

atom involved in the H-bonding decreases by 0.02–0.05 a.u. and 5–9 a.u.,

respectively, in different phenol–water clusters. It is evident from the above

illustrations that electron density topography analysis clearly elicits H-bonded

interactions in microsolvated and water-mediated clusters [245].

3.3 Ionic Hydrogen Bonding

The strength of ionic hydrogen bond (IHB) ranges from 5 to 35 kcal/mol. These

strong interactions are implicated in ionic crystals and clusters, ion solvation,

electrolytes, and acid–base chemistry. The importance of this interaction in

proton solvation, surface phenomenon, self-assembly process in supramo-

lecular chemistry, and biomolecular structure and function has also been
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recognized. Recently, basic insights that have been obtained in the past four

decades on IHB have been reviewed [276]. A comprehensive summary on the

thermochemistry and its structural implications obtained from ab initio calcu-

lations were also presented. In this section, some of the important results from

the ab initio calculations on IHB are given.

The formation of IHB involves partial proton transfer from the donor to the

acceptor. When a proton interacts with a single water molecule, it forms a

strong covalent bond with the oxygen to form the hydronium ion (H3O
þ),

known as Eigen cation [277]. It is a key species in the transfer of protons

between molecules in the aqueous acid–base chemistry. The hydronium ion is

of C3v symmetry and O–H bond dissociation energy is 260 kcal/mol. The

interaction of a water molecule with the hydronium ion leads to the H5O
þ
2 ,

Zundel ion, [278, 279] with 34.39 kcal/mol of energy [280]. From the accurate

ab initio calculations on H5O
þ
2 , it was found that equilibrium geometry has C2

symmetry with O–O bond length of 2.38 Å. Large clusters involving Eigen and

Zundel cations as well as hydroxyl ion with H2O have been investigated in

detail [161, 163, 168, 172–174, 177, 231, 276, 281–305]. The main focus in many

of these studies was on: (1) proton-transfer mechanism, (2) structure of first

solvation shell in the Eigen and Zundel, and (3) computation of high quality

interaction potential to describe the clusters. These studies revealed the stepwise

development of solvation and about four to six solvent molecules are involved

in this process. Since H-bonding sites in the clusters are not blocked, proto-

nated water clusters exhibit infinite network. The presence of cyclic and

branched H-bonded network can also be observed in these clusters.

From these studies several interesting results on structure and energetics of

H3O
þ(H2O)n clusters have been observed. Since the cause for the anomalously

high rate of proton transfer in bulk water was identified as the difference

between first and second solvation shells, the characterization and quantifica-

tion of individual strength of the interaction in them are extremely important

[283]. In this context, the AIM theory can act as a useful tool in differentiating

the first and second solvation shells of the protonated water clusters. In this

section, the utility of AIM analysis in unraveling the strength of H-bonded

interaction when water molecules interact with Eigen cation in a stepwise

manner is explained [297]. The ground state geometries of the H3O
þ(H2O)n

(n ¼ 1–3,6) (henceforth referred to as H3O
þWn) were obtained using the MP2/

6-311þþG�� method. The calculated SEs for various protonated water clusters

are presented in Table 6 along with the number of H-bonds and H-bond

distances. The electron density topographical features of protonated water

clusters are shown in Fig. 7. The value of r(rc) for the H3O
þW1 is 0.161 a.u.

(Table 7). Stepwise addition of second water to the same leads to sudden

decrease in the electron density values at the HBCPs. Marginal changes in the

r(rc) can be seen from the values shown in Table 7 for the addition of third

water to the protonated cluster. As found in the previous studies, three water

molecules are sufficient to form the first solvation shell in the case of H3O
þ. In
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order to quantify the strength of H-bond formed in the second solvation shell,

three water molecules are added further to form the structures as depicted in

Fig. 7. The calculated r(rc) values at the second shell H-bonds are all the same

and of the order of 0.030 a.u. which is approximately 50% less than that found

in the primary hydration shell. The strength of the first H-bond formed in the

H3O
þW1 is 49.99 kcal/mol. The SE per H-bond in the H3O

þW2 is �29 kcal/

mol in agreement with the decrease in r(rc) values. For the completed first

solvation shell structure (H3O
þW3), the energy per H-bond is 25.6 kcal/mol

and is reflected in the corresponding drop in the r(rc) values. The energy per

H-bond in the second solvation shell is �18 kcal/mol in accordance with the

decrease in the r(rc) at various HBCPs. The AIM analysis clearly distinguishes

the first shell and second shell, and quantifies the strength of the interaction of

H2O with H3O
þ.

The hydroxide ion (OH�) is another important ionic species in aqueous

chemistry. Solvation of OH� ion has been actively probed by various experi-

mental and theoretical techniques [276, 283, 288, 289–305]. However, when

Table 6. Calculated stabilization energies (MP2/6-311þþG�� level) for various protonated water

clusters

Cluster Number of H-bonds (distances in Å) SE (kcal/mol)

H3O
þW 1 (1.2) 49.99

H3O
þW2 2 (1.5) 58.27

H3O
þW3 3 (1.5) 75.23

H3O
þW6 6 (1.5–1.7) 111.1

Results from Ref. 297

H3O+W1

H3O+W3 H3O+W5

H3O+W2

Figure 7. Molecular topographies of protonated water clusters. (Results from Ref. 297.)
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compared to proton solvation, relatively less number of research work has been

carried out on the hydroxide ion. Earlier experiments showed that the water

clusters with OH� (henceforth denoted as OH�Wn) are less stable than the

corresponding protonated ions, but nevertheless, they are still reasonably long-

living aggregates.

There has been long standing uncertainty about the number of water mol-

ecules in the primary hydration shell of the OH� ions in chemistry. Theoretical

calculations indicate that three water molecules complete the first solvation

shell and the onset of second solvation shell is seen in the OH�(H2O)4 [288]. In

this section a scrutiny of H-bonding in OH�Wn clusters has been performed

with the help of AIM theory [305]. The calculated stabilization energies (MP2/

6-311þþG��) of OH�Wn¼1---4 are presented in Table 8 and molecular graphs of

the same clusters are shown in Fig. 8. It can be seen from Fig. 8 that three water

molecules are sufficient enough to form the primary solvation shell of OH� ion.

The onset of second solvation shell is evident with inclusion of the fourth water

molecule. Successive formation of the H-bonds shows that the first two bonds

Table 7. Electron density (�(rc)) and Laplacian of electron density (r2r(rc)) at HBCP for various

protonated water clusters in first and second solvation shells

Cluster Solvation shell r(rc) (e=a3
o) r2r(rc) (e=a5

o)

H3O
þW First 0.1607 �0.1077

H3O
þW2 First 0.0739 0.0467

0.0739 0.0467

H3O
þW3 First 0.0575 0.0456

0.0575 0.0456

0.0575 0.0456

H3O
þW6 First 0.0644 0.0467

0.0641 0.0468

0.0641 0.0467

Second 0.0335 0.0352

0.0337 0.0356

0.0335 0.0356

Results from Ref. 297

Table 8. Calculated stabilization energies (kcal/mol) for OH�Wn¼1---4 clusters

Number of H-bonds (distances in Å)

Cluster OH� � � �W W � � �W SE

OH�W1 1 (1.38) 32.18

OH�W2 2 (1.54) 49.30

OH�W3 3 (1.5–1.7) 1 (2.5) 65.52

OH�W4 4 (1.73) 4 (2.47) 222.12

Results from Ref. 305
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are stronger than the next, revealing the presence of strong and medium

interactions in these clusters. It is interesting to note the changes in the electron

density properties upon stepwise addition of water molecules (Table 9). In

addition to the primary ionic H-bonds between OH� and water, other water–

water interactions do stabilize these clusters in contrast to the corresponding

H3O
þWn clusters. The OH�W3 has interesting electron density topography.

Presence of additional interaction between the two water molecules can be

observed from the molecular graphs of OH�W3. A H-bonding interaction

can be seen from the molecular graphs of OH�W3 along with the three primary

IHBs.

OH
−
W1

OH
−
W3

OH
−
W4

OH
−
W2

Figure 8. Molecular topographies of OH�Wn¼1�4 clusters. (Results from Ref. 305.)

Table 9. Electron density (r(rc)) and Laplacian of electron density (r2r(rc)) for OH�Wn¼1�4 clusters

Clusters

Electron

density

(e=a3
o)

Laplacian of

electron

density (e=ao5 )

Electron

density

(e=a3
o)

Laplacian of

electron

density (e=a5
o)

OH� � � �W W � � �W
OH�W1 0.1003 0.0287

OH�W2 0.0648 0.0427

0.0648 0.0427

OH�W3 0.057 0.0422 0.00797 0.0075

0.0424 0.0368

0.0548 0.0419

OH�W4 0.0401 0.0356 0.00896 0.0084

0.04 0.0355 0.00903 0.0085

0.0401 0.0356 0.00896 0.0084

0.04 0.0355 0.00904 0.0085

Results from Ref. 305

Hydrogen Bonding: From van der Waals Interactions to Covalency 27



The presence of ring CP ensures the ringlike topology in OH�W3. The O� � �H
distance is 2.5 Å. In the case of OH�W4, further four additional H-bonding

interactions stabilize the cluster. The cyclic structural frame work generated by

the additional interactions adds to the stability of the cluster. The O� � �H
distance in OH�W4 decreases when compared to the same in other clusters.

The covalent characters of IHBs are clearly evident from the values of r(rc) at

HBCPs (Tables 7 and 9). The analysis of results shows that the extent of

covalency is significantly more for protonated water clusters than OH�Wn.

The exploration of various factors stabilizing the IHB clusters using AIM

approach has clearly brought out the nature of interaction in the first and

second solvation shells, and the other secondary interactions.

3.4 Hydrogen Bonding Interaction in DNA Base Pairs

Since H-bonding interaction is one of the important factors in the stabilization

of DNA double helix, numerous theoretical and experimental investigations

have been carried out on the strength of H-bonding interaction between DNA

bases [1–4, 112, 138]. Sponer, Hobza, and Leszczynski have made several

significant contributions to predict the strength of the H-bonding interactions

[118–121].

In this section, the utility of the AIM theory in understanding the H-bonding

in DNA base pairs is discussed [244]. GCWC, GG1, GCNEW, CC, GG3, GA1,

GT1, GT2, AC1, GC1, AC2, GA3, TAH, TARH, TAWC, TARWC, AA1,

GA4, TC2, TC1, AA2, TT2, TT1, TT3, GA2, GG4, AA3, and 2aminoAT of

DNA are the various canonical and noncanonical base pairs considered for

AIM analysis in terms of the r(rc), r2r(rc), and integrated atomic properties of

hydrogen atoms involved in H-bonding. The details of calculation and analysis

are described in our earlier investigation [244]. The molecular topographies for

the H-bonded GCWC and TAWC are shown in Fig. 9.

All the canonical and noncanonical base pairs are bonded such that the

imino group of the base forms H-bond either with N atom or with O atom of

the other base. All the base pairs studied possess N–H� � �Y type of hydrogen

bond, where Y is the general representation for the atoms N and O. The

HBCPs have been observed between one of the H atom of the imino group

and Y atom. All bases are paired by two H-bonds except for GCWC and

2aminoAT, which have three H-bonds between them. The calculated values

of r(rc) and positive sign of r2r(rc) for various DNA base pairs indicate the

presence of closed shell kind of interaction between the two bases governing the

pairing [244]. The SE (calculated at MP2=6-31G�(0:25)) for various base pairs

has been taken from the earlier work of Sponer et al. [118]. Figure 10 shows the

variation of total electron density at the BCP vs. the stabilization energy of

various base pairs of DNA. The linear relationship obtained is given below:

SE ¼ 315:555
X

r(rc) at HBCPþ 2:676(14)
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GCWC

TAWC

Figure 9. Molecular topographies of DNA base pairs GCWC and TAWC obtained from theoret-

ical electron density. (Reproduced with permission from Ref. 244 � American Chemical Society,

2004.)
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Figure 10. Relationship between stabilization energy and total r(rc) of the DNA base pairs.

(Reproduced with permission from Ref. 244 � American Chemical Society, 2004.)
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The correlation coefficient of 0.859 for this indicates the existence of reason-

able linear relationship between r(rc) and stabilization energy. The effectiveness

of r(rc) to explain H-bonding interaction between DNA bases is evident from

the linear relation. Generally, these relationships have been developed for series

of homologous model systems, which have good linear relationship between

stabilization energy and electron density at the HBCP. Although, DNA base

pairs do not constitute such a homologous system, r(rc) exhibits reasonably

good linear relation with the stabilization energy.

It can be seen from Fig. 10 that the H-bonded base pairs having their SE in

the range of 5–15 kcal/mol show clustering in the density region between 0.030

and 0:055e=a3
0 and exhibit good linear relationship with their stabilization

energy. Similar to electron density variation, the totalr2r(rc) at HBCP exhibits

meaningful relationship depicting the more depletion of electron density at the

hydrogen-bonded region of the base pairs with numerically more stabilization

energy. The linear fit is

SE ¼ 383:116
X
r2r(rc) at HBCPþ 1:182(15)

The correlation coefficient is 0.827. Further calculations have also high-

lighted the importance of Poplier’s criteria, concerning integrated atomic prop-

erties like charge, energy, volume, and first moment of the H-bonded hydrogen

atoms in the DNA bases and in the H-bonded base pairs. The change (D) of the

corresponding properties arising upon pairing has also made. The electron

density topography analysis has also confirmed the presence of secondary

interactions in various DNA base pairs that would influence the stability of

base pairs. It is possible to obtain BCP in the secondary interaction regions in

the case of GG3, GA1, TAH, TARH, TAWC, TARWC, TC2, and TC1 for

which HF/6-31G** level calculations [118] have also supported the presence of

secondary interaction. It is interesting to note that the presence of a third weak

interaction stabilizes different AT pairs [244].

3.5 Hydrogen Bonding Interaction in Polypeptides

Ramachandran’s stereochemical plot (f---c diagram) of dipeptides has been

widely used to predict the secondary structures of proteins [306–309]. It is well

known that the calculations on the polypeptides are limited by the number of

atoms and hence high level ab initio and DFT calculations have been possible

recently only. Several theoretical calculations with different levels of accuracy

have been made on the polypeptides to study the f---c plot distribution,

H-bonding interactions, and stability [1–4, 308–322]. In the stability of polypep-

tides and proteins, H-bond plays an important role in the formation of the

secondary structures such as the a-helix, b-sheet, etc., and higher-order struc-

tures [1–4]. Quantum chemical calculations on some of the secondary structures

in peptides and proteins (b-sheets, b-turns, and g-turns) at the HF and MP2

levels have been performed with special emphasis to the H-bonded structures
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[310]. Most of the electronic structure calculations have concentrated on (1) the

structure, (2) long-range interaction, (3) peptide–water interaction, and (4) elec-

tronic properties. These studies have also affirmed the central role played by the

H-bonding interactions in protein. The possibility of theAIM theory to analyze a

polypeptide or a particular portion of a peptide has been described [6, 323, 324].

The existence of H-bond in the peptides has been confirmed by the presence of

corresponding bond path in the electron density. Properties associated with the

path have also been characterized in terms of r(rc) at HBCPs and ring CPs.

The H-bonding interactions in a-helical and b-sheet model peptides have

been studied using the AIM approach [325]. The wave function generated from

the ab initio and DFT calculations has been used to generate electron density

topography of polyalanine in a-helix conformation and polyglycine in b-sheet

conformation at various lengths of amino acid units. The representative topo-

graphical features are shown in Fig. 11. It can be observed that the existence of

HBCPs and corresponding bond paths confirms the H-bonding found between

the i and i þ 4 residues of a-helical polyalanine. The value of electron density

and the Laplacian of electron density at these points are typically of the order

of 10�2 and 10�3 a.u., respectively [6]. For parallel and antiparallel b-sheets,

electron density topography features are shown in Fig. 11. It is possible to note

from the molecular graph that intermolecular H-bonding between the two

chains is evident and the values of electron density parameters are also in the

range stipulated by Bader’s theory [6].

α-Helix α-Helix envelop grid

Parallel β-sheet Antiparallel β-sheet

Figure 11 (see color section). Molecular topographies of secondary structures of protein obtained

from theoretical electron density. (Results from Ref. 325.)
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However, in addition to the H-bonding interaction other secondary inter-

actions which lead to further stability are also evident. RCPs indicate the

existence of closed rings in the formation of b-sheets. The values of electron

density at the HBCPs and associated topographical features clearly discriminate

the nature of primary and secondary interactions found in the basic building

blocks of proteins. The cooperativity and long-range effects of H-bonding

interactions in the secondary structural elements of protein can be explained

by electron density topography analysis [325].

3.6 Relationship Between Strength of H-Bonding and Electron Density

It is well established that topological parameters are quite useful in delineating

H-bonding interactions [6]. There are several interesting reports in the literature

that r(rc) at HBCPs and H-bond distance exhibits a linear relationship [198–

201, 203]. It has been illustrated through various examples presented in the

previous sections that r(rc) and r2r(rc) display linear relationship with the

H-bond strength [244–246]. The additivity of r(rc) at the HBCP has also been

established by taking multiple H-bonded systems [244]. With a view to devel-

oping a more general model to describe the linear relationship between electron

density at the HBCPs and the strength of H-bond, 94 different representative

model H-bonded complexes of water clusters [243] (Table 3), phenol–water

clusters [245] (Tables 4 and 5), ionic water clusters [297, 305] (Tables 6–9),

DNA base pairs [244], and various H-bonded complexes [327] (Table 10) have

been chosen. The plot presented in Fig. 12 clearly reveals the linear relationship

between SEs and r(rc) for the diverse set of H-bonded systems irrespective of

results obtained from various levels of calculations. The correlation coefficient

close to unity suggests that it is possible to derive the strength of H-bond from

electron density values at HBCPs. This observation is of great value for the

experimentalist carrying out AIM analysis using electron density data obtained

from various diffraction techniques:

SE ¼ 267:97
X

r(rc)(16)

3.7 From van der Waals Interactions to Covalency: AIM Perspective

Numerous attempts have been made to classify the various types of H-bonding

interactions found in the literature [1–4]. Gilli and Gilli have made one such

attempt using Electrostatic–Covalent H-Bond Model (ECHBM) derived from

the systematic analysis of structural and spectroscopic data of a large number

of O–H� � �O–H-bonds [326]. According to this model, weak H-bonds are

electrostatic in nature but become increasingly covalent with increasing

strength. Using the crystal structure data based on H-bonding in small mol-

ecules and biomolecules, there are several attempts to analyze the H-bonding

pattern and strength.
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In a recent illuminating article, Desiraju suggested the term hydrogen bridge

to meaningfully represent the H-bond [14]. Since the H-bonding strength

ranges from van der Waals to covalent limit, hydrogen bridge is a better

description of the interaction without any borders. This new nomenclature

can in principle describe exhaustively the variations found in H-bonding inter-

actions in gas, liquid, and solid states, and the corresponding relative signifi-

cances of covalent, electrostatic, and van der Waals (vdW) contributions.

An attempt has been made in our group to study the concept of interaction

without borders using the properties of r(rc) at HBCPs [327]. A diverse class of

intermolecular complexes having strength in the range from van der Waals

to covalent limit has been chosen to develop a unified picture of the nature

of H-bond. SEs and electron density topographical parameters have been

computed at MP2/aug-cc-pVDZ level. The schematic diagram shown in

Fig. 13 depicts the relationships between SE and r(rc) which explain the

Table 10. Stabilization energy (SE) (MP2/aug-cc-pVDZ) and

electron density (r(rc)) for various H-bonded complexes

H-bonded complexes SE (kcal/mol) r(rc)(e=a
3
0)

H3O
þ � � �H2O 49.7 0.1517

OH� � � �H2O 31.7 0.0883

NH3 � � �NHþ4 28.6 0.0667

NHþ4 � � �H2O 19.8 0.0453

NH3 � � �HF 12.4 0.0482

NH3 � � �HCl 9.33 0.0497

HCN� � �HF 6.88 0.0266

C6H5OH � � �H2O 6.28 0.0262

CH3OH � � �CH3OH 5.22 0.0264

CH3OH � � �H2O 5.16 0.0198

HCl � � �H2O 5.09 0.0258

NH2COH � � �H2O 4.85 0.0193

CHOH � � �H2O 4.81 0.0234

HCN � � �HCl 4.68 0.0211

PH3 � � �HF 4.48 0.0196

H2O � � �H2O 4.46 0.022

C2H4 � � �HF 4.16 0.0183

PH3 � � �HCl 3.08 0.0163

PH3 � � �H2O 2.17 0.0119

H2S � � �H2S 1.55 0.0102

SH2 � � �HF 1.54 0.0093

H2S � � �PH3 1.37 0.0091

HCl� � �HCl 1.22 0.0068

SeH2 � � �HF 0.91 0.0093

CH4 � � �NH3 0.54 0.0073

CH4 � � �HF 0.25 0.0047

CH4 � � � SH2 0.23 0.0045

CH4 � � �Ar 0.11 0.0038

Results from Ref. 327
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Figure 12. Relationship between stabilization energy and r(rc) for 94 different sets of H-bonded

complexes.
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smooth transition in the H-bond strength from van der Waals to covalent limit.

It is worth mentioning that r(rc) at the HBCPs describes the borderless nature

of H-bonding interaction found in various molecular complexes. It is clearly

evident that r(rc) in various H-bonded interactions follows the order given

below:

r(rc) in covalent limit >r(rc) in strong >r(rc) in medium >r(rc) in weak

It is appropriate to mention here that a generalized picture of H-bonded

interaction has emerged from the electron density properties at HBCPs.

4. CONCLUDING REMARKS

The main objective of this review is to summarize various aspects of H-bonding

interaction starting from its classical definition. From the classical view, H-

bonds are electrostatic and partly covalent. The concept of H-bonds has been

relaxed to include weak interactions with electrostatic character. In the limiting

situation, weak interactions have considerable dispersive–repulsive character

and merge into van der Waals interactions. As a result, we observe a great

variety of H-bonding interactions without borders. It is currently possible

to understand these interactions without borders in the different types of

H-bonding with the help of various experimental and theoretical methods.

It is illustrated in this chapter that the theory of AIM efficiently describes

H-bonding and the concept of the same without border. A unified picture of

H-bonding interaction arises from the analysis of electron density topological

features at the HBCPs. The results presented here have also demonstrated that

the composite nature of the H-bonded interaction can be quantified with the

help of electron density and Laplacian of electron density values at the HBCPs.

With the development of AIM tools to investigate the experimental electron

density from diffraction techniques, it is highly practical for experimentalists

to carry out these studies for intermolecular complexes. As a consequence,

it is possible to forecast a tremendous growth in characterizing H-bonded

interaction using the theory of AIM.

H-bonding has made great impact in various branches of science and hence

numerous reports and articles have appeared in the recent past. Therefore, it is

not possible to include all the research reports and corresponding references

here. All the electronic structure and AIM calculations have been carried out

using the G98W [328] and AIM 2000 [329] packages.
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CHAPTER 2

INTRAMOLECULAR HYDROGEN BONDS.

METHODOLOGIES AND STRATEGIES FOR

THEIR STRENGTH EVALUATION

GIUSEPPE BUEMI

Dipartimento di Scienze Chimiche, Università di Catania, Viale Andrea Doria nr.6 I-95125 Catania,

Italy. E-mail: gbuemi@dipchi.unict.it

Abstract The classification of the various types of hydrogen bonds as well as the strategies and

the theoretical methods for calculating their energies are presented. The main atten-

tion is devoted to the homo- and heteronuclear conventional intramolecular hydro-

gen bonds involving oxygen, nitrogen, sulphur and halogens, for which a survey on

the literature results is depicted. The anharmonicity effect on the O–H stretching

mode frequency and the dependence of the hydrogen bond strength estimates on the

basis set extension are also briefly discussed.

Keywords: Hydrogen bond; calculation methods; calculation strategies; basis set effect; anhar-

monicity.

1 INTRODUCTION

Nowadays to write a chemical formula as H-H by joining together the atomic

symbols with a hyphen between them is an instinctive gesture and the concept

of ‘‘chemical bond’’ is nearly as natural as to breathe. But behind this state of

art there is the hard work of numerous researchers who laid the foundations for

the modern chemistry. It is therefore right, before undertaking a discussion on

hydrogen bonding, to remember, among others, Jöns Jacob Berzelius, who

introduced the symbols of the chemical elements [1] together with Archibald

Scott Couper [2] and August Kekulè von Stradonitz [3], who, independently

from each other but in parallel, recognized that carbon atoms can link directly

to one another to form carbon chains, and indicated the whole of strengths

constituting the glue between the two atoms by means of straight lines linking

the symbols of the elements. It is well known that chemical bonds can be ionic

or covalent, single, double or triple, and each of them is characterized by a
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bond length, whose entity ranges from about 1.2 to about 1.55 Å. The hydro-

gen bond is conceptually different because at least three atoms are involved but

it is extremely important for understanding many chemical properties. Usually,

three dots are used for indicating the hydrogen bridges and Huggins in 1937

was among the earliest to use this notation [4, 5].

1.1 Description and Classification of Hydrogen Bonds

More than 80 years have lapsed from the far 1920, when the concept of

‘‘hydrogen bond’’ was born [6–9]. During this long period innumerable papers

and books have been written on this subject, since the hydrogen bond is of

capital importance in all fields of chemistry and biochemistry owing that it

governs conformational equilibria, chemical reactions, supramolecular struc-

tures, life processes, molecular assemblies and so on [10–21]. But, as Huggins

wrote, ‘it is also of great importance in physics, crystallography, mineralogy,

geology, meteorology, and various other -ologies’ [22].

The hydrogen bond is weaker than a common chemical bond, and can be

encountered in solid, liquid and gas phases. It is commonly represented as X–

H� � �Y, where X and Y are atoms having electronegativity higher than that of

hydrogen (e.g., O, N, F, Cl, S). The X–H group is termed ‘‘electron acceptor’’

or ‘‘hydrogen bond donor’’, whilst Y is the ‘‘electron donor’’ or ‘‘hydrogen

bond acceptor’’. The electronegative X atom attracts electrons from the elec-

tron cloud of the hydrogen atom which remains partially positively charged

and, in turn, attracts a lone pair of electron of the Y atom. So it is generally said

that the hydrogen bond is due to attractive forces between partial electric

charges having opposite polarity. Indeed, it is true that weak hydrogen bonds

are mainly electrostatic in nature, but this is no longer true for strong hydrogen

bonds, where delocalization effects and dispersion forces play a very important

role.

The hydrogen bond donor and the hydrogen bond acceptor can belong to the

same molecule or to two different molecules: the former case is known as

‘‘intramolecular hydrogen bond’’ (Fig. 1), the latter as ‘‘intermolecular hydro-

gen bond’’ (Fig. 2). Obviously, the intramolecular hydrogen bond is necessarily

a bent bond whereas the intermolecular one is generally linear or nearly linear.

A typical effect due to the intermolecular hydrogen bonds is the increase of

the alcohol boiling points with respect to those of other compounds having

analogous molecular weight. The higher strength of the intermolecular hydro-

gen bond involving the OH group with respect to those involving the SH one is

responsible for the higher boiling point of water with respect to that of hydro-

gen sulphide. The decrease in density of water upon freezing is also a hydrogen

bond consequence since the crystalline lattice of ice is a regular array of

H-bonded water molecules spaced farther apart than in liquid phase. To be

not forgotten also the capital role that weak hydrogen bonds play in the

medicine field, being responsible of the association between proteins and a
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great variety of molecules having anaesthetic power, as halothane, ethrane,

isoflurane, fluorane, etc [23–25]. Also the human hair shape (curly hair, wavy

hair, straight hair, etc.) depends on the hydrogen bonds involving the SH

groups of cysteine (HO�CO�CH(NH2)�CH2�SH) which is a component of

alpha-keratin.
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More than one hydrogen bond can be formed at once. For example, the

adduct between 4,6-dimethyl-pyrimidin-2-one and urea derives its stability

from two, intermolecular, non-equivalent N–H� � �O(¼C) bridges [26, 27], and

the physical properties of usnic acid are strongly affected by its three intramo-

lecular hydrogen bridges located in three different molecular areas and having

different strengths [28, 29].

Malonaldehyde (propanedial or b-hydroxypropenal or b-hydroxy-acrolein)

is the smallest molecule exhibiting a strong intramolecular hydrogen bond,

which allows to close a hexatomic ring (chelate ring). Here the hydrogen-

bonded atoms are connected through a conjugated framework which allows a

charge flow from hydrogen to the oxygen atom, so enhancing the hydrogen

bridge strength. Such bridges are known also as resonance-assisted hydrogen

bonds (RAHB) [30, 31] and will be discussed later in the following.

Beyond these ‘‘classical’’ or ‘‘conventional’’ hydrogen bonds, ‘‘unconven-

tional’’ or ‘‘non-conventional’’ interactions are also possible [32] (some ex-

amples are shown in Fig. 3).

The hydrogen bond between the C–H group with oxygen was first proposed

by Sutor in the early 1960s [33, 34] and looked in disbelief by the scientific

community, even if indications that the C–H group could be involved in

hydrogen bond go back to the far 1930s [35, 36]. Researches over the years

have evidenced the existence of numerous new types of interactions. In 1995 the

concept of ‘‘dihydrogen bond’’ was introduced [37] in order to explain certain
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interactions where a H atom, positively charged, is directly donated to another

H atom, negatively charged (X–H� � �H–Y), which occur in systems containing

boron or transition metals [38–43]. A typical, widely studied, case is the

BH3NH3 dimer complex, which contains two dihydrogen bonds differing in

strength (bent B–H� � �H and linear N–H� � �H arrangements) [44–47]. In 1998,

Hobza and Špirko [48] suggested the existence of a new type of interaction

identified in benzene dimers and other benzene complexes. It was termed ‘‘anti-

hydrogen bond’’ and, later, ‘‘blue shifting hydrogen bond’’, because, in contrast

with classical hydrogen bridges, it is characterized by a C�H bond shortening

and a blue shifting of the C–H stretching frequency, as confirmed experimen-

tally too. [49, 50] In absence of experimental data, it is a hard task to distinguish

between blue shift and red shift because it has been noted that contrasting

results can be obtained from B3LYP and MP2 calculations [51].

The labels ‘‘non-conventional’’ and/or ‘‘improper’’ derive just from the

nature of the hydrogen bond donor and hydrogen bond acceptor groups,

which are different from those involved in the classical hydrogen bridges.

Some examples are given in Fig. 3. On this ground, several classes of non-

conventional hydrogen bridges can be distinguished: those in which a non-

conventional donor is involved (e.g., the C–H group) [52–54]; those having a

non-conventional acceptor, as a C atom or a p-system [55–57]; those in which

both the donor and acceptor are non-conventional groups [58–60]; the dihy-

drogen bonds, formed between a protic X–H group and a hydridic H–Y group,

in which the interaction occurs between two H atoms, one of which accepts

electrons and the other provides them: Xd��Hdþ � � �Hd�� Ydþ [61–64]. To

these ones the ‘‘inverse’’ hydrogen bonds can be added, formed by X–H groups

with reverse polarity (Xdþ�Hd�), where a H atom will provide electrons and

another non-hydrogen atom will accept them (e.g., Li–H� � �Li–H, H–Be–

H� � �Li–H) [32, 65, 66].

New types of bridges are continually proposed, as, e.g., the p � � �Hþ � � �p
interactions [67] and monoelectron dihydrogen bond, H� � �e� � �H [68–71]. This

latter (for which hydrogen bond energies ranging from 1.758 to 3.122 kcal/mol

have been calculated in the H3C � � �HF complex [71]) has been found in water

cluster complexes with Li and Na, in HF complexes with the methyl radical and

in various HF cluster anions. According to theoretical predictions, the hydro-

gen fluoride trimer anion (FH)2{e} . . . (HF) exhibits also exceptionally large

static first hyperpolarizability, [72] analogously to what occurs in the water

trimer anion [73].

Nowadays the non-conventional hydrogen bridges are the subjects of a

fascinating research field and the related papers in the literature are as many

numerous as those concerning the classical ones, thus the references here cited

are only an extremely small part of the literature and the most recent published

papers are preferably reported. However, we must beware of vision of improper

hydrogen bonds everywhere a H atom is a little closer to another atom and, in

this regard, careful verifications must be done to avoid to get the wrong end of
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the stick. A good suggestion to unravel oneself in the modern hydrogen bond

jungle is to follow the rules proposed by Bader on the ground of the atoms in

molecules (AIM) theory (Refs. 74–79 and therein), which is an extension of

quantum mechanics properly defining an atom as an open system [76].

1.2 The AIM Rules for Hydrogen Bonds Recognition

The theory of AIM offers a self-consistent way to partition any system in its

atomic fragments and to extract chemical informations, hidden in the wave

function C, from the electron density r and its gradient vector rr. Neglecting

mathematical details, for which the inquisitive reader is remanded to the cited

original papers, it suffices to know that a sequence of infinitesimal gradient

vectors traces a ‘‘gradient path’’, whose starting point can be infinity or some

special point in the molecule. Typically they are attracted to a point in space,

called an ‘‘attractor’’. All nuclei are attractors in the gradient vector field of the

density and the collection of gradient paths each nucleus attracts is called an

‘‘atomic basin’’. A point in space where rr vanishes is called ‘‘critical point’’

(CP). Some gradient paths do not start from infinity but from a special point

appearing somewhere in between two nuclei and are termed ‘‘bond critical

point’’ (BCP). It is characterized by one positive and two negative curvatures

of r. Two gradient paths, each starting at the bond critical point and termin-

ating at a nucleus, are called ‘‘atomic interaction line’’ (AIL). If all forces on all

the nuclei vanish, the atomic interaction line becomes a ‘‘bond path’’ (BP): this

is a line linking two bonded nuclei and allows to define a ‘‘bond’’. A collection

of bond paths is called a ‘‘molecular graph’’, which is a representation of the

bonding interactions. The topological analysis and evaluation properties can be

performed by using the MORPHY [80] and PROAIM [81] programs.

By analysing patterns in the topology and values of r and its Laplacian, r2r,

at the bond critical points, the following rules to ascertain the presence or not of

a hydrogen bond have been deduced [79]:

(a) a BCP proving the existence of a hydrogen bond must be topologically

found;

(b) at the BCP points the charge density (r) should be small and the Laplacian

of the charge density (r2r) should be positive;

(c) the hydrogen (H) and the acceptor (B) atoms must penetrate each other.

(d) The hydrogen atom loses electrons, i.e., its population decreases; the

phenomenon can be related to the descreening of the hydrogen-bonded

protons as observed in the NMR chemical shifts;

(e) the hydrogen atom must be destabilized in the complex, this destabiliza-

tion, DE(H), is the difference in total atomic energy between the hydrogen

in the hydrogen-bonded complex and in the monomer;

(f) the dipolar polarization of H must decrease upon formation of the hydro-

gen bond;

(g) the volume of H should decrease upon complex formation.
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The penetration quantification needs the knowledge of the non-bonding

radii of the H and of the acceptor atom (r0
H and r0

B, which are the distances

from the respective nuclei to a given r contour in eachmonomer) and the bonding

radii (rH and rB, which are the distances between the respective nuclei and the

hydrogen bond BCP). The penetrations of H and B (DrH and DrB) are defined as

DrH ¼ r0
H � rH and DrB ¼ r0

B � rB

The application of the penetration rule is hampered for intramolecular hydrogen

bonds because the reference hydrogen given by the monomer is lacking, how-

ever, if a fragment of the molecule can be isolated (via cutting and capping) and

used as a monomer-like reference, the criteria can be successfully applied.

1.3 Experimental Evidences of Hydrogen Bond Presence

From the experimental point of view, the existence of a hydrogen bridge can be

easily recognized by some peculiar changes in the molecular geometry and in

some chemical–physical properties. In particular:

(a) The X–H bond length becomes longer than the common X–H bonds,

whereas the X� � �Y and H� � �Y distances are shorter than the sum of the

van der Waals radii of the X, Y and H atoms involved in the hydrogen

bridge.

(b) The X–H� � �Y angle is mostly in the range 140–1508 for hexatomic chelate

rings and in the range 115–1308 for the pentatomic ones.

(c) In presence of a conventional hydrogen bridge, the frequencies of the XH

(and C=O) stretching mode vibration are red-shifted with respect to the

corresponding values recorded in a hydrogen bond free compound. The

entity of the shift is strictly related to the strength of the hydrogen bridge.

On the contrary, in presence of a non-conventional hydrogen bond a

shortening of the X–H bond length and a blue shift of its vibration

frequency are observed.

(d) Proton experiencing hydrogen bond undergoes deshielding, which, in turn,

causes a downfield of its chemical shift. For many compounds, it has been

found that deshielding increases linearly with ro���o decreasing whilst the

potential function changes from a double to a single minimum well. Very

useful correlations between the experimental (and/or theoretical) hydrogen

bond distances or hydrogen bond strength and NMR chemical shifts have

been also found [82–90].

2 CALCULATION OF THE MOLECULAR ENERGY:

SEMIEMPIRICAL AND AB INITIO METHODS

For evaluating the hydrogen bond strength it is necessary to calculate the

energy of the molecule under study, which implies also the optimization of

the molecular geometry. Consequently, the first step of the study is the choice
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of the most suitable method for the energy evaluation, which, in turn, is

conditioned by the available computational resources (computer power, hard

disk capacity, RAM dimension, and so on), on the dimension (number of

atoms) of the molecule to be handled and on the required level of calculations.

Even if description of mathematical development of the various approaches is

out of the aim of the present review, we think that a brief background is useful

for understanding the quality of the results.

In quantum chemistry, the calculation of the energy of a molecule implies the

solution of the well-known Schrödinger equation

ĤHC ¼ EC(1)

where ĤH is the Hamiltonian operator and C is the wave function obeying to the

restrictions required by the quantum mechanics postulates. The operator ĤH is

the sum of the kinetic (T) and potential (V) energies; therefore it represents the

total energy of the system. Remembering that the kinetic energy can be written

as a function of the moment and that the quantum mechanical momentum

operator is �i�h(@=@qi), the Hamiltonian for a single-particle three-dimensional

system in cartesian coordinates is

ĤH ¼ T þ V ¼ � h2

8p2m

@2

@x2
þ @2

@y2
þ @2

@z2

� �
þ V (x, y, z)(2)

h being the Plank constant and m the mass of the particle. The differential

operator in parentheses in Eq. 2 is the Laplacian operator r2, so that Eq. 1 can

be simply written as

� h2

8p2m
r2Cþ V (x, y, z)C ¼ EC(3)

For n-particles three-dimensional system, Eq. 3, becomes

�
Xn

i¼1

h2

8p2mi

r2Cþ V (x1, y1, z1, . . . , xn, yn, zn)C ¼ EC(4)

The above equation is the time-independent Schrödinger equation for the consid-

ered system,which, therefore, is implicitly a conservative system.Theabove equa-

tion cannot be analytically solved and only approximate solutions are possible.

Following the Hartree–Fock method and the iterative SCF (self-consistent

field) approach, very good C can be obtained. This C is the product of

monoelectronic functions (which take into account also the spin coordinate

and are named spin-orbitals) each describing the electron motion under the

effect of a coulombian field generated by the nuclei and by the other n� 1

electrons. The variation theorem ensures that the energy associate with the

approximated ground state wave function is always greater than, or at the most

equal to, the exact energy value. Ab initio methods are based on the procedure

in summary described, which implies the calculation of innumerable integrals
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and made impossible its application even to systems having modest number of

atoms without computer’s help.

To bypass this problem in the past years, when computers were not available

or their performances were inadequate, numerous and very approximate

methods were developed for studying the various molecular properties.

Such methods were improved over the years keeping pace with the development

of the computer engineering science progress and today a simple personal

computer is also able to perform high level ab initio calculations. The calcula-

tion methods can be therefore grouped into two main classes termed ‘‘semi-

empirical’’ (for some reviews on the earlier methods, see [91, 92]) and

‘‘ab initio’’. The well-known Huckel [93–95], Extended Huckel [96], CNDO

[97], INDO [98], NDDO [97], NNDO [99], PCILO [100, 101], MM4 and its

previous versions (Refs. 102, 103 and therein cited), ECEPP [104], MINDO

[105], MNDO and MNDOC (Modified Neglect of Diatomic Overlap) [106–

108], AM1 (Austin Model One) [109], PM3 and PM5 (MNDO Parameteriza-

tion 3 or 5) [110–112] belong to the former class (for a review describing the

parallel progress of theoretical methods and computers development, see Ref.

113). The label, ‘‘semiempirical’’ means that these methods use some param-

eters derived from experimental data to simplify calculations. They are very

quick and require only small disk space, but not all the molecular properties

can be predicted in a satisfactory way. For example, CNDO (Complete Neglect

of Differential Overlap) computes very good charge densities and dipole mo-

ments, whereas INDO (Intermediate Neglect of Differential Overlap) was

mainly used in its spectroscopic version (INDO/S) for predicting the electronic

transition energies. MINDO and MNDO, in their standard versions, give

acceptable thermochemical predictions but are not able to predict rotation

barriers. AM1 and PM3 are improvements of MNDO; they are also able to

describe hydrogen-bonded systems but the resulting hydrogen bond energies

(EHBs) are generally underestimated. Modified MNDO versions, explicitly

devoted to improve hydrogen bond predictions, were also published

(MNDO/H) [114, 115] but with scarce or contrasting success [116–120]. On

the other hand, semiempirical approaches are very useful when one must

handle very big molecules, as protein systems (the most recent AM1, PM3

and PM5 versions [121] are able to handle more than 90,000 of atoms).

The ab initio methods use no experimental parameters in their computations

but are much more onerous than the semiempirical ones, both for time con-

suming and for hard disk capacity requirements. The onerousness increases on

increasing the molecular dimensions and the level of sophistication, i.e., the

extension of the basis set adopted for calculations. Among the most used

ab initio computation packages, we remember here the GAUSSIAN 03 [122],

GAMESS [123] and SPARTAN [124].

The basis set is needed for a mathematical description of the orbitals within a

system and a good basis set is necessary to obtain a good energy quality. The

orbitals are built up through linear combination of gaussian functions, which are
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referred as ‘‘primitives’’ and their numbers appear in the basis set name. So, the

minimal STO-3G basis set approximates Slater orbitals (STO ¼ Slater Type

Orbitals) by employing three gaussian primitives for each basis function. A split

valence basis set increases the number of basis functions per atom, so that a

change of the orbital size (but not its shape) is possible. The so-called polarized

basis sets add d functions to C and f functions to transition metals: they are

indicated with an asterisk (e.g., 6–31G* or also as 6–31G(d)). The presence of a

second asterisk indicates that p functions are added to the H atom (e.g., 6-31G**

or also as 6-31G(d,p)). To allow orbital expansion for occupying a large region

of space, diffuse function can be added to the basis set. They are important for

improving the description of electrons which are far from the nucleus and their

presence is indicated with a ‘‘þ’’. A double plus means that diffuse functions are

also added to H (e.g., 6-31þG(d) or 6-31þþ(G(d)). Since the Hartree–Fock SCF

wave function takes into account the interaction between electrons in an average

way whilst the motion of electrons is correlated with each other, the resulting

energy is in error. It must be corrected by adding a term named ‘‘correlation

energy’’, which can be calculated by various approaches.

Nowadays basis sets less extended than the 6-31G one are no longer used for

medium size systems, but in the basis set choice the memory resources of the

available computers are essential. In particular, the calculation of correlation

energy at MP2 level (second order Møller–Plesset perturbation theory [125])

requires time and noticeable hard disk capacity, but, alternatively, very good

results can be obtained with modest computer performances by using func-

tionals (many people use the B3LYP [126–128] one) following the Density

Functional Theory (DFT). Very recently, the X3LYP functional has been

developed [129, 130], which is an extended hybrid functional combined with

the Lee–Yang–Parr correlation functional.

Even if basis set descriptions are easily available on all the user manuals

accompanying ab initio computation package, we will give here some short

news on the most used bases:

(a) the 6-31G**, which includes polarization functions, and 6-311þþG(d,p)

(Ref. 131 and therein), which include polarization and diffuse functions;

(b) the cc-pVDZ (double zeta) and the cc-pVTZ (triple zeta) Dunning’s cor-

related consistent basis set [132–134], which can be augmented with diffuse

function inclusion (aug-cc-pVDZ, aug-cc-pVTZ); quadruple, quintuple and

sextuple zeta are available too, but are too onerous and, in our opinion, not

advisable for very limited energy improvement.

High-level calculations can be performed by means of the G2 (Ref. 135 and

therein), G2(MP2) (Ref. 136 and therein), G3 [137–139], G3MP2 and G3MP3

[140, 141] G3B3 and G3MP2B3 [142] methods of Pople and coworkers, as well

as the complete basis set CBS-APNO [143], CBS-Q (Ref. 144 and therein) and

CBS-QB3 of Montgomery, Peterson et al [145]. All of them compute the energy

of a molecular system through multi-steps internal predefined calculations in

order to improve the energy accuracy and to reduce, as far as possible, the
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mean absolute deviation from a set of more of a hundred of experimental

energies (dissociation energies, ionization potentials, etc.). The G2 energy,

based on the MP2(FULL)/6-31G* geometry (all electrons are considered,

MP2¼FULL), is given by

E ¼ E[MP4=6-311G(d,p)]þ DE(þ )þ DE(2df)þ Dþ DE(QCI)

þHLCþ ZPE

where

(a) DE(þ), DE (2df) and D are corrections arising from the use of limited basis

sets;

(b) DE(QCI) is the correlation energy contribution calculated at the fourth

order Møller–Plesset perturbation theory [125] and quadratic configuration

interaction (QCI [146, 147]) including single and double substitutions

(QCISD)

DE(QCI) ¼ E[QCISD(T)=6-311G(d,p)]� E[MP4=6-311G(d,p)]

(c) HLC (high level correction) ¼ �Ana � Bnb (A¼ 4.81 mh, B ¼ 0.19 mh), na

and nb being the number of alpha and beta valence electrons, respectively;

(d) ZPE is the zero point correction energy calculated by scaling by 0.8930 the

vibration frequencies resulting from 6-31G(d) basis set.

The G2(MP2) [136] is a modification of G2 approach [135] which entails

significant savings in computing expenses and memory resources maintaining

high level results. It reduces the calculation of DE(þ), DE(2df) and D to a single

step and uses MP2 instead of MP4, so that the G2(MP2) energy is

E ¼ E[QCISD(T)=6-311G(d,p)]þ ZPEþHLCþ DMP2

being

DMP2 ¼ E[MP2=6-311þG(3df,2p)] � E[MP2=6-311G(d,p)]

The CBS-Q method is based on the same philosophy of G2 and requires the

following calculations [144]:

(a) UHF/6-31Gþ geometry optimization and frequencies;

(b) MP2(FC)/ 6-31Gþ optimized geometry;

(c) UMP2/6-311þG(3d2f,2df,2p) energy and CBS extrapolation;

(d) MP4(SDQ)/6-31þG(d(f)p) energy;

(e) QCISD(T)/6-31þ Gþ energy.

The 6-31Gþ basis is a modification of the 6-31G* one obtained through

combination of the 6-31G sp functions with the 6-31G** polarization expo-

nents. The CBS-Q total energy is given by

E(CBSQ) ¼ E(UMP2) þ DE(CBS) þ DE(MP4)þ DE(QCI)

þ DE(ZPE)þ DE(emp)þ DE(spin)

where DE(CBS) is obtained from the CBS extrapolation (Ref. 148 and therein)
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DE(MP4) ¼ E[MP4(SDQ)=6-31þG(d(f)p)] � E[MP2=6-31

þG(d(f)p)]

and

DE(QCI) ¼ E[QCISD(T)=6-31þGþ]

DE(emp) and DE(spin) are an empirical correction and the spin contamination

correction terms, respectively, whose detailed calculation is given in Ref. 145.

TheCBS-QB3 is amodificationof theCBS-Qmethod, inwhich steps (b) and (c)

are replaced with a B3LYP/6-31Gþ geometry optimization, following the DFT.

G3 is an evolution of G2 theory, in which the following main changes were

made:

(a) the 6-311G(d) basis set used as starting point for the MP4 and QCISD(T)

single point calculations is substituted with the 6-31G(d) basis;

(b) the 6-311þG(3df,2p) basis used in G2 at MP2 level was modified to

include more polarization functions for the second row (3d2f), less on

the first row (2df), and other changes to improve uniformity. This basis is

termed G3 large (for more details see Ref. 137).

A variance of G3 is the G3S method [149], which replaces the additive HLC

of G3 theory by a multiplicative scaling of the correlation and Hartree–Fock

parts of the G3 energy. The best results of these methods give errors within

1 kcal/mol with respect to the experimental reference data. A comparison of

their performances is given in Refs. 150, 151.

3 DEFINITION AND EVALUATION OF THE HYDROGEN

BOND STRENGTH

3.1 Intermolecular Hydrogen Bonds

The hydrogen bond energy, EHB, is not physically observable and therefore it is

not directly measurable. It is possible, however, to obtain theoretical estimates

provided that a zero point in the energy scale is defined. In the case of

intermolecular hydrogen bond, EHB is the difference between the energy of the

adduct and the sum of the energies of the separate component molecules.

Unfortunately, the adduct contains more orbitals than each monomer and

this produces an artificial lowering of its energy with respect to those of the

isolated molecules. This occurrence is known as Basis Set Superposition Error

(BSSE), whose entity depends on the extension of the basis set adopted for

calculations and could not be negligible if the basis set extension is modest.

Various techniques have been suggested to minimize this error, but date the

most used approach is the a posteriori counterpoise correction scheme (CP)

suggested by Boys and Bernardi [152].

Another method for BSSE elimination is the Chemical Hamiltonian

Approach (CHA) formulated in 1983 by Mayer, whose basis idea is the

a priori exclusion of BSSE (Ref. 153 and therein cited) and in which every
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atom is treated as an independent subunit. In other words, the method allows

to identify and to omit those terms of the Hamiltonian, which cause the BSSE

effect. Since the method was found not appropriate for describing strong

interactions, it was successively improved [154, 155]. Despite the different

approaches, the a priori BSSE-free CHA method usually gives results similar

to those obtainable by the a posteriori CP BSSE correction scheme.

3.2 Intramolecular Hydrogen Bonds

The strength of an intramolecular hydrogen bond is generally defined as the

stability difference between the chelate and open conformations, this latter

being assumed as hydrogen bond free. Here BSSE is absent, even if according

to Jensen, a ‘‘basis set effect’’, which can be considered as an intramolecular

BSSE ‘‘is always present when comparing energies of two different systems. As

the functions follow the nuclei, the basis set is different for each geometrical

configuration. This effect is small and is almost always ignored’’ [156].

A recent paper suggests the use of Extremely Localized Molecular Orbitals

(ELMO) to prevent BSSE instead of correcting the energies [157]. We do not

believe that the basis set effect is important in the intramolecular EHB estimate,

especially if extended basis sets are used.

Two types of reference open conformations are possible, depending on if the

OH (open A) or the C=O (open B) groups are rotated by 1808. It is implicit in

this definition that the open conformation is assumed as the origin (zero point)

of the EHB scale and the resulting energies will be different, depending on if the

former or the latter reference conformation is adopted. Some considerations

are, however, to be made for well understanding the meaning and the reliability

of the numbers that will go to handle.
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(a) The difference between the energies of the chelate and open conformations

includes terms that are bound to different geometrical parameters in the

two cases (e.g., in malonaldehyde, at B3LYP/6-311þþG(d,p) level, the

COH and CCC angles are about 1038 and 1308 in the chelate and about

1098 and 1258 in the open forms, respectively).

(b) The intramolecular hydrogen-bonded molecules are generally planar

because the hydrogen bond damps the strain present in the chelate ring.

In their open form this strain is no longer balanced and in some cases the
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molecule tends to deviate from planarity (generally remarkable torsion

occurs around the C–C bond) as observed in malonamide, nitromalona-

mide and in 3-t-butyl- and 3-phenyl-acetylacetone [158–160].

(c) The open A conformation is by far the most commonly used zero point

reference in the EHB evaluation. It is preferred because it preserves the cis

configuration of the two C=C bonds present in the chelate structure. In any

case it must be remembered that the ‘‘open A’’ form identifies a zero point

and the ‘‘open B’’ one another, different, ‘‘zero point’’ in the EHB scale.

Comparison between EHB values referring to different (non-homogeneous)

scales is meaningless.

The entity of an intramolecular hydrogen bond is affected not only by the

electronegativity of the heteroatoms involved in the bridge but also by the size

of the chelate ring. So, EHB of a hydrogen bridge closing a six-membered ring is

higher than that of a pentatomic ring (e.g., in the ortho-halophenols), where the

possible conjugation contribution is weaker and the X–H� � �Y angle narrower

(in the range of 1208 or less).

3.3 The Zero Point Vibration Energy Correction

All calculation methods furnish energies referring to a single molecule in its

ground state, in vacuum and 08K, neglecting the vibrations occurring in the

molecular system. According to quantum mechanic theory, the vibration en-

ergy of an oscillator does not vanish in the ground state but it assumes the

0:5 hn value, termed ‘‘zero point vibrational energy’’ (ZPVE). The calculated

electronic energy of a molecule having n vibrational degrees of freedom must

therefore be corrected by summing the quantity

EZPVE ¼
1

2

Xn

i¼1

hni

which can be obtained by performing a post-Hartree–Fock frequencies calcu-

lation after the geometry optimization process. A thermochemical analysis, at 1

atmosphere of pressure and 298.158K (using the principal isotope for each

element type), is also carried out in all frequency calculations, but it is possible

to change these options by specifying suitable different temperature, pressure

and isotopes. It is fundamental, however, that the frequencies are calculated

with the same basis set and the same correlation energy procedure adopted for

the geometry optimization. So, for example, it is meaningless to add the ZPVE

calculated at Hartree–Fock level (HF) to the energy evaluated at MP2 or

B3LYP level (and yet similar corrections have been made for acetylacetone

[161, 162]).

In our opinion, ZPVE correction is also discommended when a transition

state (which often is a first-order saddle point) is handled because the contri-

bution due to the degree of freedom corresponding to the negative frequency is

ignored. Now, if the negative frequency is small the error could be small, vice
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versa the error is not negligible if the frequency is high. The question is delicate

in the case of low barrier hydrogen bonds (LBHB), i.e., in the case of com-

pounds showing hydrogen bridges with very short O� � �O (or X� � �Y in general)

distances, where the DE between the most stable CS conformation and the

symmetric C2V one is very small. For example, in nitromalonamide the sym-

metric conformation is 5.4 (B3LYP/6-311þþG(d,p)) or 4.9 kJ/mol (B3LYP/6-

31G**), more stable than the asymmetric one after ZPVE correction, but

negative frequencies of �646.8 and �511:5 cm�1 (corresponding to a ZPE of

3.87 and 3.06 kJ/mol) are predicted by the two basis sets, respectively [163].

At B3LYP/cc-pVDZ level of theory, the CS conformation is 0.31 kJ/mol more

stable than the C2V one, which, on the contrary, becomes 4.9 kJ/mol

more stable than the former after ZPVE correction [164]. In such situation,

the discussion on the most stable conformation is a non-sense. Indeed, since

EHB is the DE between the open and chelate conformations, the cumulative

ZPVE correction effect on the hydrogen bond strength is small and limited to

few kJ/mol units, whereas it is important for the determination of the barrier to

the proton transfer process. This barrier in nitromalonamide, without consid-

ering ZPVE correction, amounts to only 1.39 kJ/mol [159] at B3LYP/6-311þþ
G(d,p) level, both in gas and in aqueous solution.

3.4 Semiempirical Relationships

As it previously pointed out, the (‘‘non-observable’’) hydrogen bond strength is

strictly connected to other observables, as Dd, O–H torsional and vibrational

frequencies and O� � �O distances. Very good correlations of the chemical shifts

of 1H, as well as of 17O and 13C of the carbonyl groups, have been found both

for primary and secondary 1,2-disubstituted enaminones [86] and for cyclic and

acyclic N-aryl enaminones [165]. Excellent linear correlations were found

between chemical shift tensors and bond distances in solid, too [83]. After

fitting 59 full O–H� � �O hydrogen bond lengths measured in small molecules

by high resolution X-ray crystallography, the following empirical equation for

obtaining O� � �O distances (error within �0.05 Å) from chemical shifts was

given (Refs. 166, 167 and therein) (rO���O in Å, d in ppm).

rO���O ¼ 5:04� 1:16 ln dþ 0:0447d

In order to correlate the spectroscopic observables to the EHB, several semi-

empirical relationships have been suggested in the past years.

Analysis of NMR spectra of some ortho-substituted phenol derivatives

allowed to draw the following relationship between Dd and EHB:

Dd ¼ �0:4� 0:2þ EHB

(Dd is relative to phenol in part per million, EHB in kcal/mol) proposed in 1975

[168]. According to the theory of Altman et al. [169, 170], the difference of
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chemical shift of the hydrogen-bonded protons and deuterons in the 1H- and
2H-NMR spectrum, D[d(1H)� d(2H)], is bound to the category of hydrogen

bond. The hydrogen bridge will be weak if D[d(1H)� d(2H)] is near zero, whilst

negative and positive values correspond to strong and very strong hydrogen

bonds, respectively. Some literature data (Tetrametylsilane reference) [171],

mainly concerning b-diketone derivatives, are collected in Table 1.

A good linear correlation exists between the OH stretching mode frequency

and the O� � �O distance for the weak hydrogen bonds (rO���O range 2.9–3.4 Å),

which deviates from linearity for strong and very strong hydrogen bonds [172].

Several equations for fitting the curves obtained by plotting a graph of nOH

versus rO���O (showing exponential shape) and, in turn, the energy correspond-

ing to each frequency were also developed. Among these we remember the

Lippincott–Schroeder [173, 174], the Reid [175] and the Bellamy–Owen [176]

potential energy functions.

The Lippincott–Schroeder relationship, at first deduced for the linear O–

H� � �O bridge, describes the hydrogen bond in terms of a covalent resonance

system involving the X�H---Yþ and X–H:Y structures. Later it was extended to

other homo- (S–H� � �S, N–H� � �N) and heteronuclear (O–H� � �S, S–H� � �O, N–

H� � �O, O–H� � �N) bridges [174]. Briefly, the EHBs are calculated as a function of

the X� � �Y distance and the X–H� � �Y angle as

EHB ¼ f [d(X � � �Y), a(X---H � � �Y), pi]

where pi is a set of empirical parameters characteristic of the hydrogen bond

type. It has been successfully used by Gilli et al. [177–179]. who produced also a

computational package available on request [180]. However, it has been also

pointed out that the Lippincott–Schroeder potential is able to reproduce the

shape of the protonic potential in O–H� � �N systems in gas phase only if some of

its parameters are calibrated to fit high level ab initio data [181].

Table 1. Isotope effect on the chemical shifts of some hydrogen-bonded protons (data extracted

from Ref. 171)

Compound d(1H) (ppm) D[d(1H)� d(2H)] (ppm)

Malonaldehyde 13.99 þ0.42

Acetylacetone (pentane-2,4-dione) 15.58 (Neat) þ0.50

2,4-Phenyl-acetylacetone 17.61 (C6H6) þ0.72

15.52 (CCl4) þ0.45

3-Methyl-acetylacetone 15.02 (C6H12) þ0.45

Hexafluoro-acetylacetone 13.1 (Neat) þ0.30

3-Propyl-acetylacetone 16.75 (Neat) þ0.66

3-(4-Methoxyphenyl)-acetylacetone 16.65 (Neat) þ0.31

Salicyl aldehyde 11.0 (CH2Cl2) þ0.06

11.03 (CDCl3) �0.03
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The Reid potential function [175] is derived by the Lippincott–Schroeder

one, with the aim of a better description of the O–H� � �O bonds and takes into

account also the OH and O� � �O stretching motions.

The Bellamy–Owen relationship [176] is based on the calculations of the van

der Waals forces by means of a 6–12 Lennard–Jones potential function, which

can be written as

w(r) ¼ 4«o

d

r

� �12

� d

r

� �6
" #

where «o is the depth of the hole and d is the distance at which the energy

vanishes. The d values were firstly based on the collision diameter of molecules

in gas phase and subsequently modified to fit the experimental plots. The

proposed empirical correlation to the frequency shift of the donor stretching

mode is

Dns ¼ 50
d

r

� �12

� d

r

� �6
" #

and d assumes the values of 3.2, 3.35, 3.4, 3.6, 3.85 and 3.9 for the F–H� � �F,

O–H� � �O, N–H� � �F, N–H� � �O, N–H� � �N, O–H� � �Cl and N–H� � �Cl bridges,

respectively. When applied to 3-(3,4,5-trimethylphenyl)pentane-2,4-dione [182],

a EHB of 110� 10 kJ=mol was estimated.

Although in many cases the deduced energies are sufficiently satisfactory,

such functions must be used with caution. It has been proved that in intramo-

lecular O–H� � �O bridge the low X–H stretching mode frequency may be a

consequence of the molecular symmetry instead of a very large increase of the

EHB, and it has been also inferred that the maximum EHB increment on rO���O
shortening is about 30 kJ/mol [183]. In the C2v structure, which should exhibit

the strongest hydrogen bond, rO���O is in the range 2.3–2.4 Å. If the hydrogen-

bonded atoms are connected through a p-conjugated framework, as in

b-diketones, the charge flow from hydrogen to oxygen increases in consequence

of the enhanced conjugation so contributing to the hydrogen bond strengthen-

ing (RAHB). It is also to be remembered that the very short O� � �O (or X� � �Y,

in general) distance may be governed by peculiar geometrical situations, as

steric effects are caused by repulsive interactions between cumbersome sub-

stituent groups. When the hydrogen bond strengthening is no longer able to

balance the increased strain deriving from rO���O shortening the chelate ring

begins to lose its planarity.

3.5 Strategies for EHB Calculation and Comprehension

EHB is classically defined as the energy difference between the open and chelate

conformations, i.e., it denotes the stabilization experienced by the open conform-

ation when the OH group rotates by 1808 to close a hexatomic or pentatomic
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chelate ring. But, what happens when an open conformation does not exist?

Examples are formazan and carbonylamine, whose most stable conformers are

shown in the scheme, and all molecules in which the donor is the amino group,

whose 1808 rotation gives back the starting chelate form. In addition, in some

cases, it happens that the open form is stabilized byanother hydrogenbondwhich

distorts the strength obtained for theO–H� � �Obridge.An example is hexafluoro-

acetylacetone, in which the hydroxyl interacts with a fluorine atom of the adja-

cent CF3 group giving rise to a weak O–H� � �F bridge [184].
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To bypass these problems it has been tried to use the rotation barriers for

obtaining EHB estimates. In fact, it has been observed during our studies that

the rotation barrier (RB) of a hydrogen-bonded OH group is higher than that

of a free OH, because when the rotation starts it must overcome the EHB.

Thereby it can be written that the rotation barrier is given by

RB ¼ EHB þ actual RB

Consequently, EHB is the difference between the OH barrier calculated in the

chelate conformation and the same barrier calculated in a molecule structurally

close to the examined compound but hydrogen bond free. In most of our

calculations, the reference molecule was attained by substituting the hydrogen

bond acceptor fragment with a H atom. When tested on malonaldehyde and

acetylacetone the approach worked very well [185]. The method was then

applied with discrete success to many other molecules as formazan [186],

carbonylamine [187], hexafluoro-acetylacetone [184], glyoxaloxime [188], 2-

nitroresorcinol, 4,6-dinitroresorcinol and 2-nitrophenol in vacuum and in so-

lution [189], malonamide and nitromalonamide [158] and ortho-halophenols

[190].

Another approach for EHB evaluation exploits the stabilization energy ob-

tainable by considering thermochemistry of appropriate isodesmic reactions for

calculating the isodesmic (from greek: isoB ¼ equal and deBom ¼ bond) reac-

tion’s enthalpy (DHiso) [191–193]. Reagents and products in such reactions
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must have the same number of carbon (in similar valence state) and hydrogen

atoms and equal number of double and single bonds. Adoption of extended

basis set is suggested. By using the following isodesmic reactions and MP2/6-

31G** calculations:

CH2CHOHþCH2CHNO2!HOCHCHNO2þCH2CH2

C6H5NO2þC6H5NO2! o-HOC6H4NO2þC6H6

Varnali and Hargittai found energies of 30 and 12 kJ/mol for the intramolecu-

lar hydrogen bond formation in 2-nitrovinyl alcohol and 2-nitro phenol, re-

spectively [194]. They are far from 57.45 and 50.07 kJ/mol, respectively,

obtained according to the classical procedure at B3LYP/6-31G** level [189].

To be remembered that the isodesmic reaction technique cannot be used for

activation barriers and that different energies will be predicted by different

isodesmic reactions.

4 ENERGETICS OF HYDROGEN BONDS

According to Hibbert and Emsley [171], from the relative positions of the

hydrogenated and deuterated compound in the potential energy well and

from the rO���O shortening with respect to the sum of van der Waals radii,

three kinds of hydrogen bonds can be identified: weak (energy in the range

10–50 kJ/mol), strong (energy in the range 50–100 kJ/mol), very strong (energy

higher than 100 kJ/mol).

Following the analysis of Gilli [31] concerning the nature of the homonuclear

hydrogen bond, the O–H� � �O bridges can be grouped in five classes, labelled as:

(a) (�)CAHB, [�O � � �H � � �O�]� (negative charge-assisted H-bonds);

(b) (þ)CAHB, [=O � � �H � � �O=]þ (positive charge-assisted H-bonds);

(c) RAHB, [–O–H� � �O¼] (resonance-assisted H-bonds);

(d) PAHB, [� � �(R)O–H� � �O–(R)O–H� � �] (polarization-assisted H-bonds);

(e) IHB, [–O–H� � �O<] (isolated H-bonds, non-charged, non-resonant, non-

cooperative H-bonds).

Strong hydrogen bonds (termed also Lower Barrier Hydrogen Bonds,

LBHBs) [195] belong to the first three classes, whereas the moderate and

weak ones are grouped in the fourth and fifth classes, respectively. The first

two classes include the N---H � � �O�, O---H � � �N� and N---Hþ � � �O bridges too,

whilst the N---H � � �O and O---H � � �N ones belong to the third class.

As previously mentioned, the electrostatic character is maximum in a

weak X–H� � �Y hydrogen bond, whereas a strong hydrogen bond is a mixture

of both covalent and electrostatic contributions. Gilli et al. [178] pointed

out that the covalent part increases ‘‘while the difference of proton

affinities, DPA ¼ PA(X�)� PA(Y), or acidity constants, DpKa ¼ pKa(X�H)

�pKa(X�Yþ), is approaching zero and, when this limit is achieved, very

strong and symmetrical X� � �H� � �Y bonds are formed which are better classified
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as a three-center-four-electron covalent bonds, that is a 1:1 mixture of the two

X�H � � �Y$ X � � �H�Y VB resonance forms’’. In these conditions, the sys-

tem lies in a symmetric single well and shows the shortest possible X� � �Y
distance.

Anyway, it must be said that the RAHB concept has been just lately ques-

tioned on the ground of theoretical and NMR studies [196, 197].

4.1 The O–H� � �O Bridges

Among the O–H� � �O intramolecular hydrogen bonds, those of b-diketone

enols are resonance assisted and characterized by a low barrier in the proton

transfer pathway between two equivalent tautomeric forms, through the

H-centred (C2v) conformation representing the transition state (Fig. 4).

Malonaldehyde is undoubtedly the most studied among these compounds

(see, e.g., Refs. 183, 198–203 and therein). The barrier height for its proton

transfer interconversion was calculated as about 15.2 kJ/mol [183] at MP2/

6-31G** level, in good agreement with the literature theoretical data

[204–206] and lower than the upper limit of 25 kJ/mol suggested by NMR

studies [207]. In its derivatives, the EHB increases with the dimensions of the

substituent groups and with their electron withdrawing or donating power. At

the best of our knowledge, the highest EHB estimate in the diketones family is

that of nitromalonamide (113.6–116.3 kJ/mol at MP2/cc-pVTZ and B3LYP/cc-

pVDZ levels, respectively [164]), mainly because its chelate conformation is

stabilized by two additional, weaker, (H)N–H� � �O(N) hydrogen bridges occur-

ring between the NO2 and the neighbouring amino groups [158, 159]. Neutron

diffraction spectra accompanied by theoretical investigations showed that the

molecular geometry is very close to the C2v symmetry (rO���O ¼ 2:39Å) whereas

the enol hydrogen vibrates nearly freely with a frequency of �2000 cm�1 in a

nearly symmetric single-minimum potential curve [164]. The potential energy

curves for the proton transfer pathway, calculated at B3LYP/6-311þþG(d,p)

level (Fig. 5) confirm this conclusion [159].
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Figure 4. Tautomeric conformations of b-diketones.
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The extent of delocalization inside the hydrogen-bonded ring can be repre-

sented by the ‘‘coupling parameter’’, l, introduced by Gilli et al. [30] defined as

l ¼ 1� jQj
0:320

where jQj ¼ q1 þ q2, q1 ¼ rC---O � rC¼O and q2 ¼ rC---C � rC¼C; l ¼ 1 denotes a

fully p-delocalization whereas l ¼ 0 denotes a fully p-localization.

A slightly different parameter, termed ‘‘resonance parameter’’, Drp, has been

introduced by Grabowski [208] for describing the resonance within the RAHB

systems. It is defined as

Drp ¼ 0:5[(Ddo
1 � Ddc

1)=Ddo
1 þ (Ddo

2 � Ddc
2)=Ddo

2 ]

where

Ddo
1 ¼ jdC---C � dC¼Cjo Ddo

2 ¼ jdC---O � dC¼Ojo

Ddc
1 ¼ jdC---C � dC¼Cjc Ddc

2 ¼ jdC---O � dC¼Ojc

and the superscripts refer to the open and chelate conformations, respectively.

It correlates very well with Gilli’s l-parameter (Fig. 6a).

In the same paper [208] an approach for partitioning the EHB into two terms

(the ‘‘ring closure energy’’ and the ‘‘p-delocalization energy’’, as schematized in

Fig. 7) was also suggested.

The ring closure energy (Fig. 7) is the jDEj between the energy of the open

conformation (EO) and the energy of the chelate conformation having the same

geometry of the open one (E’), i.e., it is the energy gained by the system when its

chelate ring is closed. The second term is the jDEj between E’ and the energy

of the full optimized chelate conformation (EC), i.e., it is the energy gained by
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Figure 5. Potential energy curves versus rO---H in vacuum and in water solution for some frozen rO���O
values of nitromalonamide. (Reprinted from Ref. 159 with permission from Elsevier.)
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the system evolving towards its most stable structure. Analysis of r values

obtained by the AIM method showed that this term is mainly bound to the

‘‘p-delocalization energy’’.

The results of the above procedure, when applied to the malonaldehyde

derivatives [158], evidence some important peculiarities (Table 2). A good linear

correlation between the p-delocalization energy versus EHB (Fig. 6b) is found

only if the values deduced from full planarity imposition to the open form are
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ruled out. Indeed, the strongly different resonance and ring closure energies

found when the nitromalonamide and 3-t-butyl-acetylacetone open conforma-

tions were forced to full planarity indicate that they are strictly intercorrelated

and affected by spurious terms connected with the strain amount inside the

chelate ring. In fact, the planarity loss implies also a resonance loss (weakening

of the p-electron flow) and a lowering of the repulsion terms with respect to

the unstable full planar open structure with a consequent decrease of the

p-delocalization and a simultaneous decrease of the ring closure energies.

The effect is much less evident in malonamide since here the deviation from

planarity is lesser than in nitromalonamide, even if, in both molecules, the EHB

values are by far less affected by non-planarity than the related ring closure and

p-delocalization terms.

For the examined molecules, a good correlation was found between EHB and

the OH stretching mode frequencies (Fig. 8a) as well as between the electron

population along the O� � �H axis and the same OH stretching mode frequencies

(Fig. 8b).

In the energy partition scheme proposed by Gomak [209], the conformation

resulting after 1808 rotation around the C¼C bond of the chelate form is

assumed as zero point for the EHB scale and the resonance stabilization energy

is identified with the DE between this and the classic open conformation (open A

in Sect. 3.2). For malonaldehyde, it amounts to 20.2 kJ/mol (MP4/6-311G(d,p)//

MP2/6-31G(d,p) without ZPVE correction), i.e., about 5 kJ/mol higher than

Table 2. Grabowski p-delocalization energies (kJ/mol) and resonance parameters for the O–H� � �O
bridges of some malonaldehyde derivatives, calculated at B3LYP/6-31G** level (reprinted from

Ref. 158 with permission from Elsevier)

Compound rO���O (Å)a ERC
b p-Energyc ld Drpe EHB

Malonaldehyde 2.555 (2.865) 47.53 15.31 0.560 0.417 62.84

2-Amino-MDA 2.554 (2.850) 52.96 16.21 0.463 0.345 69.17

3-Amino-MDA 2.558 (2.828) 46.08 13.60 0.546 0.408 59.68

4-Amino-MDA 2.443 (2.849) 56.93 34.09 0.846 0.796 88.89

3-Nitro-MDA 2.534 (2.789) 46.42 13.53 0.422 0.193 59.95

Malonamide 2.474 (2.824) 56.58 30.70 0.667 0.561 87.28

Nitromalonamide 2.380 (2.704) 42.15 70.18 0.829 0.760 111.81

NO2 rotated by 908 2.479 (2.848) 39.36 46.47 0.659 0.550 85.83

Open form forced to full planarity

Malonamide 2.474 (2.794) 63.89 30.09 0.667 0.526 93.98

Nitromalonamide 2.380 (2.515) 96.04 20.72 0.829 0.724 116.77

NO2 rotated by 908 2.479 (2.737) 74.56 21.64 0.638 0.531 96.20

t-Butyl-acetylacetone 2.359 (2.424) 78.29 15.65 0.700 0.647 93.94

a Values in parentheses refer to the open conformation
b ERC ¼ ring closure energy
c Grabowski p-delocalization energy
d Gilli’s parameter
e Grabowski’s resonance parameter
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that obtained at B3LYP/6-31G** level (see Table 2) according to Grabowski’s

scheme, and 8.7 kJ/mol higher than the value obtained by Grabowski (MP2/6-

311þþG**) [208].

B3LYP/6-311þþG(d,p) calculations have shown that in diketones with two

resonance-assisted hydrogen bonds, as 2,4-dihydroxy-but-2-ene-4-diol, no rise

of the resonance effect is noted and the p-delocalization energy of the closed-

open conformations is greater than in the most stable conformers with two

closed rings [210].

Substitution of the malonaldehyde C¼O framework with a N¼O group gives

rise to nitrosoethenol and/or glyoxalmonoxime molecules, which are interesting

systems for investigating the EHB changes in the new O–H� � �O hydrogen

bridges.
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Rb H

Nitrosoethenol Glyoxalmonoxime
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HN

OON
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The main remark is that the linear, hydrogen bond free, s-Trans-Anti-Trans

(TAT) is the most stable conformations of glyoxalmonoxime, both at B3LYP/

6-31G** and MP2/6-31G** level of calculations [188]. The strength of the
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O–H� � �O bridge of the chelate conformation is 26.29 kJ/mol (MP2) and

22.53 kJ/mol (B3LYP), respectively, whilst in nitrosoethenol it rises to

58.79 kJ/mol [188]. All these energies nearly halve in water.

The single O–H� � �O hydrogen bond present in 2-nitrophenol, I (rO���O
¼ 2:562 Å, EHB ¼ 50:1 kJ=mol), is about 6 kJ/mol stronger than those of

2-nitroresorcinol, II (rO���O ¼ 2:542 Å), and nearly equal to that of 4,6-

dinitro-resorcinol, III (rO���O ¼ 2:558 Å, EHB ¼ 49:8� 52:0 kJ=mol, depending

on if it is calculated with respect to the syn–anti or anti–anti reference con-

formations) (B3LYP/6-31G** calculations [189]).
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In catechol (2-hydroxyphenol) [211, 212], and in the parent guaiacol [211],

a hydrogen bond enthalpy amounting to about 21 kJ/mol was calculated

(B3LYP/6-31þG(3,pd), which proves that the strength of a hydrogen bridge

closing a pentatomic ring (O–H� � �O angle in the range of 1208 or less) is much

weaker than in b-diketones (O–H� � �O angle ranging from 1408 to 1508).
It halves in aprotic dipolar solvents as acetonitrile or acetone and practically

vanishes in strong dipolar solvents as ethanol or water [211]. However, the most

recent investigation accompanied by AIM analysis excludes the presence of

intramolecular hydrogen bond in catechol and in 1,2-ethanediol [213].
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Four conformations showing O–H� � �O hydrogen bridge are possible for

salicylic acid, the most stable of them is here labelled A [214] and is followed

by C at 16.9 kJ/mol higher energy, according to B3LYP/6-311þG(2d,p) pre-

dictions. EHB (47.2 kJ/mol) is practically equal to that calculated at B3LYP/6-

311þG(d) level (46.5 kJ/mol) by Kwon [215] and negligibly lower than found

for salicylaldehyde (48.7 kJ/mol) [216].
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The intramolecular hydrogen bridges in the amino acid are generally weak.

According to the most recent theoretical study [217], at least five types of

intramolecular hydrogen bonds involving the OH group were found in the

series of 74 unique stable conformations of serine (HOOC---CHNH2---

CH2OH) identified after optimization of all the 324 possible trial structures:

(a) CH2OH � � �O(H)---C ¼ O

(b) CH2OH � � �O ¼ C---OH

(c) CH2OH � � �NH2

(d) O ¼ C---OH � � �OH---CH2

(e) O ¼ C---OH � � �NH2

The DE between the most and the less stable conformations is 59.4 kJ/mol

(B3LYP/6-311þG**) but the four most stable conformers, stabilized by the

above cited E-type hydrogen bridges, lie in an energy range lower than 4.2 kJ/

mol. Analogous hydrogen bond interactions governing the most stable con-

formations were found in Ref. 218.
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cis −Trans–cis
∆E = 0.0

cis −Trans–trans
∆E = 7.92

trans −Trans −trans
 ∆E = 10.06 kJ/mol

Two O–H� � �O hydrogen bonds closing five-membered chelate rings are those

recognized in the cis–Trans–cis conformation of oxalic acid. According to the

most recent theoretical study [219] at MP2/6-311þþG** level of calculations,

their overall strength is 10.06 kJ/mol. The trans–Cis–trans (tCt) conformation

is about 2 kJ/mol over the trans–Trans–trans (tTt) one, so it can be argued that

the trans accommodation of the double bonds is favoured by conjugation. A

similar result was found in 3-formyl-malonaldehyde [220]. The expected

equivalence of the two hydrogen bonds is not supported by the reported DE

values; very likely they are mutually reinforced and the breakage of one of them

strongly weakens the remaining one, owing also to the concurrent collapse of

the ring conjugation. Indeed, it must be pointed out that the above DEs,

notwithstanding calculated according to the classic procedure (rotation of the

OH group(s) by 1808), are not comparable with EHB scale of b-diketones

because the cis–Trans–trans and the trans–Trans–trans conformations of oxalic

acid are stabilized by one and two O–H� � �O hydrogen bridge(s), respectively,

of the carboxylic framework(s) closing a four-membered ring. The strength

of this bridge in formic acid, calculated at B3LYP/6-311þþG(d,p) level, is
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19.1 kJ/mol. An analogous situation is that of pyruvic and glyoxylic acids [221,

222]. Use of the rotation barriers in these cases could contribute to get more

realistic EHB estimates.

4.2 The N–H� � �N Bridges

The N–H� � �N intramolecular hydrogen bridges are generally weaker than the

O–H� � �O ones. In formazan [186] the calculated (MP2/6-31G**) N� � �N and

N� � �H distances are 2.586 and 1.851 Å, respectively (2.599 and 1.858 Å at

B3LYP/6-31G** level) but, as already mentioned, EHB cannot be obtained

according to the classic procedure because the amino group prevents the

formation of the hydrogen bond free open conformation. Following the rota-

tion barrier approach [185], it was argued that its most probable value should

be in the range of 30 kJ/mol.

Porphyrins and aminoderivatives of formylfulvene contain N–H� � �N bridges

too, but in this case also their strength is not valuable according to the classic

approach.

R
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N
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R
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R = bulky alkyl groups

N

H

N

H

H

N-N�-diphenyl-6-aminofulvene-2-aldimine

However, the 6-aminofulvene-2-aldimines, where the central hydrogen is

rapidly exchanged between the two amino nitrogen atoms [223], are hypothe-

sized to be LBHB systems with a double well potential and have been studied

by the isotopic perturbation of equilibrium technique [224–226]. The lowest

barrier to proton transfer calculated at B3LYP/6-31G* level was 18.8 kJ/mol

(7.3 kJ/mol after zero-point energy correction) in strong contrast with the

49.4 kJ/mol coming from HF/6-311G** results [224].

4.3 The Heteronuclear Hydrogen Bridges

When different heteroatoms are involved in the donor and acceptor groups the

hydrogen bond is named ‘‘heteronuclear’’. Its strength is generally weaker than

that of the homonuclear one and depends strongly on the proton affinity of the

donor and acceptor groups, the strongest ones being those in which the proton

affinity difference (DPA) vanishes [178]. Some of these intramolecular hydro-

gen bond classes are briefly discussed here.
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4.3.1 The N–H� � �O and O–H� � �N Bridges

Typical intramolecular hydrogen bridges involving nitrogen and oxygen are

those present in carbonylamine (3-amino-acrolein or 4-amino-3-penten-2-one,

in the following labelled CA) and enolimine (EI) [187, 227, 228]. CA is the most

stable among the four possible conformations, but, once again, its N–H� � �O
hydrogen bond strength cannot be estimated according to the classic conven-

tion even if it has been deduced that the most probable value is in the range of

30 kJ/mol [187, 227]. In the analogous bridge of enolimine, EHB is 11.2–13.0 kJ/

mol at B3LYP/6-31G** and MP2/6-31G** level, respectively [187], and

18.6 kJ/mol according to MP2/6-31G* calculations [227]. On the contrary,

EHB values of 76.7 [227], 71.86 (rO���N ¼ 2:548 Å, B3LYP/6-31G**) and

68.67 kJ/mol (rO���N ¼ 2:580 Å, MP2/6-31G**) [187] (confirmed by the rotation

barrier method) are reported in the literature for the O–H� � �N bridge of

enolimine. They suggest that this bridge is a little stronger than the O–H� � �O
bridge of malonaldehyde.
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Very interesting is the ketohydrazone system, in which the tautomer A is

more stable than its azoenol B one, owing to the greater proton affinity of

nitrogen with respect to oxygen. The stability order reverses if a phenylene

moiety is fused with the H-bonded ring, whilst the fusion with a naphthalene

ring makes A and B tautomers nearly isoenergetic (a loss of the resonance

energy of the aromatic ring occurred [Ref. 179 and therein]). The N� � �O
distance lowers from the range of 2.67 Å to 2.50–2.52 Å.
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The strength of the O–H� � �N bridge of 8-hydroxyquinoline in gas phase [229]

was found to be �32:6 kJ=mol at DFT MPW1K/6-311þþG(2d,3p)/MPW1K/
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6-311þþG(d,p) level (rN���H ¼ 2:098 Å, rO���N ¼ 2:686 Å) in good agreement

with the experimental value of about 25 kJ/mol deduced on the ground of the

OH stretching frequencies [230]. It lowers to 21.8 kJ/mol in acetone and

10.8 kJ/mol in water (PCM calculations [229]).

N

O
H

N

O
H

A barrier of about 20 kcal/mol (about twice that of 8-mercaptoquinoline)

has been calculated for transferring the proton from O to N, both in vacuum

and in water solution. The pentatomic chelate ring and the OH stretching

frequency (3418 cm�1) [231] justify the weakness of the bridge.

4.3.2 The Hydrogen Bonds Involving Sulphur

The S atom can form a variety of intramolecular hydrogen bonds, as the

S–H� � �S, S–H� � �O and O–H� � �S, the latter being the strongest one. The S–H

� � �S bridge of dithiomalonaldehyde and dithioacetylacetone (for which no

experimental information exists at the best of our knowledge), is by far weaker

than the O–H� � �O one of malonaldehyde and acetylacetone. At MP2/6-31G**

level of theory its EHB was calculated as 5.59 kJ/mol in the former

(rS���S ¼ 3:421 Å, rS---H ¼ 1:349 Å, rS���H ¼ 2:209 Å) and 6.39 kJ/mol in the latter

compounds (rS���S ¼ 3:371 Å, rS---H ¼ 1:354 Å, rS���H ¼ 2:133 Å), which become

13.23 (rS���S ¼ 3:377 Å, rS---H ¼ 1:393 Å, rS���H ¼ 2:107 Å) and 14.60 kJ/mol

(rS���S ¼ 3:324 Å, rS---H ¼ 1:403 Å, rS���H ¼ 2:023 Å) at B3LYP/6-31G** level

[232]. The barrier to the proton transfer process is about 15 kJ/mol in both

molecules at MP2 level and 7.3–7.5 kJ/mol when the B3LYP functional was

adopted. Insertion of the cumbersome t-butyl group in position 3 produces a

shortening (0.070 Å at MP2 and 0.053 Å at B3LYP level) of the S� � �S distance

whilst EHB lessens by about 4 kJ/mol, regardless of the approach adopted for

the correlation energy calculation. This means that the S� � �S shortening is

accompanied by a strain increase inside the chelate ring, which cannot be

quite damped by the hydrogen bridge. Very likely the weakening is bound to

the greater dimension and lower electronegativity of the S atom with respect

to oxygen.

Thiomalonaldehyde and thioacetylacetone can exist in the enol and enethiol

tautomeric forms, the enol being the most stable one (Refs. 233, 234 and

therein). According to high level calculations [235], the enethiol tautomer

becomes slightly favoured (0.84 kJ/mol at MP2/6-31þG(d,p) and G2(MP2)

level of calculations) after correlations inclusion and/or ZPVE correction.
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The strength of the O–H� � �S bridge was estimated as 47.7 kJ/mol whereas

that of the S–H� � �O is about 8.8 kJ/mol [235], only slightly higher than the

above cited value of the S–H� � �S bridge obtained at MP2/6-31G** level. The

barrier for the enol ! enethiol tautomerization process is 13.39 kJ/mol

(G2(MP2)) and is strongly depending on the correlation energy (inclusion of

correlation effects decreases the barrier height by a factor of 5). B3LYP/6-

31G** calculations predicted EHB of 61.1 and 65.7 kJ/mol for the O–H� � �S
bridges of thiomalonaldehyde and thioacetylacetone (63.8 and 56.8 kJ/mol at

MP2 level), not far from 62.8 and 72.9 kJ/mol obtained for the O–H� � �O bridge

of malonaldehyde and acetylacetone [185]. The same basis predicted strengths

of 10.9 and 7.6 kJ/mol (B3LYP) for the S–H� � �O bridges, which lower to 7.4

and 3.6 kJ/mol if correlation energies are evaluated at MP2 level. The rotation

barrier method reproduces very well the strengths of the O–H� � �S bridges

evaluated according to the classic method but fails when applied to the

S–H� � �O or S–H� � �S ones [185]. Obviously, the above EHB values change

under substituent effects depending on their nature, position and electron

withdrawing or donating power [236].

The IR spectra of thiosalicylic acid and its S-methylated compounds exclude

that intramolecular hydrogen bonds involving S are formed since only OH

single bands of the cis-carboxyl structure are observed [237].
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In 2-hydroxy-thiono-benzoic acid, the B3LYP/6-311þG(d) EHB value of the

O–H� � �S bond is 41.1 kJ/mol [215] but falls to 6.4 (B3LYP/6-311þG*) or

7.45 kJ/mol (B3LYP/6-31þG*) in the S–H� � �O bridge of 2-mercapto-

benzaldehyde [216]. The structure A of 2-hydroxythiophenol, in which the SH

group assumes a gauche position, is energetically favoured to B. The strength of
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the O–H� � �S bridge is about 14.2 kJ/mol whilst that of the S–H� � �O bridge in B

is 4.9 kJ/mol (B3LYP/6-31þG*) [212].
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The strength of the N–H� � �O bridge of ortho-amino-furanaldehyde, calcu-

lated as 26.02 kJ/mol at B3LYP/6-31þG* level (with respect to the Z con-

former) was found about 5 kJ/mol lower than that of the N–H� � �S hydrogen

bond of ortho-amino-furanthioaldehyde (30.92 kJ/mol) [238]. Such values be-

come 14.06 and 16.86 kJ/mol, respectively, when calculated in DMSO solution

(« ¼ 46:7) following the Onsager self-consistent reaction field method.

The S–H� � �N intramolecular hydrogen bond of 8-mercaptoquinoline has

been studied recently in the gas phase and in solution [239]. Its strength

(difference of sums of electronic and thermal enthalpies including ZPVE cor-

rections) is about 9.6 kJ/mol in vacuum and 6.09 kJ/mol in aqueous solution

(MPW1K/6-311þþG(d,p)). The barrier height (10.585 kcal/mol) suggests that

the proton transfer from S to N occurs with difficulty whilst the opposite

process is practically spontaneous.

S–H� � �S bridges are also present in the highly flexible 1,2-ethanedithiol, for

which ten local minima have been theoretically recognized [240, 241]. The

energy differences of all these rotamers fall in the range of 15 kJ/mol and a

complex equilibrium mixture of several rotameric forms of the molecule exists

in gas phase. The difficulty in selecting an appropriate hydrogen bond free

reference conformation does not allow to deduce well-defined EHB values,

which, however, were roughly estimated to fall in the range 5.7–6.5 kJ/mol

(HF/6-31G**), i.e., nearly equal to the 6.29 kJ/mol deduced for the S–H� � �O
bridge of mercaptoethanol [242], which, in turn, is in good agreement with the

7.53 kJ/mol value reported in Ref. 243.

4.3.3 Hydrogen Bonds Involving Halogens

The intramolecular hydrogen bonds involving halogens are rather weak. Some

O–H� � �F bridges, theoretically recognized in secondary conformations of hex-

afluoro- and trifluoro-acetylacetone, show strengths in the range of 10 kJ/mol

or less [184] and still weaker are those found in 3,3,3-trifluoro-propanol [244].

Ab initio results evidencing the effects of the hydrogen bond on the geomet-

rical parameters of 2-trifluoro-methylvinyl-alcohol [245], 2-trifluoromethyl-
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resorcinol, 2,6-bis(trifluoromethyl)-phenol [246] and 2-trifluoromethyl-phenol

[247] are available in the literature. In these molecules the O� � �F distances range

from 2.66 to 2.77 Å (rH���F from 1.853 to 1.983 Å), with O–H� � �F angles nearby

137–1408. Where reported, EHB is strongly affected by the technique adopted

for its calculations. So, in 2-trifluoro-methylvinyl alcohol (rO���F ¼ 2:73 Å,

rH���F ¼ 1:96 Å) the ZPVE corrected EHB estimated on the ground of hypothet-

ical isodesmic reactions (3.1 kJ/mol (MP2/6-31þG**)) is in contrast with the

DE between the chelate and open structures (20.3 kJ/mol) even if this latter was

calculated at HF/6-31G** level [245]. The theoretical EHB value found for the

ortho-fluorophenol hydrogen bridge (12.2 kJ/mol [248] at MP2/6-31þG**//

MP2/6-31G**þZPVE level is nearly twice the experimental value (6.8 kJ/mol,

deduced from far IR spectra torsional frequencies) [249] and in contrast with

the �2 kJ/mol energy difference between the cis and trans conformers deduced

from gas electron diffraction spectra [250].

According to MP2/cc-pVDZ calculations, a weak intramolecular hydrogen

bridge (rF���H ¼ 2:526 Å, EHB � 7:9 kJ=mol) seems to be responsible for the

greater stability of the gauche conformation of 2,2,2-trifluoroethanol with

respect to the trans one, although it is not confirmed by AIM calculations

since no atomic interaction line (AIL) linking the hydroxyl hydrogen and a

fluorine atom was found [251].

The most stable conformations of 3-fluorobutan-1-ol and 3,3-difluoro

butan-1-ol (Fig. 9) exhibit an intramolecular O–H� � �F hydrogen bridge

whose strength was estimated as 14.9 kJ/mol in the former and 10.3 kJ/mol in

the latter compound, respectively (B3LYP/6-311þþG(3df,2p)//B3LYP/6-31G

þG(d,p) [252]. For an analogous bridge in 1-fluoro-cyclopropane-carboxylic

acid, a strength of roughly 15 kJ/mol was deduced after MP2/6-311þþG(d,p)

and B3LYP/aug-cc-pVTZ calculations [253]. Bearing in mind that the O� � �F
distance is practically the same as the sum of the van der Waals radii of F and

O, that the bridge closes a pentatomic ring with a F� � �H–O angle of 118.88 and

that the DE with respect to the open conformation is only 1.7 kJ/mol, the above

estimate could be too generous.
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Figure 9. (a) H-bonded and unbound gauche forms of 3-fluorobutan-1-ol (X ¼ H) and 3,3-difluor-

obutan-1-ol (X ¼ F). (b) The O–H� � �F hydrogen bridge in 1-fluoro-cyclopropane-carboxylic acid.
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DFT calculations and different basis set adoption predicted an upper limit

energy in the range of 20 kJ/mol for the hydrogen bridges between O–H and

halogens in 2-halophenols; the strengths smoothly increase within the series

F < Cl < Br < I [254] (this trend is opposite to that of the halogens electro-

negativity) but changes on changing the adopted basis set [255].

The O–H� � �F bridges in the following conformations of malondialdehyde

and acetylacetone are characterized by EHB ranging from 15 to 28 kJ/mol [185].
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4.3.4 Intramolecular Dihydrogen Bonds

The intermolecular dihydrogen bonds have been and are widely treated in the

literature, whilst by far less numerous are the paper concerning the intramo-

lecular dihydrogen bonds, perhaps because less numerous are the possibilities

of such interactions. The possibility of intramolecular dihydrogen bonds in

amino acids has been explored from the theoretical point of view in the recent

years [64, 256] and rules for their characterization have been suggested [256].
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Here examples of four- (proline), five- (glycine) and six-member chelate rings

(alanine) are shown, for which EHB ranging from 1.4 (alanine) to 2.1–2.5 kcal/

mol (glycine and proline) was estimated. Indeed, we have some doubts that

such intramolecular dihydrogen bonds can really exist and also the AIM results

appear to be not sufficiently clear.

In a recent study on the intramolecular dihydrogen bridges of 2-cyclopropyl

ethanol derivatives [64] (for the molecular scheme see Fig. 3), calculations pre-

dicted that the open conformations are more stable than the closed ones and the

observed interactions are probably only H� � �H van der Waals contacts although

the ‘‘analysis of the parameters derived from the Bader theory shows that such

O–H� � �H–C contacts may be classified as H-bonds’’. More convincing is the
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situation in the MDA-similar system having a B–H bond as proton acceptor

(see scheme in Fig. 3) [62] where EHB ranging from 4.22 to 4.93 kcal/mol

(R1 ¼ R2 ¼ R3 ¼ H) or from 5.55 to 7.35 kcal/mol (R1¼Cl, R2¼H, R3¼Na)

was found for the O---Hþd� � ��d H system at different levels of calculation.

Unconventional intramolecular hydrogen bonds involving the double or

triple bonds p-electron have been found in 1-amino-1-ethinylcyclopropane

[257], 2-cyclopropylideneethanol [258], 2-furan-methanethiol [259], 2-furane-

methanol [260] and other similar compounds. A weak H-bond has been also

observed in cyclopropane–methanethiol between the H atom of the thiol group

and the ‘‘quasi-p’’ electrons of the cyclopropyl ring, able to act as proton

acceptors [261]. It is noteworthy to mention also possible non-conventional

intramolecular hydrogen bond in the most stable conformation of 3-butene-

selenol [262] in gas phase, occurring between the H atom of the selenol group

and the p-electron of the double bond. The interaction is very week and its

actual existence is debatable, at least in our opinion, in default of further

investigations evidencing typical hydrogen bond characteristics.

5 EHB DEPENDENCE ON THE CALCULATION LEVEL

Since the calculated energy of a molecule depends on the extension of the basis

set and on the inclusion or not on the correlation energy, also the energy of the

hydrogen bridge depends on the theoretical degree of sophistication from which

it derives. To get the hang of this dependence, it is useful to analyse the results

obtained for malonaldheyde and some of its derivatives. As it can be seen from

data collected in Table 3, the highest energies are predicted by the less extended

basis sets and decrease on increasing the basis set extension, whilst in most cases

they increase when correlation energy is taken into account. EHBs calculated by

the B3LYP functional are higher than those calculated at MP2 level. Addition of

diffuse functions (aug-cc-pVXZ bases) also causes decreasing of the EHB, but

modest changes occur when the cc-pVQZ basis is adopted, at least in the few

compounds here examined. It is, however, to be pointed out that the hydrogen

bond strengthening in the MDA derivatives is also bound to the nature and

conjugation ability of the substituent groups in positions 2 and 4 and to the steric

effects between these groups and the substituent group in position 3 (for the

numbering system see the scheme of nitromalonamide).
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These interactions push the oxygen atoms closer to each other and cause the

shortening of the O� � �O distance not only with consequent increase of conju-

gation inside the chelate ring but also with a simultaneous strain increase. That

inside the chelate ring there are remarkable repulsions, partially damped by the

hydrogen bridge, can be easily deduced by analysing the geometrical param-

eters as well as the behaviour of the open conformations. The bond angles at C2

Table 3. rO���O distances (Å) and EHB (kJ/mol, without ZPVE correction) dependence on the basis

set and correlation energy for some compounds with strong and very strong intramolecular

hydrogen bond. Values without bibliographic references are Author’s unpublished data. Values in

brackets were obtained forcing the open conformation to full planarity

HF/3-21G MP2/3-21G HF/6-31G** MP2/6-31G**

rO���O EHB rO���O EHB rO���O EHB rO���O EHB

Malonaldehydea 2.605 66.41a 2.604 70.46a 2.681 52.08a 2.592 58.61a

Malonamide 2.487 115.45 2.516 113.22 2.562 91.4 2.508 79.7 [86.6]

Nitromalonamide 2.383 136.89 2.431 129.86 2.424 101.68

[108.16]

2.395 112.82

Acetylacetone 2.570 76.70b 2.583 77.09a 2.627 63.09a 2.559 67.94a

B3LYP/

6-31G**

HF/6-311

þþG(d,p)

MP2/6-311

þþG(d,p)

B3LYP/6-311

þþG(d,p)

Malonaldehyde 2.555 62.84a 2.697 46.56 2.585 50.81c 2.587 54.14c

Malonamide 2.474 87.28d

[93.09]

2.499 72.08

[79.91]

2.575 75.17

[78.35]

2.504 79.1c

Nitromalonamide 2.380 111.81d 2.433 92.16

[101.43]

2.387 86.13

[104.51]

2.396 107.28c

Acetylacetone 2.519 72.85a 2.635 58.90 2.547 61.86 2.544 66.38

HF/

cc-pVDZ

B3LYP/

cc-pVDZ

HF/

aug-cc-pVDZ

B3LYP/

aug-cc-pVDZ

Malonaldehyde 2.682 49.64 2.544 62.35 2.686 46.00 2.566 53.98

Malonamide 2.556 74.23

[79.16]

2.465 86.60

[92.08]

2.568 71.90

[76.25]

2.494 79.66

[84.26]

Nitromalonamide 2.427 99.65

[105.48]

2.383 113.83

[116.39]

2.438 94.80

[100.30]

2.400 103.33

[106.44]

Acetylacetone 2.626 61.06 2.513 72.63 2.626 57.29 2.530 65.73

HF/

cc-pVQZ

B3LYP/

cc-pVQZ

HF/

aug-cc-pVQZ

B3LYP/

aug-cc-pVQZ

Malonaldehyde 2.681 45.75 2.573 53.45 2.683 44.78 2.571 53.03

Malonamide 2.561 72.38

[76.69]

2.492 79.02

[83.69]

2.562 72.48

[81.52]

2.493 78.23

Nitromalonamide 2.428 94.35

[100.15]

2.394 101.92

[107.18]

– – – –

Acetylacetone 2.622 55.94 2.535 64.34 2.622 55.77 2.533 64.03

a Ref. 160
b The value reported in Ref. 160 is wrong
c Ref. 159
d Ref. 158
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and C3 and O4 of the chelate ring in fact enlarge when the hydrogen bridge is

broken for going to the open conformation. The strain rises excessively if a

t-butyl group is attached in position 3 of acetylacetone, so that the hydrogen

bridge is no longer able to damp it and the molecule loses its planarity through

rotation around the C–C and/or C–O single bonds, unless restrictions are

imposed. In nitromalonamide and malonamide non-planar open conforma-

tions are predicted, consequently the related hydrogen bond energies evaluated

as stability difference between chelate and open forms are polluted by the too

different geometrical parameters. From Table 3 it can be seen that imposition

of full planarity implies from 3 to 9 kJ/mol increase in EHB, which are modest

quantities on percentage basis but makes extremely difficult, or impossible, any

attempt for separating the conjugative from other energy contributions.

In many respects, an unusual situation is shown by the weakly hydrogen-

bonded ortho-halophenols (five-membered chelate ring), whose EHB, on the

ground of the available experimental data, deduced from far IR rotation

spectrum [249] and from the temperature dependence of the infrared OH

stretching band intensities [263, 264] should decrease on going from F to I

(Table 4). In contrast to these, the OH stretching mode frequencies measured in

gas phase [264] and in dilute CCl4 solution [254] decrease in the same direction,

so indicating that EHB should increase on passing from F to I. Indeed, the trend

paralleling the halogens electronegativity scale is theoretically predicted only by

the less extended basis sets (3-21G, CEP-121G and LANL2DZ, at HF, MP2 or

B3LYP levels [255]) whilst the available results at high level of calculation

(G2MP2 and CBS-QB3) suggest no direct linear relationship with the halogens

electronegativity order. An important role in this behaviour is certainly played

by the repulsive energy terms and the strain inside the pentatomic ring (inter

alia, the calculated O� � �X distances in most of the halophenol open conforma-

tions are shorter than in the closed ones), very likely bound to the increasing

atomic dimensions, whose trend is reverse to that of the electronegativity

power. Although the anomalous trend of these O–H� � �X hydrogen bonds has

been interpreted in terms of the populations of the electron localization func-

tion basins (ELF)[265], the problem deserves further investigations with inclu-

sion of the iodine derivative when extended basis sets for iodine will be

available.

6 THE IR SPECTRA AND THE ANHARMONICITY EFFECT

As previously seen, when an inter- or intramolecular hydrogen bond is present

the stretching mode frequency of the donor X–H group is red-shifted with

respect to that of the same group when hydrogen bond free. It is however to

bear in mind that the nXH values calculated at the Hartree–Fock level and

according to the harmonic oscillator model are more or less overestimated

owing that they suffer for the same known systematic errors (due to the neglect

of the electron correlation); therefore a scale factor, depending on the adopted
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basis set, is suggested for correcting frequencies as well the zero point vibration

energy [266]. Another error source is the vibration anharmonicity. It is well

known, in fact, that in malonaldehyde the strong anharmonicity of the motion

along the OH stretching coordinate and the mixing of this with other vibration

modes make very difficult the interpretation of the broad band experimentally

detected in the range between 2800 and 3100 cm�1 [267, 268], now fixed at

2856 cm�1 [269]. The most recent Gaussian computation package (Gaussian03)

[122] allows calculations of the IR spectra taking into account the anarmonicity

effects [270, 271] and it has given very good agreement between theoretical and

experimental findings in the case of pyrrole and furan [272], azabenzenes [273],

uracil and 2-thiouracil [274].

Our most recent calculations on malonaldehyde [159] gave excellent agree-

ment with experiment without using scale factors (Table 5). The OH frequency

Table 4. rO���X distances (Å) and EHB (kJ/mol) dependence on the basis set and correlation energy

for compounds with weak intramolecular hydrogen bonds: halophenols. Values in parentheses are

ZPVE corrected (Ref. 255)

MP2/6-31G** B3LYP/6-31G** B3LYP/6-311þþG(d,p)

rO���X EHB rO���X EHB rO���X EHB

2-F-phenol 2.718 13.19 (12.40) 2.710 13.14 2.731 12.24 (11.33)

2-Cl-phenol 3.022 11.77 (11.20) 3.016 13.00 3.011 12.90 (12.41)

2-Br-phenol 3.123 15.14 (14.61) 3.108 16.50 3.119 13.43 (13.06)

HF/cc-pVDZ HF/aug-cc-pVDZ MP2/6-311þþG(d,p)

2-F-phenol 2.708 12.40 (11.71) 2.715 11.78 (11.06) 2.737 10.47

2-Cl-phenol 3.012 12.44 (11.88) 3.013 12.56 (12.00) 3.002 10.40

2-Br-phenol 3.130 11.70 (11.15) 3.133 11.52 (11.03) 3.115 11.10

HF/cc-pVTZ HF/aug-cc-pVTZ HF/cc-pVQZ

2-F-phenol 2.707 10.99 (10.34) 2.706 10.87 (10.23) 2.704 10.74

2-Cl-phenol 2.998 12.34 (11.68) 2.997 12.34 (11.72) 2.995 11.65

2-Br-phenol 3.117 11.45 (10.86) 3.116 11.51 (10.96) 3.116 10.89

G2MP2 G2 CBS-QB3

rO���O EHB rO���O EHB rO���O EHB

2-F-phenol 2.718 11.22 2.718 11.19 2.722 11.47

2-Cl-phenol 3.024 12.47 3.003 13.01

2-Br-phenol 3.120 12.60 3.111 12.41

Experimental

EHB (Ref. 249) EHB (Ref. 264) l(cm�1) (Ref. 264)

2-F-phenol 6.82 – 3635

2-Cl-phenol 6.82 14.27 3583

2-Br-phenol 6.40 13.10 3562

2-I-phenol 5.52 11.51 3538
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(2810 cm�1) agrees rather well with the value of 2832:7 cm�1 [275] obtained

after anharmonicity correction by the vibrational-self-consistent-field (VSCF)

method, with that of 2825 cm�1 obtained by the two-dimensional potential

energy surface function of Tayyari et al. [276], and with the four-dimensional

model study of Došlić and Kühn [277]. The entity of the anharmonicity effect is

in the range of 500 cm�1. Less good agreement exists for the amino group

frequencies of malonamide (keto conformation).

A recent paper on [233] thioacetylacetone at cc-pVTZ level of calculations

showed that in this molecule the anharmonicity effect is about 600 cm�1 and

the OH stretching frequency of the enol conformation shifts from 2862 to

2188 cm�1, whereas the vapour experimental value is 2500 cm�1. In any case

we think that future IR spectra calculations must necessarily be carried out

following the anharmonic model, even if they are much more onerous than the

harmonic ones, especially if correlation at MP2 level is taken into account.

7 HYDROGEN BONDS AND nOH IN SOLUTION

In solution the chemical–physical properties of a molecule can be very different

than in gas phase, being strictly connected to the solute–solvent interactions,

which, in turn, are highly depending on the solute and solvent polarity, disper-

sion forces and so on (solvent effect). One of the resulting consequences is the

weakening of the hydrogen bond and the shift of the keto $ enol tautomeric

equilibrium towards the keto form on increasing the dipole moment of the

solvent.

Table 5. Calculated (B3LYP/6311þþG(d,p) and experimental IR frequencies (cm�1) of

malonaldehyde (reprinted from Ref. 159 with permission from Elsevier)

nharm
a nanharm

a nexp
b nharm nanharm nexp

b

3214 (3163) C3H 3086 (3012) 3040 999 993 998

3206 (3226) OHþ C4H 2810 (2798)c 2856 892 880 890

3154 (3116) C4HþOH 2881 (2870) 2960 517 517 512

2973 (2955) C2H 2802 (2752) 2858 269 255 282

1695 (1664) 1654 (1617) 1655 1037 1028 1028

1619 (1571) 1570 (1498) 1593 1009 998 981

1473 (1462) 1443 (1423) 1452 900 931 873

1400 1367 1358 786 769 766

1392 1314 1346 392 404 384

1287 1266 1260 284 294 252

1115 1103 1092

a Values in parentheses refer to water solution (where the coupling with the C4H vibration is

practically absent). DGsolv is 17.7 and 52.8 kJ/mol, for the chelate and open conformations,

respectively. EHB decreases from 54.1 to 16.5 kJ/mol on going from vacuum to aqueous solution
b Ref. 269
c In solution 3426 cm�1 (harmonic) and 3128 cm�1 (anharmonic)
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The theoretical description of the solute–solvent interactions is not simple.

Two self-consistent reaction field (SCRF) methods are mainly used for predict-

ing the effect of the solvent on the solute molecule properties: the Onsager

model [278] and the polarized continuum model (PCM-SCRF) initially devised

by Tomasi and coworkers [279–281] and progressively implemented by Barone

et al. (see, e.g., references in the G03 User’s Reference accompaining the G03

program). In both approaches the solute molecule is placed into a cavity. In the

former model the cavity is spherical and the solvent is approximated to a

homogeneous polarizable medium having a constant dielectric permittivity,

whereas the solute molecular charge distribution is treated approximately as

an electric dipole located at the cavity centre. Problems affecting the results are

the choice of the cavity radius and the fact that most molecules (especially the

planar ones) are far from the spherical form. Moreover, a system having no

permanent dipole moment will not exhibit solvent effects. In the PCM model,

the cavity is formed by the envelope of spheres centred on each atom or on the

atomic groups [282–284], so that it is modelled on the solute shape. Inside the

cavity the dielectric constant is the same as in the vacuum whereas outside it is

that of the selected solvent. Specific solute–solvent effects are not taken into

account at this level of calculations. The UAHF (United Atom for Hartree–

Fock) radii are recommended for the molecular cavity building [285, 286].

Results obtained at various levels of calculations on a wide variety of

compounds evidence modest changes of bond lengths and bond angles on

passing from vacuum to solution, but the hydrogen bond strength reduces

progressively on increasing the solvent permittivity. In water (e ¼ 78:4), EHB

is predicted to be, on an average, about 50–60% lower than in gas phase [159,

187–190]. From Raman spectra it was deduced that the weak intramolecular

hydrogen bond of catechol disappears in water, ethanol and acetone solutions

[287]. Solvent specific effects do not produce remarkable change in the hydro-

gen bond strength [159]. Addition of 1–4 water molecules variously located in

the neighbouring of the catechol groups of 4-nitro-catechol has not modified

the relative stability of its three possible conformations with respect to vacuum

[288]. B3LYP/6-311G(d,p) results concerning several push–pull conjugated

compounds predict that, on passing from vacuum to carbon tetrachloride, the

OH stretching mode frequency increases slightly if the hydrogen bond occurs

with an oxygen atom and decreases when the bonds occurs with a nitrogen

atom [289]; in any case, analogously to EHB, also the Dn values are bound to the

solvent polarity and permittivity. Recent B3LYP/6-311þþG(d,p) calculations

in water solution predict a Dn of þ20 cm�1 with respect to vacuum for the

harmonic OH stretching mode of malonaldehyde (�12 cm�1 if anharmonicity

is taken into account, see Table 5) and �10 cm�1 for the same harmonic mode

of nitromalonamide [159].

Also the rotation barriers are predicted to decrease on going from gas phase

to solution. Some of them concerning the OH and the nitro group are reported

in Table 6.
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8 INTRAMOLECULAR HYDROGEN BONDS IN CALIXARENES

Calixarenes are a fascinating class of cyclooligomers having three-dimensional

concave surface and relatively rigid structure. Their name derives just from

their calyx-form (but various other suggestive forms can be properly con-

structed) able to act as a host for other molecules (e.g., fullerenes, ions and so

on) and have assumed capital importance for their use in analytic chemistry

(where are used as ion-selective electrode and electrochemical as well as optical

sensors) [290], medicine and other fields. In medicine they assume particular

importance because can be used in cancer treatments as non-toxic molecules to

carry a toxic payload to the cancer cells.

A simple calixarene built up with four phenol units linked via methylene

bridges is shown in Fig. 10 (substitution of the methylene junctions with S

atoms gives rise to the class of thiocalixarenes). Cooperative networks of

intramolecular hydrogen bonds (circular array of hydrogen bonds, observed

also in cyclodextrins) play a capital role in the cavity shape as well as in the

conformational features of the macrocyclic skeleton [291–293]. Encapsulation

of other molecules in the cavity is also controlled by hydrogen bonds [294].

Table 6. OH and NO2 rotation barriers (kJ/mol) in some malonaldehyde derivatives (B3LYP/6-311

þþG(d,p)), (Table 10 in Ref. 159, partially reprinted with permission from Elsevier)

OH Barrier NO2 Barrier

Gas phase Aqueous solution Gas phase Aqueous solution

3-Nitro-malonaldehyde 89. 95 63.05 35.32 33.07

Malonamide Cs 87.78 58.69 – –

Nitromalonamide Cs 117.81 60.92 74.40 58.89

NO2 rotated by 908 85.38 56.27 – –

Nitromalonamide C2V – – 79.45 63.55
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Figure 10. Molecular scheme of calix[4]arene and its spatial shape.
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Although EHB values are lacking, IR and 1H-NMR spectra give clear evi-

dence of hydrogen bond presence in calix[n]arenes. The frequency of the OH

stretching mode ranges from �3150 cm�1 for the cyclic tetramer to �3300 for

the cyclic pentamer and in the range of 2700---3000 cm�1 in N-benzyl substituted

homoazacalixarenes, where a rather strong O–H� � �N bridge is present,

as revealed also by the 1H-NMR spectra low-field shifted OH signals

(10.7–11.6 ppm) [295]. In the cone conformer of calix[4]arene, optimized at

B3LYP=6-31G�� level of calculation, rO---H ¼ 0:991 Å, rO---O ¼ 2:645 Å and

dO���H---O ¼ 164:6� were predicted [296]. In the same paper the temperature

dependence of the hydrogen bond array flip-flop was studied and an activation

enthalpy of 36.8 kJ/mol was found, whilst the average activation energy per

single hydrogen bond is 11.5–11.9 kJ/mol (the hydroxyl 1H chemical shift is

10.2 ppm). The OH stretching mode vibration band was found at 3173 cm�1

(CCl4 solution) and shifts at 3310 cm�1 in the corresponding thioxacalixarene

[297], so evidencing a weakening of the cooperative H bond in thiocalixarenes,

attributable to an increase of the macrocyclic size when sulphide bridges replace

the methylene ones and/or to the formation of bifurcated O-H� � �S hydrogen

bonds. The cumulative strength of the hydrogen bond array decreases also in

calix[5]arenes and higher membered rings. A mention is due to the head-to-tail

hydrogen-bonded belt, formed by intramolecular C¼O� � �HN hydrogen bonds

observed along the wide rim of urea functionalized resorcinarenes [298].

Finally, even though the matter is beyond the aim of the present topic,

a short mention is due to pseudorotaxanes, rotaxanes, catenanes and similar

compounds (Refs. 299–303 and therein), to which conventional and/or uncon-

ventional hydrogen bridges confer peculiar characteristics making them ex-

tremely important in supramolecular and nanotechnologies chemistry for

constructing molecular machines.

9 CONCLUSIONS

The present survey of hydrogen bonds in general and intramolecular hydrogen

bonds in particular opens a breathtaking panorama of fascinating problems

difficult to solve but not covering the entire field of the wide hydrogen bond

world. The statement that a hydrogen bond exists each time the X� � �Y and

H� � �Y distances are shorter than the sum of the van der Waals radii of the

involved atoms could be necessary but not sufficient when one is on the border

line of their limit values. In particular, when EHB is very low can we still say that

there is a hydrogen bond or the result is only the balance of casual attractive

and repulsive interactions? The location of bond critical points, atomic inter-

action lines, bond paths and so on, following the AIM method, gives substan-

tial help in replying to this question. However, in the case of intramolecular

hydrogen bonds the main problem is to establish a well-defined EHB scale,

i.e., to find a well-defined hydrogen bond free reference point, or any other

something, representing the zero point in the EHB scale, as much possible
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independent of the nature of the hydrogen bond and of the class of compounds

one is examining. Only under this condition a significant comparison between

the strengths of the hydrogen bridges of different compounds can be possible.

An energy partition to identify the main terms contributing to the strength of

the bridge could be a probable direction, but the additivity of the various

possible but interdepending energy terms is to be demonstrated. Archimedes

said: ‘‘give me a place to stand and I’ll move the world’’. Well, for us the place

to stand is an absolute and universal definition of the zero point in the intra-

molecular EHB scale. We are aware that the solution of this problem is a very

hard task, but, to make the situation less serious than it is and to hold out hope,

we must remember the definition of ‘‘invention’’: invention is something that all

people considered impossible to realize, until a person who was not informed about

this dogma, created it.
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247. Kovács, A., Kolossváry, I., Csonka, G.I., and Hargittai, I., Theoretical study of intramolecu-

lar hydrogen bonding and molecular geometry of 2-trifluoromethylphenol, J. Comput. Chem.,

17, 1804–1819 (1996).
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CHAPTER 3

CHANGES OF ELECTRON PROPERTIES

IN THE FORMATION OF HYDROGEN BONDS

Spatial study of descriptors computed from the ab initio
electron density and the electron localization function

LUIS F. PACIOS

Unidad de Quı́mica y Bioquı́mica, Dep. Biotecnologı́a, E.T.S.I. Montes, Universidad Politécnica de

Madrid, E-28040 Madrid, Spain

Abstract The purpose of this chapter is to provide a theoretical analysis of the changes occurring

in the molecular electron distribution of two monomers at different distances as they

move closer to form a hydrogen bond. The study focuses on properties computed from

electron densities, electrostatic potentials, and electron localization functions obtained

in quantum correlated calculations for dimers linked by N–H� � �O and O–H� � �O
hydrogen bonds. The variation of these properties with the intermolecular distance

allows to explore changes in the electron distribution of the interacting molecules and

gain thus insight into the electronic nature of the interactions that underlie hydrogen

bonding. Since the goal is to identify essential features, the study concentrates on

conventional H-bonds which are central representative examples of the interaction.

Keywords: Hydrogen bonding; electron density; electrostatic potential; electron localization

function; topological descriptors; atomic charges.

1 INTRODUCTION

Since about 1990 new types of interactions identified now as hydrogen bonds

have considerably widened the range of associated energies to cover more than

two orders of magnitude [1–11]. A continuum of strengths [1, 5, 11] exists

ranging from a few tenths of kcal/mol for weak H-bonds [2–4] that are hardly

distinguishable from van der Waals interactions to a few tens of kcal/mol for

strong H-bonds [6–10] that exhibit features typical of covalent bonds. The

energy range 2–15 kcal/mol, traditionally assigned to hydrogen bonding as a

whole, is today representative of what one could call ‘‘classical’’ H-bonds like

those involving N–H or O–H donor groups and N or O acceptor atoms.
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Although with fluctuating intensity, hydrogen bonding has been the subject

of research for nearly one century [11]. If the importance of classical H-bonds

for a vast number of chemical systems has been the main reason for this long-

lasting interest, new H-bonds have triggered a renewed activity in scientific

fields that range from solid state [5] to biology [12]. Particularly interesting in

this regard are the new perspectives opened by H-bonds at both ends of the

strength spectrum for protein chemistry. Although unequivocal evidence for

the existence of weak H-bonds with C–H donor groups was already presented

in 1982 [13], their role in proteins, discovered in 1995 [14], might help to explain

as yet unsolved problems in protein structure, stability, and folding [12, 15, 16].

Short strong H-bonds (SSHBs) with low barriers to proton transfer and the

so-called low-barrier H-bonds (LBHBs) were observed in gas phase long ago

[17] but the proposal that they could play a role in enzymatic catalysis was

suggested in 1992 [18]. Although SSHBs and LBHBs are not the same thing [9,

19], the existence of strong H-bonds (with or without low barrier to H transfer)

in active sites of enzymes has been largely confirmed and their properties used

to explain a variety of observations in proteins [20, 21] and catalytic processes

[22–24].

1.1 Nature of Hydrogen Bond

As ‘‘new’’ H-bonds have been responsible for the intense revival of hydrogen

bonding research carried over the last 10 or 15 years, classical H-bonds are also

now studied from a broader perspective. Even the most classical of H-bonds,

namely O–H� � �O and N–H� � �O, have been recently under debate [25–33].

Experimental measurements of Compton profile anisotropies of ordinary ice

[25] and urea crystals [26] were first interpreted as direct evidence for partial

covalency of H-bonds [25, 27]. This interpretation was contested by alternative

explanations in terms of antisymmetrization of the product of monomer wave

functions [28] or as a result of calculations using maximally localized Wannier

functions [29]. This controversy, however, has demonstrated that the measured

Compton profiles in solid water and urea cannot be explained without con-

sidering the quantum nature of the interaction underlying hydrogen bonding in

these systems [30]. Moreover, other reports have directly pointed out some

degree of covalent character for the 27 representative O–H� � �O bonds of the 7

phases of ice [31].

Protein chemistry provides again an illustrative example of the new light cast

on conventional H-bonds. Baker and coworkers [32, 33] have used the geomet-

ric characteristics of H-bonds in a dataset of 698 high-resolution protein crystal

structures to develop an orientation-dependent hydrogen bonding potential.

Upon analyzing more than 100,000 H-bonds (most of them N–H� � �O back-

bone–backbone links), these authors concluded that quantum effects are utterly

essential to explain the spatial orientation of these H-bonds [32] and even stated

explicitly their partial covalent nature [33].
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As a consequence of all this research, the complexity of hydrogen bonding

has increased dramatically in recent years. It is already not possible to consider

any A–H� � �B hydrogen bond as an electrostatic interaction between a strongly

polar group Ad��Hdþ on the one side and an atom Bd� on the other side, with

A and B electronegative elements restricted mainly to N, O, and halogens, as

most chemistry and biochemistry textbooks still do when the topic is intro-

duced. In spite of the great amount of data provided by new experimental

observations and theoretical calculations, the ultimate nature of hydrogen

bonding is not revealed yet. Insofar as the term ‘‘H-bond’’ refers nowadays to

a much broader phenomenon than recognized before, it is unlikely that one

single unified description should be able to cover all the interactions currently

grouped under that label. It seems more appropriate to focus on categories of

H-bonds searching for properties that characterize them as unambiguously as

possible. While quantum calculation is the obvious theoretical methodology

for this purpose, one still needs to extract useful information from quantum

results [34].

1.2 Analyses of Quantum Results

There is a general agreement that accurate quantum studies on hydrogen bonds

require flexible basis sets, i.e., triple-z with at least one set of diffuse

and polarization functions (especially on H atoms: it is surprisingly frequent

to find in the literature calculations that exclude these functions from hydro-

gens) and treatment of electron correlation by means of either wave function-

based or DFT-based methods [34–41]. Since these requirements have rendered

useless much of the outdated theoretical material published before 1990,

one can consider that the efforts to characterize hydrogen bonding from a

quantum viewpoint are more or less 15 years old (see the historical comments

in Ref. 5).

In order to investigate the essential features of the interaction underlying

hydrogen bonding, data provided by quantum results can be roughly grouped

into three broad categories: geometries, energies, and electron properties [34, 35,

41]. This chapter focuses on the latter. Given that the electron density r(r) at an

optimized geometry contains the essential quantum information of a system, the

molecular r(r) (an observable and experimentally measurable quantity [42]) is

the main object to analyze. Electron populations obtained from conventional

schemes [43] or more elaborate natural bond orbital (NBO) analyses [44] (strictly

a wavefunction-dependent not a density-dependent approach) give insight into

the electron nature of the H-bonded molecular aggregates. However, the quan-

tum theory of atoms in molecules (AIM) developed by Bader and collaborators

[45, 46] is the formalism most frequently used in recent years to analyze r(r). The

tools provided by this approach have proven so useful in extracting chemical

information from quantum results that a great deal of work has been devoted to
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the applications of the AIM theory to hydrogen bonding. The subject not only

has been presented in numerous reviews and articles [2, 5, 20, 31, 40, 41, 47–49],

but it has also been covered in the other chapters of this volume, so an introduc-

tory outline is not necessary here.

The continuous electron density plus the discrete set of nuclei define the

total charge density D(r) of a molecular system. The electrostatic potential U(r)

[50–52] is related to D(r) through Poisson’s equation:

r2U(r) ¼ �4pD(r)(1)

This relation suggests that U(r) can be regarded as a fundamental quantity

which explains the use of electrostatic potentials to lay down guidelines

on hydrogen bonding research [51, 53]. For instance, the positions of

minima of U(r) associated with H-accepting (or electron donating) centers in

isolated molecules were shown to predict successfully sites and directionality of

H-bonds in a number of systems [51]. It was also found that there is a

complementarity between regions of positive potential around donor groups

and regions of negative potential for acceptor groups (see Sect. 3.3) [11, 53].

Very recently, the electrostatic potential at selected atomic sites has been

used as an index to quantify the reactivity of molecules with respect to H-

bond formation [54, 55]. Although properties based on U(r) have an obvious

interest to explore molecular interactions, reports dealing with H-bond

applications are scarce in the last years. The computational effort required

to calculate ab initio electrostatic potentials (see Sect. 2.2.4) and the more

complex topology of U(r) [56] as compared with that of r(r) on the one side,

and the great success of AIM analyses of electron density (much easier

to compute) on the other side, are probably the reasons for the relative

scarcity of electrostatic potential applications in current hydrogen bonding

research.

In 1994, Silvi and Savin [57] proposed a new approach to explore chemical

bonds using topological techniques similar to those of Bader’s theory applied to a

relatively simple function of r(r): the electron localization function (ELF), h(r)

(its definition and meaning are outlined in Sect. 2.2.5). This function was earlier

introduced to provide a description of electron localization independent

on orbitals [58]. Similar to what the AIM theory does for r(r), the topological

analysis of the h(r) gradient vector field yields basins of attractors that

allow partitioning the molecular space into domains. However, unlike domains

of r(r) which are atomic in nature, domains of h(r) are explicitly associated

with bond or lone electron pairs in consistency with the Lewis description in

terms of electron pairs [57]. The topological analysis of the ELF, which may

be viewed as a complement to Bader’s theory, has rendered fruitful applications

on a variety of molecular problems (representative examples may be found

elsewhere [59–62]). Applications to H-bond complexes have begun to appear

recently [63, 64].
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1.3 Dependence on the Intermolecular Distance

The variation with the intermolecular distance of electron properties as mono-

mers initially separated move closer until a H-bond forms between them gives

an especially useful insight into the nature of the interaction. However, the vast

majority of reports dealing with analyses of quantum results refer to properties

at equilibrium geometries so that relationships between H-bond distances and

electron descriptors are usually established by considering different systems at

their observed or computed equilibrium structures. We started a research

program intended to investigate the dependence on the intermolecular distance

of a variety of properties obtained from r(r) and h(r) as well as geometry data

and other descriptors [65–72]. This work, that initially regarded classical

H-bonds [65–69], has been recently extended to strong H-bonds and associated

proton transfer processes [70–72]. A related report by Espinosa et al. on dimers

involving acceptor groups with fluorine has also been recently published [73].

This chapter presents an overview of the variation with the intermolecular

distance of electron properties computed from the electron density r(r), elec-

trostatic potential U(r), and ELF h(r). The terms associated with energy

components are not mentioned deliberately to avoid preconceptions which

are unfortunately so frequent when decomposition schemes (necessarily artifi-

cial in molecular orbital calculations) are used to investigate hydrogen bonding.

On the contrary, this discussion focuses on subtle changes occurring in the

electron distribution of the system as monomers interact at closer distances

until a H-bond is formed. Since the ultimate goal is gaining insight into the

physical nature of hydrogen bonding, the study concentrates on classical

N–H� � �O and O–H� � �O bonds because they are central examples representative

of the interaction and any particular effect is thus, in principle, precluded. This

research will be extended in the near future toward both weak and strong sides

of the broad H-bond spectrum described above.

2 COMPUTATIONAL BACKGROUND

This overview analyzes the electron redistribution that takes place in two

interacting monomers upon H-bond formation. The systems selected (shown

in Fig. 1) focus on the two most important classical H-bonds, O–H� � �O and

N–H� � �O, and cover both donor and acceptor roles of every monomer. They

are the following: (a) water dimer (WD), (b) methanol–water complex (MW),

(c) water–methanol complex (WM), (d) formic acid dimer (FAD), (e) forma-

mide dimer (FD), and (f) formamide–formic acid complex (FFAC). Systems

(a)–(c) are bound by one single O–H� � �O bond whereas cyclic dimers (d)–(f) are

linked by two H-bonds. In FAD and FD homodimers, both monomers behave

simultaneously as donor and acceptor while in the FFAC heterodimer, for-

mamide and formic acid play competing roles.
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2.1 Quantum Calculations

Ab initio MP2/6-311þþG(d,p) calculations were performed to obtain geo-

metries and electron densities. The perturbative MP2 approach is one of the

wavefunction-based methods most frequently used to include electron correl-

ation and its well-gained reputation needs no further comments. The basis set
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Figure 1. Equilibrium geometries of dimers with O–H� � �O and N–H� � �O hydrogen bonds.
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chosen is the smallest one that includes all the requirements needed to treat

H-bonds: triple-z plus one set of diffuse and polarization functions in all the

atoms [34, 35, 38]. Although the rapidly increasing capabilities of computers

allow applying this level of theory to H-bond systems of moderate size, it is still

computationally too demanding to be routinely used. DFT methods are obvi-

ous candidates for overcoming this problem, but, though the popular B3LYP

hybrid approach gives very good results in many H-bond systems [37, 66, 67],

the known deficiency of DFT to describe dispersion effects is a drawback to

take into consideration [39].

Equilibrium and nonequilibrium geometries were optimized in redundant

internal coordinates using analytic gradients without symmetry constraints.

Since this study focuses on electron properties, no correction for basis set

superposition error (BSSE) was made in the optimizations (we have reported

before BSSE-corrected energies for these dimers [66–68]). Once the equilibrium

structures shown in Fig. 1 were found, five nonequilibrium geometries were

optimized for every dimer at fixed intermolecular distances R (see Fig. 1: note

that this variable is R(O� � �O) for WD, MW, and WM, and R(C� � �C) for FAD,

FD, and FFAC) with values 0.2 Å shorter and 0.2, 0.4, 0.8, and 1.6 Å longer

than equilibrium Req. In what follows, these geometries will be referred to in all

the figures by indicating the R� Req difference as X-axis. Electron densities r(r)

were then obtained in single-point calculations at the six optimized structures

of every complex. Geometries and electron densities were computed with

gaussian03 [74].

2.2 Electron Properties

The following sections describe the electron properties analyzed.

2.2.1 Topological descriptors of the electron density

Critical points (CPs) of the electron density, rc, are points where the gradient of

r(r) vanishes. The sign of the eigenvalues of the Hessian of r(r) calculated at rc

sets the topological category of any CP: a bond critical point (BCP) is a (3, �1)

point and the local value of a property X computed at it, X (rc) ¼ Xc, is a

topological descriptor which can be used to characterize the type of bonding

[45, 46]. According to the AIM theory, the essential condition to detect an

A–H� � �B hydrogen bond is the existence of a (3, �1) BCP at the H� � �B path

and some of its properties have been proposed to set the criteria to characterize

hydrogen bonding [41, 46–48, 75]. Location and characterization of BCPs as

well as the calculation of local properties (electron density, rc, Laplacian of

r(r), r2rc, and total energy density, Hc) were accomplished with extreme, a

module of the aimpac suite [76]. Numerical grids to render electron density

isocontour maps were computed with checkden, a program that reads WFN

output files generated by gaussian (and other packages as well) and calculates

a variety of electron functions [77].
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2.2.2 AIM atomic charges

According to the AIM theory, an ‘‘atom’’ is defined as a region of space

bounded by a surface that is not crossed by any gradient vectors of r(r) (the

so-called zero-flux property) [45]. A molecular system is thus partitioned into

atomic basins whose boundaries are such surfaces. Integration of the electron

density over an atomic basin A gives its total electron population NA so that the

net atomic charge is qA ¼ ZA �NA. Koch and Popelier proposed the use of qH

in one of their criteria to characterize H-bonds [75] and very recently, Bader

and Matta have emphasized the quantum observable nature of the AIM

charges and their central role in a wide range of experimentally measurable

properties [78]. Numerical integration of r(r) over AIM basins was done with

proaim, the integration module of aimpac [76].

2.2.3 NBO populations

The NBO method makes use of the first-order reduced density matrix to

optimally transform a given wave function into localized form corresponding

to one-center (lone pair) and two-center (bond) elements of the conventional

Lewis picture (a comprehensive overview of the NBO method exists [79]).

Although much less applied to hydrogen bonding than other theoretical

tools, the usefulness of NBO analyses to highlight the nonelectrostatic nature

of H-bonds was demonstrated by Weinhold in 1997 [44]. More recently, NBO

data have been shown to reveal interesting features in the covalent–hydrogen

bonding transition occurring in proton transfer associated with strong H-bond

complexes [72]. Natural orbitals obtained from MP2/6-311þþG(d,p) wave

functions of the systems in Fig. 1 were used to compute NBO charges and

electron lone pair populations with the program NBO 4.M [80] implemented in

the q-chem package [81].

2.2.4 Electrostatic potentials

The electrostatic potential U(r) created at r by a molecular system composed of

a set of nuclei located at RA with nuclear charges ZA and a continuous electron

density r(r0) is expressed by [50–52]

U(r) ¼
X

A

ZA

RA � rj j �
Z

r(r0)

r0 � rj j dr0(2)

Equation 2 is simply an expression of Coulomb’s law in atomic units and

gives the energy acting on a unit positive charge located at r due to the net

electrostatic effect arising from positive point charges of nuclei and the negative

charge distribution of electrons. The sign of U(r) in any particular region will

depend on whether nuclear or electron effects are dominant there. H-bond

systems display complementary regions of positive potential around donor

groups and negative potential around acceptor groups [11, 53]. The electro-

static potential at a nucleus, U0, is also a quantity of interest inasmuch as
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rigorous expressions relating U0 with energies of atoms and molecules have

been known for years [50]. Values of U0 at selected sites, particularly hydrogen

nuclei, have been used as descriptor indexes for the H-bond formation [54, 55].

It follows from Eq. 2 that the electrostatic potential at a nucleus is given by

U0 ¼ �
Z

r(r)

r
dr(3)

Although the rigorous evaluation of U(r) (i.e., all of the integrals arising from

the electronic term in Eq. 2 being calculated exactly) was in the past hampered

by the computational effort involved, it has become easily affordable thanks to

the capabilities of modern computers. However, if a molecular system has tens

of atoms, basis sets include polarization functions with ‘ � 2, and grids of

points large enough to probe representative regions of space are required, the

computational burden is still so heavy even by current standards that the use of

ab initio electrostatic potentials remains far from routine in hydrogen bonding

research.

The rigorous calculation of U(r) was performed at selected planes for systems

in Fig. 1 with checkden [77] using 2D grids with step size of 0.05 Å, which in

some cases amounts to more than 32,000 points. This program has also been

used to calculate values at nuclei of electrostatic potentials, U0, and electron

densities, r0.

2.2.5 Electron localization functions

The ELF originally proposed by Becke and Edgecombe [58] is defined as

h(r) ¼ 1þ T � TW

TTF

� �2
" #�1

(4)

with

T ¼ 1

2

X

i

rwi(r)j j2, TW ¼
1

8

rr(r)j j2

r(r)
, TTF ¼

3

10
3p2
� �2=3

r(r)5=3

Assuming a density r constructed with orbitals wi, T defines the actual

kinetic energy density of the system while TW and TTF are the von Weizsäcker

(W) and Thomas–Fermi (TF) kinetic energy functionals, respectively [82].

Whereas the TF functional gives the kinetic energy of a homogeneous electron

gas, the W functional accounts for inhomogeneity corrections through the

presence of rr and gives the local kinetic energy of a bosonic-like system,

i.e., a system of noninteracting particles of density r without the Pauli repulsion

[58]. Therefore, for a system of fermions with the same r, the difference T � TW

can be interpreted as the local excess of kinetic energy due to the Pauli repulsion

and, choosing TTF as the scaling factor, one can quantify locally the repulsion

between electrons due to the exclusion principle in kinetic terms. The ELF can
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thus be viewed as a measure of local electron localization [58] with values

restricted to 0 � h(r) � 1 because of the normalized Lorentzian-type definition,

Eq. 4. In regions where electrons are alone or form opposite spin pairs, the

Pauli repulsion is low, T � TW is small, and h(r) is close to 1, with upper limit

h(r) ¼ 1 corresponding to perfect localization. Contrarily, at boundaries

between such regions, there is a high probability of same spin pairs, T � TW

is high, and h(r)! 0. The value h(r) ¼ 1
2
corresponds to electron delocalization

in regions with gas-like-pair probability at which T ¼ TW � TTF. Graphical

representations of electron localization for the H-bond systems in Fig. 1 were

obtained by plotting isosurfaces of the ELF computed with checkden [77].

The topological analysis of the h(r) gradient vector field yields CPs that enable

partitioning the molecular space into basins of attractors [57]. There are basically

two types of basins: core basins aroundnuclei and valence basins in the remaining

space [59]. Whereas a core basin, labeled C(A), is necessarily centered on one

single atomA, a valence basin is characterizedby its synaptic order, defined as the

numberof cores towhich it is connected.There are disynaptic valence basinsV(A,

B) shared by A and B atoms and monosynaptic valence basins V(A) containing

one electron lone pair in atom A [59–62]. For instance, water molecule has one

core basin C(O), two disynaptic valence basins V(O, H1) and V(O, H2), and two

monosynaptic valence basins V1(O) and V2(O) for the two lone pairs of oxygen.

This characterization of domains of h(r) has thus a clear chemical signification

explicitly associated with bond or lone electron pairs which complements the

topological analysis of r(r) provided by the AIM theory. From a quantitative

point of view, a localization basin (core or valence) is characterized by the

integrated values of some operators ÂA over the basin: ÂA ¼ 1 yields simply its

volume while integrating ÂA ¼ r(r) gives the electron population of the basin.

The topological analysis of the ELF and the calculation of integrated prop-

erties were performed with the TOPMOD package [83]. A step interval of 0.07

bohr was chosen in each space direction to set 3D grids of ELF basins. For the

systems in Fig. 1, this gives place to a number of points per geometry between

3:8� 107 and 9:4� 107 depending on the intermolecular distance.

3 VARIATION OF ELECTRON PROPERTIES

Mutual interaction between two approaching molecules produces changes in

their electron distributions. If a hydrogen bonding complex is eventually formed,

these changes will be mainly concentrated at the immediate environment of the

H-bond. The variation with the intermolecular distance of properties chosen to

probe the whole electron distribution will provide essential information to infer

the nature of the interaction. This is the purpose of this section that addresses

properties presented in Sect. 2.2 for the classical H-bonds shown in Fig. 1. In

what follows, the six geometries corresponding to R� Req intermolecular dis-

tances indicated in Sect. 2.1 will be investigated for every system. Table 1

presents some reference data for their equilibrium (R� Req ¼ 0) geometries.
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3.1 Electron Density: Topological Descriptors

Hydrogen bonding complexes present electron distributions that exhibit isocon-

tours of high density enclosing both monomers. This is illustrated in Fig. 2 by

plotting isodensitymaps for a singleH-bond complex (MW)andadimerwith two

H-bonds (FD). To assess the degree of electron density sharing between mono-

mers one should recall that r ¼ 0:001 or 0.002 a.u. (two outermost isocontours in

Fig. 2) have been proposed as outer limits to define molecular size and shape [45,

84]. In spite of the different strengths of H-bonds in MW and FD (see Table 1),

both complexes show the same r ¼ 0:02 a.u. value for the largest (within the set

drawn) isocontour that encloses bothmonomers, an electron density one order of

magnitude larger than the outer isocontour taken to setmolecular size and shape.

That large sharing of r(r) between monomers (not usually highlighted in

hydrogen bonding studies) is accompanied by a local electron redistribution

that leaves the proton partially deshielded. This electron deficiency of hydrogen

becomes apparent in the r(r) value at the nucleus, r0(H), plotted in Fig. 3. Note

how the deficiency is greater, i.e., r0(H) is lower, for O–H� � �O bonds in FAD

and FFAC, and increases more sharply near equilibrium. These two curves not

only show the lowest r0(H) in this plot but they also exhibit the greatest

difference with respect to monomer values (formic acid in this case). If one

considers that shorter intermolecular distances could be associated with

stronger H-bonds and that these two bonds have the shortest O� � �O distances

(see Table 1), their larger electron deficiency at the H nucleus should also

indicate stronger hydrogen bonding.

A similar effect is found for the electron density at A–H donor groups.

Values of r(r) at the BCP of this covalent bond plotted in Fig. 4 show again

a slight deficiency with respect to isolated monomers, although with a smaller

magnitude than r0(H). The shape of these curves is also similar to those of Fig.

3, which suggests that a closer proximity between monomers is accompanied by

small losses of electron density that are felt at H-donor bonds as well as at the

position of the H nucleus.

Table 1. Distances in A–H� � �O hydrogen bonds (Å) and energies (kcal/mol) for equilibrium

geometries of the H-bond systems in Fig. 1

Dimer A r(A–H) R(H� � �O) R(A� � �O) DEa DEb

WD O 0.9656 1.950 2.914 6.03 5.05

MW O 0.9643 1.942 2.906 6.11 4.72

WM O 0.9676 1.894 2.856 6.62 5.36

FAD O 0.9897 1.726 2.716 14.3 14.0

FD N 1.023 1.898 2.915 13.3 12.8

FFAC N 1.020 1.940 2.927 14.5 14.3

FFAC O 0.9943 1.692 2.685

a MP2/6-311þþG(d,p) BSSE-uncorrected values of jE(dimer)� E(monomers)j
b B3LYP/6-311þþG(d,p) BSSE-corrected dissociation energies from Refs. 66 and 67
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The local value of r(r) at the BCP of H-bond H� � �B paths is one of the

most frequently used topological descriptors in hydrogen bonding studies. For

instance, one of the Koch–Popelier criteria [46, 75] to characterize H-bonds

establishes the range rc ¼ 0:002�0:040 a.u. for equilibrium structures.

The fact that it correlates with H-bond energies has led to treat this parameter

as a measure of hydrogen bonding strength [41, 85, 86]. Reports for a large

set of complexes have shown an exponential increase of rc with shorter H-bond

distances [85, 86] and the same behavior has been found for different distances

within a given system [66–70, 73]. If one recalls the known exponentially

decaying behavior of the electron density at long distances [45, 82], greater

values of rc at interatomic regions are expected for stronger local bonding.

Fig. 5 plots the variation of rc with the H� � �O distance. The increase of rc seen

O O
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H

H

H

H

H

H

H

H

N O

O

C C

N

Figure 2. Electron density isocontour maps for MW (top) and FD (bottom) at equilibrium geo-

metries. Nuclear positions are represented as circles, intermolecular BCPs as squares, and the RCP

as a triangle. Outermost contour has r ¼ 0:001 a.u. and remaining contours equal 2� 10n, 4� 10n,

and 8� 10n a.u., with n ¼ �3, �2, �1, 0, 1, and 2.
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in this figure is in contrast to the decrease of r(r) at the H nucleus (Fig. 3) and at

the A–H covalent BCPs (Fig. 4). All the curves in Fig. 5 rise exponentially with

shorter R rather similarly except again the O–H� � �O bonds in FAD and FFAC

that not only increase markedly but also show near Req values larger than the
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(m: methanol, w: water, f: formamide, fa: formic acid).
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values in the isolated monomers (m: methanol, w: water, fa: formic acid, f: formamide).
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upper limit of Koch–Popelier criterion, an additional evidence in support of

their greater strength pointed out above. The peculiar shape of the O–H� � �O
curve in FFAC is due to the sudden change found for this complex at inter-

mediate distances at which the presumably weaker N–H� � �O bond breaks (this

curve stops at R� Req ¼ 0:4Å in Fig. 5) while the stronger O–H� � �O bond

remains though exhibiting altered features [67, 87].

If values of rc at the two bond paths of A–H� � �O indicate that the electron

redistribution decreases r(r) in the covalent bond A–H and increases it in the

hydrogen bond H� � �O as A� � �O intermolecular distance shortens, the Lapla-

cian of r(r) tells how this redistribution affects the bond environment locally.

Let us recall that in the AIM theory, strong shared-shell interatomic inter-

actions (such as covalent bonding) are characterized by local concentration of

charge (r2r(r) < 0) and thus the BCPs of covalent bonds have negative r2rc,

whereas weak closed-shell interactions (such as hydrogen bonding) exhibit local

depletion of charge (r2r(r) > 0) and the BCPs of H-bonds have positive r2rc.

According to other Koch–Popelier criteria, these values must be in the range

r2rc ¼ 0:02�0:15 a.u. [46, 75].

Values of r2rc at the BCPs of A–H covalent and H� � �O hydrogen bonds are

displayed in Figs. 6 and 7, respectively. The O–H� � �O bonds in FAD and

FFAC exhibit again a different behavior to the rest of the H-bonds in both

figures. In fact, the hydroxyl group of formic acid is the only covalent bond in

Fig. 6 that increases r2rc at closer proximity between monomers whereas

changes for hydroxyl in water and methanol, and for the N–H bond in for-

mamide are nearly negligible. Since the local concentration of charge in the

vicinity of equilibrium decreases noticeably only for these two stronger
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Figure 5. Change of r(r) at the H� � �O hydrogen BCP.
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H-bonds (see their steep rise from R� Req ¼ 0:4Å inward in Fig. 6) while the

rest of the H-donor covalent bonds suffer nearly no depletion of charge, only

for these two O–H� � �O hydrogen bonds, one should properly speak of shifts of

electron density in the H-donor groups.
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The Laplacian of r(r) at the H-bond CP plotted in Fig. 7 is in all cases within

the Koch–Popelier range, and, except for the scale, changes of r2rc show a

rather similar pattern to changes of rc in Fig. 5. Both rc and r2rc increase

rapidly in the proximity of Req, i.e., larger electron densities are accompanied

by increased depletion of charge in the H� � �O paths. To interpret this obser-

vation correctly one should recall that the Laplacian of the electron density at a

point is the trace of the Hessian matrix of r(r), i.e., the sum of its three

eigenvalues or local curvatures of the density at the point. The sign of r2rc

at a (3, �1) BCP is the result of adding one positive curvature (r is a minimum)

along the interaction line (bond path) and two negative curvatures (r is a

maximum) at the plane perpendicular to the interaction line. For hydrogen

bonds, r2rc > 0 is determined by the positive curvature of r along the H-bond

paths as closed-shell interactions are characterized by relative depletion of

charge in the interatomic perpendicular surface [45]. At shorter intermolecular

distances in Figs. 5 and 7, the minimum value of r at the H-bond path is larger

(rc increases) and the concentration of charge at the perpendicular plane is

smaller (negative curvatures decrease and r2rc is more positive). Nevertheless,

the small magnitude of r2rc in Fig. 7 for these classical H-bonds is in contrast

to the great changes of this topological descriptor for strong H-bonds. As we

have recently demonstrated [72], the variation of r2rc in the transit from

covalent to hydrogen bonding associated to proton transfer occurring along a

strong H-bond connects continuously the covalent regime (as that plotted in

Fig. 6) with the hydrogen bonding regime (as that of Fig. 7) after reaching a

small maximum near the region where r2rc ¼ 0 [72].

The local value of the total energy density at a point r, H(r), is another useful

topological descriptor that provides supplementary information about the

nature of the interaction at r. The total energy density H(r) is the sum of the

kinetic energy density G(r), a positive quantity, and the potential energy density

V(r), a negative quantity, both densities related with the Laplacian of r(r)

through the local expression for the virial theorem [45, 46]:

V (r)þ 2G(r) ¼ 1

4
r2r(r)(5)

When integrated over the full space or over a basin, the integral of r2r(r)

vanishes and Eq. 5 takes the usual form of the virial theorem. If r is a BCP rc,

the sign of H(rc) ¼ Hc ¼ Gc þ Vc shows whether the positive kinetic or the

negative potential contribution is dominant. When there is an excess of kinetic

energy, r2rc > 0 in Eq. 5 and r(r) is concentrated towards the nuclei as found

in closed-shell interactions such as hydrogen bonding. A dominance of poten-

tial energy leading to r2rc < 0 in Eq. 5 may be viewed as the consequence of

accumulating charge at the BCP, as found in covalent bonds. Therefore, in

bonds with any degree or covalent character, jVcj > Gc and Hc < 0, whereas

Hc > 0 is always indicative of purely closed-shell interactions. Bonds with Hc

negative but jVcj < 2Gc are termed partially covalent [20, 31].
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Figure 8 plots the evolution of Hc at the H� � �O bond paths. The O–H� � �O
bonds in FAD and FFAC show once again a different behavior entering the

negative domain of Hc at R longer than Req and then falling abruptly. On the

contrary, the rest of the H-bonds keep their positive Hc until the equilibrium

separation and only at the closer Req � 0:2 distance they start to exhibit very

small negative Hc. As a consequence, O–H� � �O in FAD and FFAC are the only

H-bonds showing Hc < 0 at Req. Table 2 presents local values of kinetic and

potential energy densities at the hydrogen BCP as well as Hc itself for geo-

metries corresponding to these two shorter intermolecular distances. In agree-

ment with the observation that r2rc > 0 for all the systems at all the distances
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Figure 8. Change of H(r) at the H� � �O hydrogen BCP.

Table 2. Energy (Gc: kinetic, Vc: potential, Hc: total) densities (a.u.) at the H� � �O hydrogen BCP of

systems in Fig. 1 at the equilibrium distance Req and at Req � 0:2A

Req Req � 0:2

Dimer H-bond Gc Vc Hc Gc Vc Hc

WD O–H� � �O 0.02050 �0.01817 0.00233 0.03532 �0.03535 �0.00003

MW O–H� � �O 0.02115 �0.01896 0.00219 0.03688 �0.03740 �0.00052

WM O–H� � �O 0.02410 �0.02239 0.00171 0.03862 �0.03979 �0.00117

FAD O–H� � �O 0.03484 �0.03745 �0.00261 0.05617 �0.07081 �0.01464

FD N–H� � �O 0.02301 �0.02181 0.00120 0.03022 �0.03063 �0.00041

FFAC N–H� � �O 0.02096 �0.01908 0.00188 0.03133 �0.03141 �0.00008

FFAC O–H� � �O 0.03786 �0.04217 �0.00431 0.05331 �0.06667 �0.01336
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considered (see Fig. 7) and according to Eq. 5, if Hc < 0 the condition

jVcj < 2Gc must be fulfilled. In fact, Table 2 shows that this inequality holds

so that H-bonds exhibiting negative Hc at some intermolecular separations

should be considered to display partial covalent character. A behavior noticed

in Fig. 8 is that Hc takes significant values only in the proximity of the

equilibrium reaching the maxima just at Req except for the O–H� � �O bonds in

FAD and FFAC. These stronger H-bonds show large potential energy effects

that compensate the greater kinetic contributions near Req (see Table 2) thus

leading to Hc < 0 in that region, but they exhibit positive Hc values distinctly

larger than the rest of the H-bonds at long distances (especially O–H� � �O in

FFAC). Both observations illustrate the dominance of kinetic effects in the

associated electron redistribution.

3.2 AIM Charges and NBO Populations

The most conventional picture of any A–H� � �B hydrogen bond is probably the

electrostatic point-charge image Ad��Hdþ � � �Bd� that highlights the role of

electronegativity of atoms directly involved. For the classical H-bonds and

regardless of the complexity of the image suggested by electron effects, one

should expect such a qualitative charge arrangement. Changes with R of the

difference between dimer and monomer atomic charges in A–H� � �O bonds are

plotted for the H-donor atom A (N, O) in Fig. 9, for H-acceptor O in Fig. 10,

and for H in Fig. 11, while the corresponding monomer values are listed in

Table 3 for reference. In what follows, the results of integrating r(r) over AIM
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basins and those of adding NBO populations ascribed to atoms are discussed

together. Given the rather different nature of AIM and NBO atomic charges,

their common features discussed in this overview reveal essential characteristics

of bonding, avoiding thus artifactual issues so frequent when dealing with other
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electron populations based upon less elaborate approaches (see the recent

discussion by Bader and Matta on the meaning of ‘‘atomic charges’’ in Ref. 78).

The changes of curvature seen in some curves of FFAC are due to the

changes suffered by this complex described above. When both monomers in

FFAC separate from equilibrium, the N–H� � �O bond breaks leaving the system

bound by the single O–H� � �O bond. This process involves a particular electron

redistribution at intermediate distances which in turn gives rise to local alter-

ations, but, except for some wiggles in that region, this specific change has no

effect on the general trends studied, so that, as it has been addressed in separate

papers [67, 87], it will not be further considered in this overview.

With the only exception of the donor atom A in FAD, FD, and FFAC for

which there is a qualitative discrepancy between AIM and NBO results, trends

shown by all the charges in Figs. 9–11 comply with the Ad��Hdþ � � �Bd�

picture. Regarding the donor atom A in Fig. 9, AIM predicts a steady increase

in its negative charge as the monomers move closer, with all the oxygens

showing nearly identical variation. Since AIM charges give populations of

atomic basins of r(r), the electron redistribution occurring at all the intermo-

lecular distances is felt as continuous changes of q with R (this remark is of

course also valid for Figs. 10 and 11). NBO predicts a similar trend only for

systems with one single H-bond whereas for cyclic dimers with two H-bonds,

qA changes very little with R and only near the equilibrium it shows slight

differences decreasing its negative value by less than 0.02e. This makes the

disagreement with AIM scarcely significant, especially when one considers that

both methods agree in predicting similar trends for changes of charges in

H� � �O. In fact, AIM and NBO qO curves in Fig. 10 are essentially identical

for WD, MW, and WM, and exhibit rather similar patterns for FAD, FD, and

FFAC (note the identical sequence shown by AIM and NBO curves of these

complexes in the inner region). This H-acceptor atom increases its negative

charge at all the intermolecular separations. If for AIM charges this variation

may be viewed as the direct consequence of the repeatedly mentioned electron

redistribution, the greater sensitivity of NBO charges for H-acceptor atoms as

compared with H-donor atoms suggests a possible effect due to electron lone

pairs. In fact, since NBO one-center atomic charges include population of lone

pairs on that center, this difference between electronegative A and O atoms

Table 3. Monomer atomic charges (e) of the atoms involved in A–H� � �O hydrogen bonds

AIM NBO

Monomer A qA qH qO qA qH qO

Water O �1.1328 0.5664 �1.1328 �0.8977 0.4488 �0.8977

Methanol O �1.0941 0.5577 �1.0941 �0.7178 0.4430 �0.7178

Formic acid O �1.1279 0.5971 �1.1244 �0.6683 0.4714 �0.5362

Formamide N �1.2238 0.4261 �1.1308 �0.8099 0.3898 �0.5619
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points to a distinct role played by the lone pairs of oxygen. One of the

traditional views of hydrogen bonding has been the involvement of a lone

pair of the H-acceptor Bd� atom in the interaction. The variation of NBO

charges plotted in Fig. 10 is consequent on that role which is further explored

below using the information provided by the ELF (see Sect. 3.4).

Figure 11 shows that hydrogen loses charge increasing thus its positive

charge Hdþ upon closer approximation between monomers. This well-known

effect constitutes another Koch–Popelier criterion [46, 75] and is one of the

main characteristics of the interaction. The AIM curves in Fig. 11 split into

systems with one single H-bond and systems with two H-bonds, with qH values

in these cyclic dimers also showing a slightly different behavior in O–H� � �O and

N–H� � �O bonds. Since AIM charges are obtained integrating r(r) over atomic

basins, and H basins suffer greatest spatial changes due to their location

between A and O basins in molecular space, the magnitude of the variation

of qH with R is in general the largest one of the three atoms in H-bonds. The

NBO values of qH are not very different to AIM values at long and intermediate

distances in Fig. 11, but in the proximity of equilibrium, they are smaller than

AIM and have a magnitude more similar to qA (Fig. 9) than to qO (Fig. 10).

Since NBO charges are one-center natural populations, this is consistent with

the direct connection between H and A atoms in the covalent bond A–H.

Comparison between the variation of AIM and NBO atomic charges reflects

the magnitude of effects associated to hydrogen bonding at different intermono-

mer distances. Atomic basins of r(r) extend over the wholemolecular space of the

system [45, 46] so that the AIM basins of the three atoms in A–H� � �O feel a subtle

electron redistribution that changes in a continuous manner with R. These

changes are revealed in continuous variation of the associated populations as

indicated by the comparable magnitude of AIM values for A, H, and O atoms at

any distance. On the contrary, the variation of NBO charges depends on the

molecular orbital effects directly felt by the bonded atoms. This implies that the

magnitude of the variation of the NBO charges is smaller than that of the AIM

charges, and as discussed above, the behavior of oxygen is different due to the role

of its lone pairs. Although the AIM and NBO analyses provide distinct informa-

tion that gives rise to distinct individual atomic features, they agree closely in

predicting the spatial evolutionofnet electronchargesofmonomerpartnersat the

whole range of intermolecular distances, as Fig. 12 clearly illustrates.

These net charges are obtained by adding all the atomic charges in every

monomer. According to the Lewis concept of an acid as an electron acceptor

and a base as an electron donor, H-donor monomers in Fig. 12 gain charge

(q < 0) and H-acceptor monomers lose charge (q > 0). Water and methanol in

single H-bond complexes show small net charges about 0.015e at Req and

0.025e at Req � 0:2Å, whereas FFAC exhibits larger charges about 0.040e at

Req and 0.045e at Req � 0:2Å. The negative value in this complex belongs to

formic acid that behaves as the net H-donor acid while formamide is the

positive net H-acceptor base, in agreement with the aforementioned data
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indicating that O–H� � �O is stronger than N–H� � �O in FFAC. Note besides the

rather different behavior of this system at intermediate and long distances.

Whereas the rest of the complexes show noticeable charges only at the close

proximity of equilibrium, FFAC reveals hydrogen bonding effects as soon as

the monomers begin to approximate, and even at distances 1.2 Å longer than

Req they present net charges comparable to those of the single H-bond systems.

FAD and FD are symmetric dimers in which both monomers behave simul-

taneously as H-donor (acid) and H-acceptor (base), and have thus net charge

zero at any distance. As a final consideration regarding charge effects, the

excellent agreement between the AIM and NBO curves in Fig. 12 indicates

that despite the different type of information provided by both methods, they

are able to identify a coincident response of hydrogen bonding partners to

charge transfer effects underlying the interaction.

3.3 Electrostatic Potentials

The value of the electrostatic potential U(r) created by a molecular system at a

point r gives the electrostatic energy on a unit positive charge located at r and the

sign indicates whether the nuclear or the electron term in Eq. 2 is dominant there.

U(r) is a useful property to study reactivity given that an approaching electrophile

will be attracted to negative regions (particularly to points with most negative

values), where the electron distribution effect is dominant. Experimental U(r)

computed with electron densities obtained from X-ray diffraction data has been

used to explore the electrophilicity of hydrogen bonding functional groups
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[11, 88]. The study of experimental and theoretical U(r) shows that H-donor

and H-acceptor properties of molecules are revealed by positive and negative

regions, respectively, so that the formation of a H-bond can be regarded as the

consequence of a complementarity between the electrostatic potentials [11, 53].

At H-bond distances, however, these regions superimpose and cancel in the

intermolecular region [53, 88].

This complementarity between electrostatic potentials is illustrated for a single

H-bond complex (MW) in Fig. 13 and a dimer with two H-bonds (FD) in Fig. 14.

As it is readily noticed in these plots, U(r) for H-donor and H-acceptor mono-

mers merges into one common positive region around the H-bond embracing

both partners in complexes. These maps show also features that relate the

electrostatic potential to the NBO charges discussed in Sect. 3.2 and ELF

properties addressed in Sect. 3.4 with regard to electron lone pairs of H-acceptor

oxygen. Isolated water (Fig. 13b) and formamide (Fig. 14a or 14b) monomers

exhibit negative regions around oxygen that clearly points to two lone pairs as

sites of electrophilic attack. These regions enclose two minima in water (inner-

most negative contours in Fig. 13b) and are symmetrically located around O

nucleus while in formamide the presence of the NH2 group distorts that sym-

metry slightly (compare the shapes of both negative regions around O in Fig. 14a

or 14b). Upon hydrogen bonding, one of those negative regions remains virtually

unchanged whereas the other suffers distinct changes: its extension decreases in

MW (above acceptor oxygen in Fig. 13c) and nearly disappears in FD (see the

very small two-lobe negative region in the bond ring interior in Fig. 14c).

Changes with respect to isolated monomers displayed by the negative part of

U(r) in H-bond complexes are in agreement with the expected direct involvement

of one of the lone pairs of H-acceptor oxygen in the interaction.

Figure 15 plots electrostatic potentials for MW and FD at geometries corre-

sponding to an intermolecular distance 0.8 Å longer than Req. The remarkable

similarity of these maps with those of equilibrium in Figs. 13c and 14c illus-

trates the long distance behavior of the electrostatic complementarity between

monomers. However, it is interesting to consider the magnitude of U(r) in the

intermonomer region to gauge the electrostatic differences due to different

intermolecular distances. As for the set of isocontours plotted in these maps,

the innermost value of U(r) that embraces both monomers in MW is 80 kcal/

mol at Req (Fig. 13c) and 20 kcal/mol at Req þ 0:8 (Fig. 15a), whereas for FD,

these values are 100 kcal/mol at Req (Fig. 14c) and 20 kcal/mol at Req þ 0:8
(Fig. 15b). The proximity to equilibrium structures becomes thus apparent in

the magnitude of the electrostatic potential in the electropositive region sur-

rounding the H-bond. Save for this quantitative difference in the arrangement

of U(r) > 0 isocontours, the division of space into negative and positive regions

is rather similar in both geometries as the virtually identical shapes of U(r) ¼ 0

border reveal. These considerations indicate that, upon hydrogen bonding, the

electrostatic potential suffers a rearrangement similar to the electron density

redistribution discussed before.
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Figure 13. Electrostatic potential isocontour maps at the plane of O–H� � �O bond for MW at

equilibrium. Contours are U(r) ¼ �p� 10n ((p ¼ 2, 4, 6, 8, 10), n ¼ 0, 1, 2) kcal/mol, increasing

(full lines positive) and decreasing (dashed lines negative) from contour U(r) ¼ 0:0 (bold line): (a, b)

Isolated monomers (a: methanol, b: water) at the complex geometry. (c) Complex.
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Figure 14. Electrostatic potential isocontour maps for FD at equilibrium: (a, b) Isolated formamide

monomers at the dimer geometry. (c) Dimer. Contours as in Fig. 13.
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Information provided by the spatial distribution of electrostatic potentials is

supplemented with local values of U(r) at selected atomic sites. The electrostatic

potential at a nucleus, U0 defined in Eq. 3, is a quantity which can be used as a

reactivity parameter in the spirit of AIM topological descriptors. Linear cor-

relations between H-bond energies and U0 calculated at the sites of donor and

acceptor atoms have been reported for a series of H-bond complexes [55].

However, the most general descriptor regarding U0 is that computed at the

hydrogen site, U0(H). Excellent linear relationships between U0(H) and H-bond

energies that include terms arising from decomposition schemes have been used

to investigate hydrogen bonding abilities of molecules with a variety of func-

tional groups [54]. The variation of U0(H) plotted in Fig. 16 is in close agree-

ment with changes of r0(H) displayed in Fig. 3. Due to the expression of U0,

Eq. 3, the electron deficiency at the proton position (see Fig. 3) is noticed now

as a decreased, i.e., less negative, electrostatic potential at the nucleus. This

decrease rises exponentially with shorter distances for most of the H-bonds

investigated and at Reqþ 0.8 Å, values of U0(H) in the complexes are already

much larger than in the monomers. The sequence of values at Req for U0(H) in

Figure 15. Electrostatic potential isocontour maps for MW (a) and FD (b) at Req þ 0:8 geometries.

Gray lines and symbols in (b) indicate out of plane atoms. Contours as in Fig. 13.
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Fig. 16 and r0(H) in Fig. 3 is the same but if one looks at the scale in both plots

(recall that for an isolated hydrogen atom, U0 ¼ �1 a.u.), the electrostatic

potential at the H nucleus is a more sensitive descriptor than the electron

density. This is highlighted by expressing r0(H) and U0(H) values at Req as

relative changes with respect to monomer values. For the system showing the

smallest deviation from monomers, WD, the deficiency of r0(H) amounts to

3.7% and the decrease of U0(H) to 11.4%. For the system with the largest

deviation from monomers, O–H� � �O bond in FFAC, relative changes of

r0(H) and U0(H) are 9.7% and 18.5%, respectively.

3.4 Electron Localization Function

The description of the electron redistribution that accompanies formation of

H-bonds considered up to this point is now supplemented with information

provided by the ELF. Spatial distributions of h(r) are displayed in Figs. 17 and

18 in the form of isocontour maps at selected planes of MW and FD, respect-

ively. These plots show the most prominent feature of changes suffered by the

ELF upon hydrogen bonding: the mutual ‘‘pressure’’ exerted by H-donor and

H-acceptor groups. To understand this feature calls for considering first the

localization domains of monomeric species involved in A–H� � �O bond. Valence

disynaptic basins V(A, H) in H-donor monomers occupy less space than

valence monosynaptic basins V(O) in H-acceptor monomers [63], i.e., in

protonated basins V(A, H) the localization is higher than in basins V(O)
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corresponding to lone pairs of oxygen. Although ELF basins are not shown in

Figs. 17 and 18, the different space occupied by these domains is readily

noticed: compare the region around the O–H bond of isolated methanol with

the region around oxygen of isolated water in MW (Fig. 17a) or the regions

around N–H bond and carbonyl oxygen of isolated formamides in FD (Fig.

18a). As Silvi and Savin have pointed out [57], ELF basins give a qualitative

picture of valence shell electron pair repulsion (VSEPR) domains. In agreement

with the assumptions of the VSEPR model [89, 90] regarding localization of

electron pairs in molecular geometry, lone pairs occupy more space than bond

pairs though bonds with H are a special case because the associated space can

be much larger if the other atom is not electronegative (compare for instance

the regions around O–H and C–H bonds of isolated methanol in Fig. 17a).

Hydrogen bond formation reduces volume of V(A, H) and V(O) domains

in isolated monomers (see Figs. 19 and 20) because the electron localization

increases in the interaction. Besides, the mutual Pauli repulsion of pairs

along the region surrounding A–H� � �O link in the complex flattens their

opposite boundary isosurfaces of h(r) as it is readily noticed in Figs. 17b

and 18b. Although, as discussed below, the changes shown by regions

of donor A–H bonds and acceptor lone pairs are slightly different because a

Figure 17. Electron localization function isocontour maps at the plane containing O–H� � �O bond

in MW. The following isocontours of h(r) are drawn (starting at the outermost one): 0.01, 0.05, 0.1,

0.2, 0.3, 0.4 (dashed lines), 0.5 (bold line), 0.6, 0.7, 0.8, 0.85, 0.9, and 0.95 (full lines): (a) Isolated

monomers (left: methanol, right: water) at the orientation of the complex at equilibrium. (b) MW at

equilibrium geometry.
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bond pair and a lone pair have distinct localization domains, this mutual

pressure between donor and acceptor groups due to the Pauli repulsion can

be viewed as an effect of the mutual penetration of the hydrogen and acceptor

atoms prescribed by Koch and Popelier in their criteria to characterize hydro-

gen bonds [46, 75].

As anticipated on the basis of this mutual pressure, the volumes of V(A, H)

and V(O) basins must decrease upon hydrogen bonding. On the other side,

although one should expect lower populations associated to smaller volumes,

the possibility of charge transfer as a consequence of localization changes

predicted by the ELF [63] can give rise to a different behavior. To assess the

magnitude of these effects we analyze now the variation of volumes and

electron populations of these two basins as well as those of the second mono-

synaptic basin V(O) corresponding to the other lone pair of oxygen not directly

involved in hydrogen bonding.

Figure 18. Electron localization function isocontour maps for FD: (a) Isolated formamide mono-

mers at the orientation of the dimer at equilibrium. (b) FD at equilibrium geometry. Contours as in

Fig. 17.
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Figures 19 and 20 plot the variation of volume of V(A, H) and V(O) basins

whereas Fig. 21 plots volumes of the second monosynaptic V(O) basin corre-

sponding to the lone pair of oxygen not directly involved in H-bond. Save for

the above-mentioned local wiggles of FFAC at intermediate R, the large

contraction of localization domains revealed by Figs. 19 and 20 illustrates the

magnitude of the mutual pressure exerted by V(A, H) and V(O) basins. This

effect is felt at long distances as it is apparent by the fact that all the curves are

already well below monomer values at Req þ 1:6 Å. The great contraction with

respect to isolated monomers demonstrates that this change of volume is one of

the most sensitive properties to hydrogen bonding effects. As for results plotted

in Figs. 19 and 20, the decrease of the volume of the disynaptic basins at Req is

about 45% for the O–H bonds and 35% for the N–H bonds while the contrac-

tion of monosynaptic basins is about 40% for the acceptor lone pairs in the

O–H� � �O bonds and about 33% for the N–H� � �O bonds. On the contrary, the

volume of the second lone pair basin of oxygen shown in Fig. 21 changes very

little remaining nearly constant until distances close to Req. Complexes with

one single H-bond exhibit slight decreases of volume (about 1% for WD and

WM and 5% for MW) whereas this second V(O) basin expands about 5% in

cyclic systems. This slight expansion can be seen as a consequence of structural

constraints existing in the ring planar geometries of these systems: compare the

freedom to orient in space of both the lone pair domains of the acceptor oxygen

in MW (Fig. 17b) with its restricted orientation in FD (Fig. 18b). However,

irrespective of whether this monosynaptic basin contracts or expands, its
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changes are insignificant when compared with those of localization basins

involved in hydrogen bonding.

As properties related with electron density and electrostatic potential sug-

gest, the formation of a H-bond involves some charge transfer between

the interacting monomers. Analyses of the ELF allow to investigate the amount

of charge transfer due to electron delocalization between V(A, H) and V(O)

basins. According to the Lewis point of view, the expected net effect of inter-

molecular charge transfer should be an increase of V(A, H) population and

an electron loss in the V(O) basin. The variation of V(A, H) and V(O) popu-

lations is plotted in Figs. 22 and 23, respectively, whereas that of the second

lone pair basin of oxygen is displayed in Fig. 24. A first point to note in

these plots is that unlike volumes, populations keep a well-separated grouping

around reference monomer values. As expected, A–H bond population

increases at closer approximation between monomers with a noticeable

change of slope at R about 0.4 Å longer than Req (Fig. 22). In a parallel

manner, lone pair population of acceptor oxygen decreases at shorter R with

a similar change of slope also at Req þ 0:4 Å (Fig. 23). If one considers that

both basins undergo large contraction and that despite its smaller volume, the

V(A, H) population increases at shorter distances, this gain of charge can be

viewed as the dominant effect due to electron delocalization between the donor

and the acceptor. The magnitude of this increase of charge at equilibrium is

0.015e in WD and WM, 0.030e in MW, and 0.093–0.098e in complexes with

two H-bonds.
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Figure 23. Change of the lone pair ELF basin population of O involved in the H bond. Dotted

lines are values in the monomers (f: formamide, fa: formic acid, m: methanol, w: water).
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Figure 24. Change of the lone pair ELF basin population of O not involved in the H bond.

Dotted lines are values in the monomers (f: formamide, fa: formic acid, m: methanol, w: water).
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The variation of charge for monosynaptic basins associated to both lone pairs

of acceptor oxygen is involved to a greater extent due to the existence of other

disynaptic basins that permit electron transfer between valence localization

domains in this atom. Thus, the magnitude of the loss of charge for the lone

pair participating in H-bond (Fig. 23) at Req is 0.05e in WD, MW, and O–H� � �O
bond in FFAC, 0.01e in WM, and 0.015e in FAD, but for the two N–H� � �O
bonds, this population increases by 0.01e in FD and 0.04e in FFAC. The

second monosynaptic basin population of the lone pair not involved in H-

bond (Fig. 24) increases by larger amounts of charge: about 0.10e in WD and

MW, 0.08e in WM, FD, and N–H� � �O bond in FFAD, and 0.13e in FAD and

O–H� � �O bond in FFAD. The net effect for localization domains around

oxygen is thus a gain of charge made at the expense of the adjacent disynaptic

basins.

Note finally the magnitude of populations associated to localization

domains. In the monomeric species, the V(A, H) population for the O–H

bonds is about 1.75e in water and methanol, and 1.83e in formic acid

while for the N–H bond in formamide it is 2.0e. The added population

of both V(O) lone pair basins of oxygen is 4.37e in water, 4.58e in methanol,

5.25e in formic acid, and 5.34e in formamide. On the basis of these

monomeric values, the H-donor ability must increase as the charge associated

to A–H decreases and thus hydroxyl must be a better donor than N–H.

The H-acceptor ability of oxygen must increase as the charge associated

to its lone pairs increases and thus the carbonyl oxygen (in formamide

and formic acid) must be a better acceptor than the hydroxyl oxygen (in

methanol and water). Taking into account even the small quantitative differ-

ences in all these populations, the stronger H-bond must be O–H� � �O in FFAC,

as other evidence presented before in this overview has already suggested.

It is noteworthy that populations obtained from space domains defined

in terms of electron localization agree in describing the hydrogen bonding

abilities of functional groups that form the most common types of classical

H-bonds.

4 CONCLUDING REMARKS

The interaction between two monomers that move nearer until a stable H-bond

complex is formed provokes changes in their electron distribution which can be

probed by comparing the electron properties of the complex with the monomer

values. This study has been presented in this overview by means of ab initio

quantum calculations for complexes linked by conventional N–H� � �O and

O–H� � �O hydrogen bonds at different intermolecular distances R. The changes

with the distance of a number of properties obtained from the electron density

r(r), AIM and NBO atomic charges, electrostatic potentials U(r), and the ELF

h(r) can be succinctly summarized as follows.
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4.1 Properties of r(r)

At shorter R, the monomers share increasingly higher contours of r(r) but the

local electron redistribution at the region of the A–H� � �O bond gives rise to a

deficiency at the position of H, leaving the proton deshielded, and to a small

loss of density at the A–H covalent bond. The value of rc at BCPs in H� � �O
paths increases exponentially with shorter R but the rise of its positive Lapla-

cian indicates that r(r) decreases at the plane perpendicular to the H� � �O line.

The electron redistribution is dominated by kinetic effects (Gc dominates over

Vc at every R) but all the bonds show Hc < 0 (a ‘‘partially covalent’’ feature) at

R immediately shorter than Req while the two stronger O–H� � �O bonds have

Hc < 0 even at Req.

4.2 AIM and NBO Atomic Charges

Both methods predict for donor (A) and acceptor (O) atoms negative charges

that increase at shorter R, this variation being more marked for systems with

two H-bonds. The particular features shown by NBO values of qO indicate an

involvement of lone pairs of oxygen at all the distances. Hydrogen atom loses

charge displaying positive values of qH that increase at shorter R. This charge is

more sensitive to the type of H-bond than the qA and qO charges, with stronger

H-bonds showing greater positive qH. Although AIM and NBO may slightly

differ in providing local features at certain R, both methods predict virtually

identical net charges for monomers in the complex at all the distances. These

net charges identify the magnitude of the roles as H-donor (acid) of the

monomer with net charge q < 0 and H-acceptor (base) of the monomer with

net charge q > 0, in agreement with the Lewis electron view of acid–base

interactions.

4.3 Properties of U(r)

The electrostatic potential shows a complementarity between positive regions

of H-donor groups and negative regions of the H-acceptor atom that merge

into one common positive region around the A–H� � �O bond in the complex.

The involvement of one of the lone pairs of oxygen is revealed in the maps of

U(r) by a noticeable difference between the two electronegative regions that

surround this atom in the complex. At long distances, there is a space distri-

bution of U(r) rather similar in size and shape to that found at Req but

the magnitude of positive contours that embrace both partners in the complex

rises noticeably at shorter R. However, the division of molecular space into

negative and positive regions made by U ¼ 0 contour is nearly identical at

all the intermolecular distances. The electrostatic potential at the H nucleus,

U0(H), is a rather sensitive descriptor that amplifies the electron deficiency

suffered by H atom in the interaction. U0(H) decreases (gets less negative)
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exponentially at shorter R but even at long distances, its values display very

large changes with respect to those of the monomers.

4.4 Properties of h(r)

Upon hydrogen bonding, ELF domains associated to H-donor and H-acceptor

groups exert a mutual pressure due to the Pauli repulsion between electron

pairs that flattens the localization domains along the H� � �O link. This effect of

mutual penetration of H and O atoms can also be identified in the local

distributions of r(r) and U(r). Volume of ELF basins V(A, H) and V(O) for

the lone pair involved in the H-bond decreases dramatically even at long

distances. On the contrary, volume of the second V(O) basin for the lone pair

of O not involved in the H-bond remains nearly constant. Despite the great

contraction of V(A, H) basins, their electron populations increase as R de-

creases with a steeper slope near Req that is more pronounced in complexes with

two H-bonds. The V(O) populations for lone pairs of oxygen also increase at

shorter R, but, in this case, it occurs as an effect made at the expense of other

adjacent valence basins. In any event, if one considers the large contractions of

space associated to ELF domains involved in hydrogen bonding, the gains of

charge of V(A, H) and V(O) basins should be viewed as the dominant effect

due to electron localization between the H-donor and the H-acceptor. Finally,

it is noteworthy that the populations obtained from the ELF domains agree in

describing the different hydrogen bonding abilities of functional groups that

form the most common types of classical H-bonds discussed in this overview.
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collaboration and friendship. Financial support by Dirección General de Inves-

tigación, Ministerio de Ciencia y Tecnologı́a of Spain, Project No. BQU2002-

04005 is gratefully acknowledged.

REFERENCES

1. F. Hibbert and J. Emsley, Hydrogen bonding and chemical reactivity, Adv. Phys. Org. Chem. 26,

255–379 (1990).

2. I. Alkorta, I. Rozas, and J. Elguero, Non-conventional hydrogen bonds, Chem. Soc. Rev. 27,

163–170 (1998).

3. G. R. Desiraju and T. Steiner, The Weak Hydrogen Bond in Structural Chemistry and Biology

(Oxford University Press, Oxford, 1999).

4. M. J. Calhorda, Weak hydrogen bonds: theoretical studies, Chem. Commun. 801–809 (2000).

5. T. Steiner, The hydrogen bond in the solid state, Angew. Chem. Int. Ed. 41, 48–76 (2002).

6. P. Gilli, V. Ferretti, V. Bertolasi, and G. Gilli, Evidence for resonance-assisted hydrogen

bonding. Covalent nature of the strong homonuclear hydrogen bond. Study of the O–H� � �O
system by crystal structure correlation methods, J. Am. Chem. Soc. 116, 909–915 (1994).

144 Pacios



7. G. A. Kumar and M. A. McAllister, Theoretical investigation of the relationship between

proton NMR chemical shift and hydrogen bond strength, J. Org. Chem. 63, 6968–6972 (1998).
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CHAPTER 4

WEAK TO STRONG HYDROGEN BONDS

HAN MYOUNG LEE, N. JITEN SINGH, and KWANG S. KIM

National Creative Research Initiative Center for Superfunctional Materials, Department of Chemis-

try, Division of Molecular and Life Sciences, Pohang University of Science and Technology, San 31,

Hyojadong, Namgu, Pohang 790-784, Korea. E-mail: kim@postech.ac.kr

Abstract We review various types of hydrogen bond characteristics based on our theoretical

work of diverse chemical systems. The systems include water clusters, hydrated

clusters, enzymes, ionophores/receptors, and assembled molecules such as organic

nanotubes. Special features of weak, normal, short, short strong H-bonding are

discussed in terms of structures, interaction energies, and spectra. Various p-type

H-bonds are also discussed.

Keywords: Hydrogen bonds; hydrated clusters; receptors; enzymes; ab initio calculations.

1 INTRODUCTION

Intermolecular interactions are important in understanding organic, organo-

metallic and biomolecular structures, supramolecular assembly, crystal pack-

ing, reaction selectivity/specificity, molecular recognition, and drug–receptor

interactions [1]. Based on these interaction forces, not only theoretical design

but also experimental realization of novel functional molecules, nanomaterials,

and molecular devices has become possible [2]. Thus, the study of the funda-

mental intermolecular interactions is very important for aiding self-assembly

synthesis and nanomaterials design as well as for understanding molecular

cluster formation [3]. Among various types of molecular interactions, the

hydrogen bond (H-bond) is the most vital interaction force both in biology

and chemistry. For instance, water which is the most abundant and essential

substance on our planet and proteins and DNA which are the most important

substances in biosystems are held basically by networks of H-bonds. The H-

bond energy ranges from 1 to 30 kcal/mol. Since H-bonds can be easily formed

and broken depending on the given environment, they are considered to have

‘‘on or off’’ functions in biology [1].
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Recent progress both in theoretical and experimental methods has

shown many new interesting facts about the H-bonding. Then, these H-

bond interactions have been applied to the biological and material chemistry

[3–8]. H-bonds have often been used for self-assembling macromolecular

architecture such as capsules, nanotubes, biomaterials, wires, etc [4]. The

charge transfer (CT) through the H-bonded networks of a wire form

has been chemically and biochemically explored [5]. The charged and ionic

H-bond interactions have been applied to the recognition of ions by

receptors/ionophores [6]. Many biological systems such as proteins, mem-

branes, RNA, and DNA show functions related to multiple H-bonded

frames [7].

As various aspects of H-bonds have already been covered previously, inter-

ested readers can find many books [1–2] and reviews [8, 9] concerning this

topic. Regarding H-bonds, ab initio molecular orbital calculations have be-

come a powerful approach to study H-bonded cluster systems as well as the

fundamental binding energies of the single H-bonds. This is in part because

theoretical investigations make it easy to explore potential energy surface of

diverse conformations and to deduce important electronic energy components

such as electrostatic, inductive, dispersive, charge transfer, and repulsive inter-

actions, as well as their influences on the structures, spectra, and interaction

energies. Depending on the nature of H-bonds, it can have different propor-

tions of these energy components. Thus, in this review, we summarize our

theoretical work done on many different chemical systems (water clusters,

p-systems, organic nanotubes, enzymes, drugs, and receptors), which exhibit

wide variety of different H-bonding characteristics such as normal, short,

short strong, and weak p-type H-bonds. Some of the pertinent issues

which will be addressed in the course of this review are the following: (1) typical

H-bonds in water clusters, (2) H-bonds, (3) ionic H-bonds in enzymes and

bio-receptors, (4) cooperative effect of H-bonds, and (5) normal vs. strong

hydrogen bonds.

2 THEORETICAL APPROACH

2.1 Calculation Methods

We used the density functional methods using Becke three parameters with

Lee–Yang–Parr functionals (B3LYP) and the ab initio methods using Moller–

Plesset second-order perturbation theory (MP2) to obtain the geometries,

binding energies, and IR frequencies. The coupled cluster calculations with

singles and doubles excitations (CCSD) and those including perturbative triples

excitations [CCSD(T)] were often carried out for more accurate calculations.

The basis sets we employed are 6-31þG*, 6-311þþG**, aug-cc-pVDZ’ (to be

shorted as aVDZ’) where the diffuse functions for H and the d diffuse functions

for other atoms are deleted from the aug-cc-pVDZ bais set, aug-cc-pVDZ (to
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be shorted as aVDZ), aug-cc-pVTZ (to be shorted as aVTZ), aug-cc-pVDZþ
(2s2p/2s) (to be shorted as aVDZþ), and aug-cc-pVTZþ(2s2p/2s) (to be

shorted as aVTZþ).

The basis set superposition error (BSSE) correction was made. As previously

experienced, full BSSE correction tends to underestimate binding energies

unless large basis sets are used to take into account most of electron correlation

energy. The interaction energies are reported as the median value of the BSSE-

corrected and BSSE-uncorrected values (i.e., half-BSSE-corrected binding

energies (�DEe)) which can be considered as the lower and upper limits,

respectively [9]. Although the BSSE-corrected values are more rigorous in

theoretical viewpoint, the energy obtained from incomplete basis sets is under-

estimated due to the lack of insufficient electron correlation energy which

in most cases tends to be empirically compensated partially by BSSE. In

particular, it should be noted that the BSSE-uncorrected H-bond distance is

somewhat too short, so that the full BSSE correction underestimates the

binding energy due to the overestimated repulsion at the distance (toward the

hard wall region) shorter than the optimal H-bond distance. The zero-point-

energy (ZPE)-corrected binding energies (�DE0 and D0) and enthalpies (DH298)

and free energies (DG298) at room temperature and 1 atm are also reported. The

charge analysis is done using natural bond orbital (NBO) [10] analysis.

HOMOs and LUMOs are investigated. In order to consider the solvent effect,

the relative interaction energy in the given solvent (dielectric constant «)

(dDEsol) was obtained by using the isodensity surface polarized continuum

model (IPCM). The molecular orbital (MO) analysis was done using the

Posmol package [11].

2.2 Decomposition of Interaction Energy

In order to analyze the interaction energy component, the symmetry-adapted

perturbation theory (SAPT) [12] calculations were performed. SAPT have been

used to analyze the interaction energies in terms of electrostatic, induction,

dispersion, and exchange interaction components. The SAPT interaction en-

ergy (Eint) has been analyzed up to the second-order symmetry adapted per-

turbation theory: the electrostatic energy (Eelst) consisting of E
(10)
elst and E

(12)
elst,resp,

induction (Eind) which equals E
(20)
ind,resp, dispersion (Edisp) which equals E

(20)
disp, and

exchange repulsion (Eexch) which equals E
(10)
exch þ E

(11)
exch þ E

(12)
exch þ E

(20)
exch-ind,resp

þE
(20)
exch-disp. The superscripts (n1n2) denote orders in perturbation theory

with respect to intermolecular and intramolecular interaction operators,

respectively. The subscript ‘‘resp’’ indicates the term including coupled-

perturbed HF response (dEHF
int,resp). One distinct advantage of SAPT over

supermolecular approach is that each term in the perturbation series can be

physically interpreted:
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Etot ¼ Ees þ Eexch þ Eind þ Edisp þ dEHF
int,resp

¼ Ees þ E�exch þ E�ind þ E�disp þ dEHF
int,resp,

where

Ees ¼ E(10)
es þ E(12)

es,resp,

Eind ¼ E
(20)
ind ,

Edisp ¼ E
(20)
disp,

Eexch ¼ E
(10)
exch þ E

(11)
exch þ E

(12)
exch þ E

(20)
exch,ind,resp þ E

(20)
exch,disp,

E�ind ¼ E
(20)
ind þ E

(20)
exch,ind,resp,

E�disp ¼ E
(20)
disp þ E

(20)
exch,disp,

and

E�exch ¼ E
(10)
exch þ E

(11)
exch þ E

(12)
exch:

Here, the superscript ‘‘*’’ indicates the effective energy component.

3 H-BOND IN WATER CLUSTERS

A water molecule favors four H-bond interactions. Neutral water clusters are

determined mainly by the H-bond interactions and strains between water mol-

ecules. Structures, energetics, and electronic and spectroscopic properties of

small water clusters have been well investigated [13–15]. Each water molecule in

clusters can be classified as ‘‘d’’, ‘‘a’’, ‘‘da’’, ‘‘aa’’, ‘‘dd’’, ‘‘daa’’, ‘‘dda’’, and

‘‘ddaa’’ types,where ‘‘d’’ and ‘‘a’’ indicateH-donor andH-acceptor, respectively.

The lowest-energy water clusters from water dimer to dodecamer and their

interaction energies are presented in Fig. 1 and Table 1. The water tetramer,

pentamer, and octamer are relatively stable with respect to the water dimer,

hexamer, and heptamer. The trimer to pentamer has global minimum energy

structures of cyclic ring conformation. The hexamer has five isoenergetic con-

formations. The high level calculations show that the cage structure has the

lowest energy, followed by book, prism, cyclic, and bag structures (the energies

of which are 30.76, 30.70, 30.54, 30.19, 30.10 kcal/mol, respectively, in �DE0 at

the MP2/HZ4P(2fg/2d)þþ level) [14h]. Indeed, the cage structure, which is the

most stable conformer of neutral water hexamer near 0 K was experimentally

observed [16]. The nearly isoenergetic conformer, book structure, was also

observed recently [17]. In addition, the slightly higher energy conformer of

cyclic structure was observed in Ar matrix [18].

Water-containing clusters tend to have different H-bond framework at high

temperature. Generally, the temperature–entropy effect decreases the number of

H-bond interactions. Especially, the H-bond clusters with some angle strain are

affected by temperature. So, the cyclic ring or book structures are more stable at

high temperatures, while at low temperatures 3-D structures (cage and prism)
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are more stable (Fig. 1). This aspect is related to the phase transition between

1-D or 2-D and 3-D structures. The 1-D structures are less H-bonded and 3-D

structures are more H-bonded. This conformational change is important in

the generation of excess-electron-bound water clusters. At low temperatures,

in comparison with other sizes, the interaction energies of water hexamer

and heptamer are relatively weak due to the molecular strain. The water hex-

amer cage conformer has a highly strained structure with cyclic tetrameric

H-bond interactions, and the heptamer cluster structure has a unit of cyclic

trimeric H-bond interaction. At low temperatures, the caged structures with

more H-bond interactions are favorable, while at high temperatures the cyclic

structures with less H-bond interactions are favorable. This trend sometimes

appears in IR spectra of aqua clusters. So, the entropy-driven effect has to be

well understood to identify their structures and coordinations using IR spectra,

because the computationally estimated IR spectrum using the low-energy struc-

ture can be different from the experimental one observed at a finite temperature.

W2:Linear W3:Ring

W6:Cage W7:Prism34

W10:Prism55

W6:Prism W6:Book W6:Bag W6:Ring

W11:Prism56 W12:Prism444

W9:Prism45

W4:Ring

W8:D2d

W5:Ring

Figure 1. The lowest-energy neutral water cluster structures (W2�12 at 0 K) and four other iso-

energetic isomers of neutral water hexamer.
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Generally, single H-donor water molecules (‘‘da’’ or ‘‘daa’’ waters) have

strong H-bond interactions in neutral water clusters. This aspect appears in

IR spectra for O–H stretch frequencies as strong red-shifts. The red-shifts of

O–H stretch frequencies monotonically increase up to the hexamer ring struc-

ture owing to the increase in the strength of H-bond interaction by the decrease

of bond angle strains (Table 2). However, this H-bond strength is saturated at

the hexamer, and so the heptamer and octamer ring conformers have red-shifts

similar to the hexamer. These red-shifted values with respect to those of water

monomer reflect the strength of H-bond interactions between water molecules.

The cyclic pentamer cluster shows �540 cm�1 red-shifted frequencies corre-

sponding to ‘‘da’’ water, while the hexamer-cage shows �670 cm�1 red-shifted

frequencies, corresponding to ‘‘daa’’ -type water. The large shifts are due to the

strong polarization effect by the H-bonds.

The order of red-shifts ofOH stretching frequencieswith respect to the average

value of n3 and n1 of the water molecule in the water dimer to dodecamer

is ‘‘da’’(n3) < ‘‘daa’’(n3) < ‘‘dda’’(n3) < ‘‘ddaa’’(n3) < ‘‘ddaa’’(n1) � <
‘‘dda’’(n1) < ‘‘da’’(n1) < ‘‘daa’’(n1). The IR intensities of double proton donor-

type waters (‘‘dda’’ and ‘‘ddaa’’) in asymmetric OH stretching modes (n3) are

strong, while the intensities of single donor-type waters (‘‘da’’ and ‘‘daa’’) are

strong in symmetric OH stretching modes (n1). The order of red-shifts of bending

frequencies with respect to that of monomer is ‘‘ddaa’’> ‘‘dda’’> ‘‘daa’’� ‘‘da’’.

In the cases of undecamer and dodecamer, the ranges of �dn3 and �dn1 of

‘‘ddaa’’-type are 209�299 cm�1 and 245�496 cm�1, and that of dn2 of ‘‘ddaa’’-

Table 2. B3LYP/6-311þþG** vibrational frequency shifts (with respect to the monomer

frequencies n3 and n1) and IR intensities (average in parentheses) of (H2O)n¼2---8

�dn3 �dn1

n Conf. ‘‘da’’ ‘‘daa’’ ‘‘dda’’ ‘‘dda’’ ‘‘da’’ ‘‘daa’’

2 Linear ‘‘a’’: 8 (9) ‘‘d’’: 30 (8) ‘‘a’’: 3 (2) ‘‘d’’: 112 (33)

3 Ring 27–33 (8) 188–257 (37)

4 Ring 37–38 (7) 310–442 (74)

5 Ring 32–39 (7) 339–488 (89)

6 Ring 36–37 (7) 344–499 (97)

Book 34–38 (7) 47 (8) 199 (40) 235 (32) 253–473 (100) 552 (28)

Bag 28–45 (8) 47 (5) 257 (68) 200 (58) 176–539 (79) 611 (40)

Cage 26–45 (8) 39–43 (7) 176–208 (36) 143–226 (32) 295–342 (60) 385–617 (76)

Prism 26–37 (7) 38–41 (7) 147–190 (26) 122–260 (36) 275–639 (59)

7 Prism34 31 (6) 39–42 (7) 137–242 (39) 155–280 (37) 414 (62) 289–707 (79)

Ring 28–39 (7) 334–484 (98)

8 D2d 44 (6) 230–275 (56) 185–204 (21) 519–604 (89)

Ring 29–30 (7) 323–472 (101)

For n ¼ 1, n3 ¼ 3921 (57) and n1 ¼ 3816 (9). Frequencies are in cm�1; IR intensities in 10 km/mol.

If dn1 ¼ dn3, it means that n1 is smaller than n3 by 105 cm�1. The red-shift is defined with respect to

the average value (3868 cm�1) of n1 and n3 (i.e., �dn3 � 52 and �dn1 þ 52 cm�1)
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type is 93�135 cm�1. The values of �dn3 and �dn1 of ‘‘dda’’-type are

66�242 cm�1 and 181�436 cm�1, and that of dn2 of ‘‘dda’’-type is 46�138 cm�1.

4 H-BOND IN POLAR SYSTEMS

To investigate the H-bond, it is essential to study the interaction of the water

molecule interacting with other molecular species (Y) (Fig. 2). For the lowest

energy conformers of water–Y complexes, the binding energies (D0 at MP2/

aVTZ) for the first hydrides: HF (sO),H2O(sH=sO),NH3(sH), and MeOH (sH)

are 6.11, 3.04, 4.50, and 4.32 kcal/mol, respectively (Table 3). In the case of

water dimer, the s-type includes both sH and sO types. For the second-row

hydrides, the binding energies (D0) of a water molecule interacting with HCl

(sO),H2S (sH),PH3 (sH), and MeSH (sH) are 4.02, 2.38, 1.57, and 3.16 kcal/

mol, respectively.

Ammonia has strong proton affinity, thus has strong H-bond interactions

with the water monomer compared with the interaction in the water dimer. In

NH3�H2O interaction, polarizable lone-pair electrons in NH3 make NH3

better H-accepting than H2O: H2S is a weaker proton-acceptor than H2O

and plays a role of H-donor in H2O�H2S interaction. The third elements P

and S atoms have relatively weak H-bond interactions due to large atomic

radius.

In the hydrogen halide acid–water clusters [19], water plays a role of H-

acceptor, while in anion–water clusters [20], water acts as H-donor. Good acids

provide protons more easily than stable anions. Their properties are strongly

related to the stabilization of dissociated ions by the hydration effect. The

anionic systems have strong proton affinity which gives a strong H-bond

interaction. In the case of charged systems [20, 21], the charge highly increases

the strength of H-bond interaction due to the strong electrostatic interaction. In

the protonated systems, the hydronium cation is a better proton donor than the

ammonium cation [22], so hydronium has stronger H-bond interaction than

ammonium. The positively charged systems have stronger H-bond interactions

than the negatively charged ones. The positively charged atom can easily

interact with the water O atom at a shorter distance, while the negatively

σO
H2O-HF

σO
H2O-HCl

σH
H2O-NH3

σH/σO
H2O-H2O

σH
H2O-PH3

σH
H2O-H2S

σO
H2O-H2S

σH
H2O-MeOH

σO
H2O-MeOH

σH
H2O-MeSH

σH
H2O-MeSH

Figure 2 (see color section). Structures of the hydrogen-bonded complexes of H2O.
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charged atom interacts with only a few H atom without full coordination, due

to the presence of an excess electron that requires a large vacant space around

the anion for stabilization as well as the repulsions between crowded H atoms

of water.

Some interesting N-containing aromatic rings were theoretically and experi-

mentally investigated for their H-bond interactions with water molecules [23].

Pyridine, which has sp2-hybridized nitrogen atom and resonance effect, has

stronger H-bonding interaction than those of ammonia–water, imine–water,

and furan–water systems. This is because the lone-pair electrons of pyridine are

less-stabilized and less-delocalized (‘‘localization effect’’) in the HOMO, while

the lone-pair electrons of furan are delocalized and stabilized at the HOMO (p-

electrons occupy carbon atom’s HOMO). Pyridine is a good proton-acceptor

and therefore plays actively in the H-bond interaction. Pyrrole shows strong

s-H bond interactions with water due to resonance effect and acidity, and also

weak p-H-bond interactions with water molecules. In the latter case, the lone-

pair electrons are delocalized around the aromatic ring by the resonance effect.

The carbon/p-electrons are compatible with lone-pair electrons of water

molecules. The pictures of their p-type interactions with water show the

p-H interaction. Thus, in the next section, we discuss the details of weak p-H

interactions.

5 H-BOND IN P-SYSTEMS

Novel H-bond involving aromatic rings have been an important subject in the

last decade [4]. The comparison of p-type H-bond interaction with the trad-

itional water–water s-type H-bond interaction should be very interesting. The

interaction energies of ethylene–water p-H bond and water–water H-bond

interactions were calculated to be 2.84 + 0.59 and 4.89 + 0.41 kcal/mol

at the MP2/aVDZ level, where the lower and upper limits are the BSSE-

corrected and -uncorrected values, respectively.

For the ethene–water and water–water SAPT interaction energies (MP2/

aVDZ) without ZPE correction (DEe; �2.0 and �4.1 kcal/mol, respectively),

the electrostatic components are �3.9 and �8.4 kcal/mol, the first-order ex-

change components are 5.5 and 8.5 kcal/mol, the second-order induction terms

are �2.7 and �2.9 kcal/mol, and the second-order dispersion energies are �2.4

and �2.3 kcal/mol, respectively. The p-systems have low-energy LUMOs

and polarizable electrons occupied in the higher energy molecular orbitals.

The p-systems can play a role of good electron-donating group. Therefore,

with respect to the electrostatic interaction energy of p-H-bond interaction, the

exchange component is highly repulsive. While the exchange component of

water–water H-bond interaction is in the magnitude similar to the electrostatic

interaction, the induction energy of p-H-bond interaction has relatively large

energy component. The dispersion interaction is also relatively large due to the

diffuse and polarizable p-electron density in the p-H-bond interaction.
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Here we particularly discuss the case of phenol systems in comparison with

water molecules (i.e., phenol vs. water molecule interacting with various mol-

ecules: s-type, p-type, and x-type H-bonds), because of their similarity in

interaction with other molecular species while they are p- and s-systems. The

nature of interactions of phenol with various molecules (Y: the first

hydrides (HF, H2O, NH3), the second hydrides (HCl, H2S, PH3), and the

analogs of H2O and H2S (MeOH, MeSH)) is investigated (Fig. 3 and Table 4).

In addition, we find that phenol can also involve in p-H interaction (to be

denoted as p-type) and both p-H and s(sH=sO) interactions (to be denoted

as x-type (xH=xO)). We made our efforts to investigate the p conformers

as well as to investigate the difference between sH and sO conformations.

We compared the conformational energetics depending on sH,sO,p,xHO, and

Phenol HF

Phenol NH3
Phenol PH3 Phenol MeOH Phenol MeSH

Phenol HCl Phenol H2O Phenol H2S

σH

 σH  σH  σH  σH

 σO

σH σH σH

σOσOσOσO

 σO  σO  σO

π π π π

π π π

Figure 3. Structures of the hydrogen-bonded complexes of phenol. Reproduced by permission of

American Chemical Society: Ref. [24].
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xO-type interactions and analyzed their energy components (electrostatic, in-

duction, dispersion, and exchange repulsion energies). In addition, by studying

the corresponding water–Y complexes, we compared them with phenol–Y

complexes.

In going from HF to H2O to NH3, the sH binding energy ‘‘D0’’ increases

from 2.5 to 5.6 to 7.2 kcal/mol, the sO binding energy decreases from 6.4 to 3.6

to 2.6 kcal/mol, and the p binding energy decreases from 4.1 to 3.4 to 2.8 kcal/

mol. Although MeOH can be considered to be similar to H2O, the phenol–

MeOH binding energy (sH: 7.5, sO: 4.8, x: 5.4 kcal/mol) is much larger than the

phenol–H2O energy due to the extra dispersion energy for the p-H interaction

by the Me group. For the second-row hydrides, from HCl to H2S to PH3, the

sH binding energy increases (2.1, 3.9, 3.5 kcal/mol), while the sO binding

energy decreases (4.4, 3.1, 1.6 kcal/mol) and the p-binding energy also de-

creases (5.0, 4.3, 3.7 kcal/mol). In the case of MeSH, the xH and xO binding

energies (6.9 and 5.5 kcal/mol) are large due to large dispersion energies. In the

cases of the first hydrides, the sO complex of HF is ca. 4 kcal/mol more stable

than the sH conformer, while the sH conformers of H2O and NH3 are more

stable than the corresponding sO ones by ca. 2 and 5 kcal/mol, respectively. On

the other hand, in the second hydride systems, the p complexes are slightly

more stable (by only a fraction of 1 kcal/mol) than, but compete with the sO

complex for HCl and the sH complexes for H2S and PH3. The H-bonding types

of the global minimum energy structures are sO for HF, sH for H2O, NH3,

PH3, and MeOH, p for HCl, H2S, and PH3, and xH for MeSH. Thus, HF

favors sO-type H-bonding, while H2O, NH3, and MeOH favor sH-type

H-bonding. On the other hand, HCl, H2S, and PH3 favor p-type H-bonding,

which are slightly favored over sO, sH, sH-type bonding, respectively. MeSH

favors xH-type which has characters of both p and sH. Phenol–Y complexes

are compared with water–Y complexes. In the water–Y complexes where

sO=sH-type involves the H-bond by the water O/H atom, HF and HCl favor

sO-type, H2O involves both sO=sH-type, and H2S,NH3,PH3, MeOH, and

MeSH favor sH-type. Except for HF, other seven species have larger binding

energy with phenol than H2O. The details are given in Ref. [24].

In the phenol–Y clusters, the SAPT interaction energies Eint are dominated

by attractive electrostatic Eint and repulsive exchange energies. However, in the

case of p complexes where the electrostatic and exchange interactions are

weaker, the dispersion and induction energies become important among the

interaction energy components. Eint is correlated with Eind, while it is hard to

find a good correlation between Eint and Eelst=Edisp=Eexch. This is because the

sum of Eelst and Edisp tends to cancel out Eexch. It is partially related with the

trend that not only Edisp is already well correlated with Eexch but also the main

interaction Eelst needs to be balanced by Eexch. These energy components could

be affected by the substituents of benzene, which could provide various mag-

nitudes of the interaction energy [9]. The comparison of the phenol–Y system

with the water–Y system is in Ref. [24].
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As the vibrational spectroscopy is an indispensible tool for successful

identification and characterization of H-bonds [25], we have studied the

phenolic O–H stretch and the intermolecular stretch which are highly sensitive

to the molecular environment by virtue of specific (H-bonding) and non-

specific interactions. To correct the overestimation of harmonic frequencies,

a single scale factor of 0.96 was used to scale all frequencies. Henceforth,

the scaled frequencies are discussed unless otherwise stated. It should be

noted in Table 5 that the OH stretch mode of phenol (nOH) as the proton-

donor (sOH conformers) undergoes drastic red-shift along with sharply

increased intensity, while those of phenol as the proton-acceptor (sO con-

formers) and p conformers hardly change. The small red-shifts for phenolic

O–H stretch in the case of phenol–HF and phenol–HCl complexes (in

comparison with other phenol–Y heterodimers) can be understood from the

weak basicity of HF/HCl monomers. The red-shifts which are proportional to

H-bond strengths tend to follow the basicity order of the interacting

molecule Y.

The MP2/6-31þG* [MP2/aVDZ] intermolecular stretching frequencies

(nint) for the sH complexes of phenol interacting with H2O,NH3, and MeOH

are predicted to be 183 [163], 198 [190], and 198 [187] cm�1 respectively, which

Table 5. Calculated and experimental vibrational frequency shifts (cm�1) of phenolic O–H stretch

(dnOH) and intermolecular stretch modes (nint) for phenol–Y complexes at the MP2/6-31þG* [MP2/

aug-cc-pVDZ] levels. Experimental data are from Ref. [26]

Phenol–HF Phenol–HCl

sH sO p sH sO p

dnOH �2 [�35] 12 [7] �1 [�3] �15 [�44] 1 [�4] 0 [�3]

IrnOH 4.4 [4.9] 1.5 [1.4] 1.2 [1.2] 4.4 [5.0] 1.2 [1.2] 1.1 [1.1]

nint 125 [113] 187 [178] 115 [125] 81 [84] 118 [115] 81 [95]

Phenol–H2O Phenol–H2S

sH sO p Expt sH sO p

dnOH �120 [�173] 4 [1] 2 [1] �132 �90 [�138] �4 [�7] �3 [�7]

IrnOH 10.1 [10.4] 1.1 [1.0] 1.1 [1.1] 8.8 [9.5] 1.0 [1.0] 1.1 [1.1]

nint 177 [157] 150 [131] 102 [99] 155 98 [102] 84 [88] 74 [92]

Phenol–NH3 Phenol–PH3

sH sO p Expt sH sO p

dnOH �340 [�419] 3 [�3] 0 [�2] �362 �104 [�125] �2 [�4] 0 [�5]

IrnOH 18.6 [19.6] 0.9 [0.9] 1.0 [1.0] 8.7 [8.7] 0.9 [0.9] 1.0 [0.9]

nint 198 [190] 119 [118] 90 [122] 164 92 [92] 58 [62] 67 [86]

Phenol–MeOH Phenol–MeSH

sH sO p Expt xH xO

dnOH �171 [�232] 6 [�3] �2 [�6] �201 �105 [�142] �7 [�10]

nint 190 [179] 150 [134] 108 [118] 162 111 [119] 82 [94]
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agree well with the corresponding observed values [26a–c, 27] 155, 164,

and 162 cm�1. The red-shift of phenolic O–H stretching frequency relative

to that of bare phenol (�dnOH) is well correlated with the O–H bond elongation

upon H-bond formation in sH complexes. The predicted red-shifts �dnOH

for the above three sH complexes (120 [173], 340 [419] and 171 [232] cm�1

respectively) compare well with the corresponding experimental values [26a–c,

27] (132, 362, and 201 cm�1, respectively). It should also be noted

that the intensity ratio is 10–20-fold for the first-row hydride and MeOH,

and 5–10-fold for the second-row hydrides and MeSH. This drastic enhance-

ment in intensity was already proven in experiments of phenol with H2O and

NH3. [26d] It is very clear that for H2O, NH3, and MeOH, only the sH

conformers which are the lowest energy structures can explain the observed

characteristic spectra, since their sO and p conformers hardly show freq-

uency shifts and intensity changes in the calculations. As our calculated results

are in good agreement with the available experimental data, we may predict

that the lowest energy conformers of sO phenol–HF and p phenol–

HCl=H2S=PH3=MeSH would show minimal red-shift for �dnOH. In addition,

the intermolecular stretching frequency nint for sO phenol–HF is predicted to

be 187 [178] cm�1, those for p phenol–HCl=H2S=PH3 are predicted to be 81

[95], 74 [92], and 67 [86] cm�1, respectively, and that for the xH phenol–MeSH is

111 [119] cm�1.

6 EDGE–TO-FACE AROMATIC INTERACTIONS

AND SUBSTITUENT EFFECTS

Aromatic interactions are known to play a significant role in stabilizing protein

tertiary structures, enzyme–substrate complexes, organic supra molecules, and

organic nanomaterials [4, 9, 28–33]. Therefore, a clear understanding of these

interactions in terms of nanorecognition [34, 35] is of importance for the design

of novel supramolecular sytems and nanomaterials. Various studies on the

benzene dimer have focused on the face-to-face (stacked), displaced face-to-

face (displaced stacked), and edge-to-face (T-shaped) structures [36–40]. Of

these, the latter two are much more stable, with the last being slightly more

stabilized. Hence, the displaced stacked conformers are often found in organic

crystals and nanomaterials, and the edge-to-face conformers are frequently

found in biological systems. Since the conformational changes between T-

shape and stacked conformers could be utilized as precursors of nanomecha-

nical devices[41] such as molecular vessels for drug delivery and nanosurgery,

the understanding of edge-to-face interaction between the edge H atom of an

axial aromatic ring and the center of the facial aromatic ring is of importance.

It is generally known that the substituent effect on the aromatic ring is

related to both the inductive effect caused by the substituent (electron-localiza-

tion factor) and the resonance effect (electron-delocalization factor) [42]. These

effects are highly correlated to Hammett’s constants [43]. In terms of the
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inductive effects, the NH2, OH, F, Cl, Br, CN, and NO2 groups are electron-

acceptors, while CH3 is an electron-donor. However, in terms of resonance

effects, the NH2, OH, F, Cl, Br, and CH3 groups are electron-donors, while CN

and NO2 are electron-acceptors. NH2 and OH have some of the electron-

accepting inductive effects due to the electronegativity of N and O atoms, but

their electron-donating resonance effects are dominating. Although the F, Cl,

and Br groups have some of the electron-donating resonance effects, the

electron-accepting inductive effects are dominating. Therefore, the F, Cl, Br,

CN, and NO2 groups have negative Hammett’s constants as electron-acceptors,

while the NH2, OH, and CH3 groups have positive Hammett’s constants as

electron-donors. We compare edge-to-face interactions (T-shaped structure) of

variously substituted aromatic systems on model systems I and II with substi-

tuted axial and facial benzenes, respectively (Fig. 4).

Table 6 lists the interaction energies (DE) and interphenyl distances (dHf)

along with the Hammett constants (sp). dE and ddH are the relative values for

the substituted systems with respect to the unsubstituted benzene dimer. The

relative values are depicted in Fig. 5. The absolute binding energy of the

benzene dimer depends seriously on the levels of theory and basis sets. The

binding energy (�DE) of MP2=6-31þG�, MP2=6-311þþG
��, MP2/aVDZ,

MP2/aVTZ, MP2/aVQZ, CCSD/aVDZ’, and CCSD(T)/aVDZ’ are 1.60, 2.31,

3.20, 3.44, 3.53, 1.10, and 1.56 kcal/mol, respectively. Therefore, the MP2/

aVTZ value would be near the complete basis limit (CBS) which is estimated

to be�3.6 kcal/mol, while the CCSD(T)/aVDZ’ value is far from the CBS value

since the CCSD(T) calculations would require much larger basis sets to describe

the CBS value than the MP2 calculations. If we consider the CCSD(T)/aVDZ’
binding energy is 1.28 kcal/mol smaller than the MP2/aVDZ’ value, the

CCSD(T) CBS binding energy could be estimated to be only �2.3 kcal/mol.

Although the absolute binding energy depends seriously on the levels of

theory and basis sets, it is interesting to note that the relative binding energies

of the substituted aromatic systems do not significantly change, partially due to

H

x

x

dHφ

H
dHφ

Ι ΙΙ

X≅

(c) −Br, (d) −Cl,

(e) −Br, (f) −Cl,

(g) −CH3,

(i) −NH2,

(h) −OH,

(a)×NO2, (b) ×CN,

Figure 4. Model systems for aromatic edge-to-face interactions with various substituents. The CH

atoms at the para-position of the axial (vertical) ring is constrained to be along the axis passing

through the center of the facial (horizontal) ring and to be perpendicular to the facial ring.

Reproduced by permission of American Chemical Society: Ref. [42].
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the cancellation errors. For example, the relative energies are almost the same

within 0.02 kcal/mol for both CCSD(T)/aVDZ’ and CCSD/aVDZ’ (thus, the

latter values have not been reported in Table 1), while the absolute binding

energies of the former are consistently �0.46 kcal/mol larger than those of the

latter. Similarly, the MP2 binding energies are quite different depending on the

basis set used, but the relative energy differences are almost same. The relative

binding energies at the CCSD(T) level are similar to those at the MP2 level

regardless of the basis set employed. In this regard, it is clear that the relative

energies can be predicted in a reliable way. In this regard, though all the results

are consistent, there can be subtle errors up to �0.1 kcal/mol (or at most

�0.2 kcal/mol in the worst situation). In consideration that our results are

based on geometries at the BSSE-corrected MP2/aVDZ level, we discuss our

results in terms of MP2/aVDZ values [and MP2/aVTZ//MP2/aVDZ values in

brackets], unless otherwise specified.

The interaction energy increase/decrease due to the monosubstitution of the

benzene dimer is no more than 0.65/0.34 [0.68/0.37] kcal/mol in the gas phase.

This value becomes much smaller (0.55/0.24 kcal/mol) in the chloroform solvent

(dielectric constant « ¼ 4:9). This small energy difference agrees with experi-

ments [31, 35a]. Although the edge-to-face interaction energy at the CCSD(T)/

CBS level is ��1.5 kcal/mol, these small energy changes should not be simply

neglected, since the sum of a large number of these interaction terms could be

significant in multisubstituted aromatic systems, in particular, in the cases when

strong interactions are not present.

Based on the predicted interaction energies, we find that for type I, the

electron-accepting strength of the axial aromatic ring is in the order

NO2 > CN > Br > Cl > F > H > CH3 > OH > NH2 in both the gas phase

and the chloroform solution. For type II, the electron-donating strength of the

facial aromatic ring is in the order CN < NO2 < F < Cl < Br < H < OH

< CH3 < NH2 in the gas phase, and in the order NO2 < CN < F < Cl < Br

< OH < H < NH2 � CH3 in the chloroform solution. Therefore, the order in

binding strength of type I for NO2 and CN in the gas phase, that for Br, Cl, and F

in both gas and solution phases, and that for CH3 and OH in the gas phase, and

NO2 CN Br Cl F H CH3 OH NH2

X

MP2/aVTZ
CCSD(T)/aVDZ'

NO2 CN F Cl Br H OH CH3 NH2

−0.6

−0.4

−0.2

0.0

0.2

0.4

X

δ∆
E

 (
kc

al
/m

ol
)

−0.6

−0.4

−0.2

0.0

0.2

δ∆
E

 (
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al
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Figure 5. Relative values of interaction energies (dDE=dDEsol for the gas/solution phase; in kcal/

mol) for types I and II with respect to the benzene dimer: DE=DEsol ¼ �3.20/�1.47 kcal/mol.

Reproduced by permission of American Chemical Society: Ref. [42].
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that for CH3 and NH2 in the chloroform solution are changed into type II. It

should be noted that though the systems with electron-accepting substituents

(NO2, CN, Br, Cl, F) favor type I, those with electron-donating substituents

(NH2,CH3, OH) favor type II; then the substitution can strengthen the binding,

compared to the unsubstituted benzene dimer.

For type I, the binding strength increases as the substituent changes from

strong electron-donor to strong electron-acceptor. The trend for dE shows a

good correlation between the free energy and the Hammett constant. Indeed,

we also find that dE are correlated with the Hammett constant at para-position

(sp). The interaction for type I can thus be correlated with the charge transfer

effect or polarizability-driven inductive effect. Thus, for type I, the polariz-

ability-driven inductive effect would be important. For type I, a strong elec-

tron-accepting/donating group of the NO2=NH2 substituent increases/

decreases the binding strength by 0.65/0.15 [0.68/0.18] kcal/mol compared to

the unsubstituted case. The solvent effect for type I does not change the order in

binding strength in the gas phase, but slightly decreases the absolute binding

energy and the relative binding energy differences.

For type II, the increased/decreased p-electron density by the electron-

donating/accepting substituent NH2=CN increases/decreases the binding

strength by 0.58/0.34 [0.60/0.37] kcal/mol. The solvent effect changes the

order in binding strength between NO2 and CN and the order between CH3

and NH2. The largest/smallest binding energy in solution is 1.70/1.17 kcal/mol

(for CH3=NO2), while that in the gas phase is 3.79/2.86 kcal/mol (for

NH2=CN). The maximum binding energy gain/loss by substituent in the ben-

zene dimer is only 0.23/0.30 kcal/mol in the solvent, in contrast to significant

gain/loss in the gas phase by 0.38/0.36 kcal/mol at MP2=6-31þG� (0.58/

0.34 kcal/mol at MP2/aVDZ). Although in solution CN=CH3 is a more effect-

ive electron-acceptor/donor than NO2=NH2, the overall trend in solvent is

similar to that in the gas phase. In addition, considering the halide groups

which are electron-acceptors, the F-substituent system is more stabilized than

the Cl/Br-substituent systems, so this trend is opposite to that in type I.

Similarly, the OH group is less effective than the CH3 group. In addition to

the charge transfer from the facial to axial rings, the CH-p interaction in type II

depends on the electron density around the center of a substituted facial

aromatic ring which is very sensitive to the exchange repulsion and dispersion

energy.

For the complexes involving both types I and II, the interaction energies are

found to be nearly additive. The complex with the facial aminobenzene and the

axial nitrobenzene gives the interaction energy gain by 1.18 kcal/mol over the

dimer. This value is close to the sum (1.23 kcal/mol) of the interaction energy

gain (0.65 kcal/mol) for the axial nitrobenzene interacting with the benzene and

that (0.58 kcal/mol) for the facial aminobenzene interacting with the benzene.

The complex with the facial cyanobenzene and the axial nitrobenzene gives the

interaction energy gain by 1.16 kcal/mol over the dimer, close to the sum of the
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two separate contributions (0.61 þ 0.58 ¼ 1.19 kcal/mol). Thus, the edge-to-

face interactions can be enhanced as much as 1.2 kcal/mol by both axial and

facial substitutions.

The substituent effect of the interaction energies and energy components for

types I and II is listed in Table 7. In the benzene dimer, we find that the total

interaction energy (Etot) is �2.49 kcal/mol, and the electrostatic energy (Ees),

induction energy (Eind), dispersion energy (Edisp), and exchange repulsion

(Eexch) are �2.04, �1.00, �4.56, and 5.47 kcal/mol, respectively, and E�ind,

E�disp, and E�exch are �0.23, �4.10, and �4.24 kcal/mol, respectively. Therefore,

the dispersion is the dominating interaction component for any substituents in

both types, since the substitution effect changes within �0.7 kcal/mol.

While the total interaction energies and their energy components widely vary

depending on the levels of calculation, the relative energies little depend on

them. Therefore, the relative energies (dEtot, dEes, dEexch, dEind, dEdisp) of the

substituted systems with respect to the benzene dimer are considered to be

reliable. For both types, it is interesting to note that though the main energy

component of Etot is Edisp, the main energy component of dEtot is dEes. For type

I, dEtot is well described simply by dEes among the four components

(dEes, dEexch, dEind, dEdisp). Since the electrostatic energy plays a key role in

type I, the electrostatic energy-driven polarization (induction) is well correlated

with Etot. We particularly note that dEesþind�( ¼ dEes þ dE�ind) is almost the

same with dEtot, since the three terms of dE�disp, dE�exch, and dEHF

(dEdisp�þexch�þdHF ¼ dE�disp þ dE�exch þ dEHF) almost cancel out. Thus, the total

Table 7. Substituent effect (relative energy with respect to the basis set at the MP2/aVDZ’ level) of

the interaction energies and energy components (kcal/mol) for the edge-to-face aromatic

interactions (types I and II) by SAPT decomposition

Type I: X NO2 CN Cl OH NH2 (H)

dEtot �0.77 �0.66 �0.28 0.05 0.19 (Etot: �2:49)

dEes �0.59 �0.55 �0.25 0.05 0.20 (Ees: �2:04)

dE�ind �0.17 �0.13 �0.05 0.01 0.02 (E�ind: �0:23)

dE�disp �0.17 �0.18 �0.09 0.01 0.02 (E�disp: �4:10)

dE�exch 0.26 0.30 0.14 �0.03 �0.08 (E�exch: 4:24)

dEesþind� �0.76 �0.68 �0.29 0.06 0.22 (Eesþind� : �2:27)

dEdisp�þexch�þ�HF �0.01 0.02 0.01 �0.01 �0.03 (Edisp�þexch�þ�HF: �0:21)

Type II: X NO2 CN Cl OH NH2 (H)

dEtot 0.33 0.34 0.13 �0.03 �0.45 (Etot: �2:49)

dEes 0.50 0.52 0.26 �0.04 �0.54 (Ees: �2:04)

dE�ind 0.08 0.08 0.04 0.00 �0.05 (E�ind: �0:23)

dE�disp �0.16 �0.16 �0.22 �0.18 �0.50 (E�disp: �4:10)

dE�exch �0.18 �0.19 0.07 0.16 0.70 (E�exch: 4:24)

dEesþdisp�þexch� 0.16 0.17 0.11 �0.06 �0.34 (Eesþdisp�þexch� : �1:90)
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energy change by the substituent effect in type I is represented by the sum of

dEes and dE�ind. One can easily note a good correlation between dEtot and dEes

as well as an excellent agreement between dEtot and dEesþind� .

For type II, dEtot is the most correlated with dEes among the four compon-

ents. In addition, dEesþdisp�þexch� ( ¼ dEes þ dE�disp þ dE�exch) is also correlated

with dEtot (Fig. 4). Thus, the substituent effect in type II is complicated. The

decrease/increase of the electron density of the facial rings by large/small charge

transfer due to the electron-donor/acceptor should significantly decrease/in-

crease dEind, but this change is less significant than the changes of dE�disp and

dE�exch. Upon substitution, dE�disp are all greater in magnitude than that of the

benzene dimer, probably because the total amount of electron population of

the facial benzene ring increases (since the H atom depletes the electron density

of the facial aromatic ring as a strong electron-acceptor, in comparison with

nonhydrogen atoms). While the electron-donor/acceptor with increased/de-

creased charge transfer shows increased/decreased binding energy, the sum of

dEind, dEexch, and dEdisp reasonably differentiates various edge-to-face inter-

actions for type II.

Figure 6 shows interesting polarization effects on the occupied molecular

orbitals of strong electron-donor (NH2�) and strong electron-acceptor (NO2� )

substituted aromatic rings relative to the benzene ring for types I and II. The

benzene gives only minor polarization from the facial ring to the axial ring. For

type I, the strong electron-accepting group NO2 withdraws electron (which

results in strong stabilization), whereas the electron-donating group NH2 for-

bids the electron withdrawing (which results in destabilization). Therefore, the

polarization due to the electron-donating/accepting power affects the edge-to-

face interaction energy. This effect is very important in type I. In type II, the

electrostatic interaction plays also an important role, and, subsequently, the

polarization is correlated with the electrostatic energy. The facial NO2-substi-

tuted aromatic ring forbids the electron-transfer-driven polarization to the

axial ring (which results in destabilization), whereas the facial NH2-substituted

aromatic ring allows strong polarization to the vertical ring (which results in

strong stabilization). It is also interesting to note that the polarization for the

facial Cl/Br/F-substituted aromatic ring in type II is slightly weaker than or

similar to that for the benzene-dimer system. However, other effects (dispersion

and exchange in addition to the electrostatic energy) are also important in type

II, as discussed earlier.

It is interesting to compare the edge-to-face interactions for the T-shaped

aromatic–aromatic complexes with those for the T-shaped structure with an

aromatic ring and a counterpart such as H2,H2O, HCl, and HF. In this case, H2

would involve mainly dispersion and induction energies; the benzene involves

dispersion, quadrupole–driven polarization, and quadrupole–quadrupole inter-

action energies; H2O, HCl, and HF would involve dispersion, dipole-driven

polarization, and dipole–quadrupole interaction energies. The dipole moments

of H2O, HCl, and HF along the axial direction are 1.13, 1.18, and 1.84 Debye,
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respectively. While the H2 does not give significant interaction energy gain/loss

depending on the substituted benzene, the quadrupole-driven electrostatic

effect in the benzene shows marginal energy differences, and the dipole-driven

electrostatic effects in H2O, HCl, and HF show large energy differences de-

pending upon substitution (Fig. 7). In the case of H2O, the difference in the

edge-to-face interaction energy between the NO2- and NH2-cases is 2.1 kcal/

mol. In the case of HF-aromatic systems, this difference is further enhanced as

much as 2.6 kcal/mol. The energy difference between NO2�=NH2-substituted

benzene–water system and the benzene–water system is 1.3/�0.8 kcal/mol;

thus, these large energy differences would be useful for the design of novel

supramolecular systems and novel molecular devices. Even though the differ-

ence in the aromatic–aromatic systems is not large, the sum of a large number

of interactions in the absence of H-bonding type interactions would be of

Type I
−NO2 (−0.373)

Type II
−NO2 (−0.385)

Type II
−NH2 (−0.329)

Type II
−Cl (−0.345)

Type I
−NO2 (−0.344)

Type I
−NH2 (−0.340)

Figure 6. The occupied molecular orbitals of types I (top) and II (bottom) involving with the charge

transfer. Orbital energies in parentheses are given in au. In contrast to the benzene dimer which

shows a moderate charge transfer (qCT ¼ �0:0133 au; dqCT ¼ 0 as a reference system), in the cases

of type I the strong electron-accepting NO2 group in the axial aromatic ring shows increased

electron-transfer toward the axial aromatic ring (dqCT ¼ �0:0017 au), whereas the strong elec-

tron-donating NH2 group shows decreased charge transfer (dqCT ¼ 0:0007 au). In the cases of

type II, the strong electron-accepting NO2 groups in the facial aromatic rings show decreased

charge transfers (dqCT ¼ 0:00142 au), while the strong electron-donating NH2 group shows in-

creased charge transfer (dqCT ¼ �0:00103 au). Reproduced by permission of American Chemical

Society: Ref. [42].
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importance to play a key role, which can be evidenced from the fact that the

aromatic–aromatic p stacking which has the interaction energy comparable to

the edge-to-face interaction plays a key role in crystal packing.

7 H-BONDS IN HYDRATION AND COORDINATION CHEMISTRY

The diffuse electron-rich lone pair of electrons of negatively charged ions pro-

vides diverse hydration and coordination chemistry as shown in Fig. 8. Although

the anions have different numbers of lonepair electrons, they show tri- or tetra-

coordinations. A hydroxide ion forms trihydrated structure using three lone

pairs. The tetracoordinated hydroxide anion is isoenergetic to the tricoordinated

hydroxide ion, and is observed in larger clusters. The tetrahydrated fluoride ion

has an internal state near 0 K, but as temperature increases to the room tem-

perature, water–water H-bond breaking appears with tetrahedral coordination

using four lone pairs of electrons due to the entropy effect [20]. On the other

NO2 CN F Cl Br H OH CH3 NH2
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Figure 7. Relative interaction energies (dDE in kcal/mol) for the T-shape conformers of the

substituted aromatic ring with H2, benzene, H2O, HCl, and HF. Reproduced by permission of

American Chemical Society: Ref. [42].

H−(H2O)4 OH−(H2O)4 F−(H2O)4 Cl−(H2O)4 Au−(H2O)4

Figure 8 (see color section). Structures of hydrated anion clusters.
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hand, the tetrahydrated chloride ion has a surface bound state even at room

temperature [20]. A chloride ion has weak ion–water interactions in comparison

to a fluoride ion. Strongly electronegative small ions form strong H-bonds with

water molecules, which are larger than the water–water binding energy, due to

the strong electrostatic interactions. While a cation has very strong electrostatic

interaction, an anion has slightly weaker electrostatic interaction because the

presence of an excess electron requires a large space for stabilization (i.e., to

lower the kinetic energy of the excess electron).

8 COOPERATIVE EFFECT IN SHORT H-BOND

Although, in general sense, the cooperativity applies to all intermolecular

interactions, it is particularly important in H-bond interaction because of the

relay effect of hydrogen atoms. The H-bond distance tends to decrease as

the cluster size increases. The typical characteristics of cooperative effects

show the shorter X� � �H distance, longer X–H distance, larger chemical shift,

and large red-shifts of the O–H vibrational frequency.

8.1 Linear H-Bonded Chains

A number of studies have been devoted to investigate the property of linear H-

bonded chains such as HF, HCN, and H2O systems. Mostly, the HF dimer has

been served as a hydrogen bond model. Experiments show that the bent dimer

and cyclic hexamer are stable in cluster. In crystalline hydrogen fluoride, HF

forms infinite chain structure by strong hydrogen bond (F� � �F distance of

2.47 Å which is �0.25 Å shorter than the normal F� � �F distance of 2.72 Å in

the finite system HF� � �HF) [44]. Guedes et al. [45] have investigated the

characteristics of cyclic HF and HCl clusters, and showed that the hydrogen-

bond cooperativity is related to electronic sharing and delocalization through

electron density difference. Rincon et al. [46] also showed that the cooperative

effect is related to electron delocalization between monomer units through the

analysis of the topology of electron density.

Cooperative effects in H2O appear as gradual shortening of hydrogen bond

distance from dimer (2.98 Å) to liquid (�2.8 Å) to ice (�2.75 Å) [47]. Beside the

studies of liquid water and ice, a lot of theoretical studies have been devoted to

water chains [48–50]. Suhai calculated the bond distance and average H-bond

energy in the infinite water chain as 2.73 Å and 6.30 kcal/mol, respectively,

which is comparable to experimental results on ice (2.74 Å and 6.7 kcal/mol)

[48]. Hermansson et al. [49] investigated the polarization of the individual water

molecules in finite and infinite H-bonded chains, and showed that the induced

dipole moment in the middle of the long chain is about twice those at the ends.

The additional dipole moments are created by charge transfer from accepter to

donor. Masella and Flament [50] investigated the cooperative effects in cyclic

trimers comprised of water and methanol.
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8.2 Short H-Bond in Organic Crystals and Peptides

The cooperativity of H-bond plays an important role in determining the

structures of molecluar crystals and biological molecules. Cyclohexane-1,3-

dione forms sheet, which has long chains of hydrogen bond with most solvents

(forms 6:1 cocrystal with benzene) [51]. Dannenberg et al [52]. explained this by

comparing asymptotic interaction energy of the infinite chain and cyclic hex-

amer. Comparing differences between urea and 1,3-cyclohexanedione under

external electric field, they found that the short distance in urea is reasonably

described by the electrostatic interaction and the polarization effect, but 1,3-

cyclohexanedione is not.

The cooperative effects in secondary protein structures, helix and sheet have

been reported [53]. The linear chain of formamide which resembles peptides

has large cooperativity in H-bond, which is 2.5 times that of formamide dimer.

For the parallel and antiparallel sheet in secondary protein structures, there

was no cooperativity in the parallel direction, while significant cooperativity

exists in perpendicular direction. In methanol solvent system, the cooperative

effects were reduced, indicating that the cooperativity is due to the polarization

effect.

8.3 Diol and Dione

We considered two different linear chainlike H-bond relays, poly-1,2-ethane-

diols and 1,3-propanedione (Fig. 9) [54]. The geometries on the plane were

optimized up to the decamer at the B3LYP/6-31G* level, and up to hexamer at

the MP2/6-31G* level. The binding energy of infinite chain was obtained on the

basis of the exponential decay plot (Fig. 10).

In the case of the dimer, 1,3-propanedione has larger H-bond energy

(12.3 kcal/mol) than 1,2-ethanediol (5.9 kcal/mol) at the B3LYP level.

Based on the exponential decay plot, the H-bond energies in the infinite chains

of 1,3-propanedione and 1,2-ethanediol are 24.4 and 9.8 kcal/mol, respectively,
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Figure 9. Schematic of 1-D H-bonds relays. (a) 1-D H-bond relay of poly-1,2 ethanediols (diols).

(b) 1-D H-bond relay of poly-1,3 propanedione (diones). Reproduced by permission of American

Chemical Society: Ref. [54].
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which increased by 12.0 and 3.9 kcal/mol, respectively, than those of the dimers.

Also, bond distances are shortened by 0.07 and 0.15 Å, respectively. MP2 results

are comparable with B3LYP results. Change of NBO atomic charge shows that

the polarization is mainly responsible for this cooperativity. H-bond between

diones is stronger with the larger cooperativity effect than that of diols.

8.4 Short H-Bonds for Organic Nanotubes and the Solvent Effect

We recently synthesized calix[4]hydroquinone (CHQ) nanotubes, which are

assembled by 1-D short hydrogen bonds (SHBs) (Fig. 11) [4]. Hydrogen bond

length in CHQ is about 2.65 Å, which is almost 0.2 Å shorter than that

of normal hydrogen bond. For cluster systems, we have carried out B3LYP

and MP2 calculations. To investigate the periodic systems including solvent, we

have carried out plane wave density functional theory (PW-DFT) using gener-

alized gradient approximation (GGA) of Perdew and Wang [55], and the

Vanderbilt pseudopotentials [56].

1-D SHB in CHQ nanotubes involves three kinds of H-bond between hydro-

quinone (Qh) and water (W). We denote the complex with a H-donor and a H-

acceptor as D > A. The W > Qh, Qh > Qh, and Qh > W in Fig. 12 have bond
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Figure 10. ZPE-uncorrected H-bond interaction energies (DEe), H� � �O distances (dH���O), and

atomic charges of H and O atoms of the central H-bond (qh, qo) in the 1-D H-bond relay of

1,2-ethanediols and 1,3-propanediones. Reproduced by permission of American Chemical Society:

Ref. [54].
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(a)

(b)

Figure 11 (see color section). Longitudinal H-bond relay comprised of CHQs and water.

(a) Tubular polymer structure of a single nanotube obtained with X-ray analysis for the heavy

atoms and with ab initio calculations for the H-orientations (top and side views). (b) One of the four

pillar frames of short H-bonds represents a 1-D H-bond relay composed of a series of consecutive

OH groups [hydroxyl groups (�OH) in CHQs and the OHs in water molecules]. Reproduced by

permission of American Chemical Society: Ref. [54].
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Figure 12 (Continued).
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energies of 5.4, 6.3, 8.6 kcal/mol, respectively (B3LYP/6-31G*). These values

are similar to MP2/6-31G* results of 5.6, 7.8, and 8.5 kcal/mol and PW-DFT

results of 5.6, 4.6, and 8.4 kcal/mol. Case Qh > W has �0.15 Å shorter O� � �H
bond distance and �3 kcal/mol larger binding energy than case W > Qh. From

orbital interpretation of hydrogen bond, a H atom is likely to stabilize the

lone-pair electrons of water oxygen atom more than those of hydroquinone

oxygen atom.

In order to investigate the effect of SHB in CHQ nanotubes, we have

performed calculations with the increasing number of H-bonds. On the basis

of exponential decay plot, the asymptotic H-bond energies for W > Qh,

Qh > Qh, and Qh > W in infinite H-bond relay are estimated to be 11, 11,

and 12 kcal/mol, respectively. The average value of these H-bond energies is

11.3 kcal/mol, which is 4.5 kcal/mol higher than the normal H-bond.

We have calculated the average bond energy gain in the infinite SHB array

(Eshb) and the solvent effect in bond energy (Esol) using the partition scheme. In

this case, Eshb is �3.9 kcal/mol and Esol is 1.2 kcal/mol. Thus average HB

energy per SHB in the presence of solvent water molecule is 8.9 kcal/mol,

which is 2.7 kcal/mol larger than normal H-bond energy.

Figure 12 cont’d (see color section). Short H-bonds in CHQ nanotubes in the top figures are three

types of H-bonding involved with 1-D H-bonds of CHQ nanotubes [(a) Wb > Qh, (b) Qh >

Qh, and (c) Qh > Wh]. The H-bond distances (Å), atomic charges (qH and qO in au), and their

changes with respect to the values of the isolated systems (dqH
and dqO in au), and proton chemical

shifts (d in ppm) are given at the B3LYP/6-31G* level. The middle figure is the nine H-bonds relay

system showing short H-bonds in a fragment of CHQ nanotube. The bottom figure is the water

network in a single tube (top and side views). The top view (left) shows 8 bridging water molecules

in red, 8 first-hydration shell water molecules in blue, 12 second-hydration shell water molecules in

yellow, and 4 third-hydration shell water molecules in gray, while the side view shows twice those in

the top view. Reproduced by permission of American Chemical Society: Ref. [54].
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9 SHORT STRONG H-BOND IN ENZYME CATALYSIS

Short strong H-bond (SSHB)[57, 58] is characterized by their large hydrogen

bond energies (>10 kcal/mol), short distances (<2.6 Å), and large downfield

shift of NMR resonances (>15 ppm). In low dielectric organic solvents, un-

usual physicochemical properties have been observed for a number of hydrogen

bonds between two partners with an equal pKa.

The proposal that SSHB plays a key role in the enzymatic catalysis has been

highly debated in recent years [59]. One of the examples for the role of SSHB in

enzymatic reaction can be found in D5-3-ketosteroid isomerase (KSI) which is a

paradigm for fast enzymatic reactions [60]. KSI catalyzes the conversion of bg-

to a,b-unsaturated steroidal ketones via a dienolate intermediate at a nearly

diffusion-controlled rate. During the reactions, Asp38 serves as a base for

abstracting the C4 b-proton of the steroid substrate, while Tyr14 (H-bonded

by Tyr55) and Asp99 serve as catalytic residues by providing H-bonds to the

oxyanion (C3-O or O3) of the dienolate intermediate (Fig. 13).

The calculated results about energy profile of the wild type system [57]

indicate that the barriers for the first step (ES!TS1!EI1; abstraction of the

proton from the substrate) and the third step (EI2!TS3!EP; donation of the

proton to the substrate) are very similar and crucial in energy, while the second

step (EI1!TS2!EI2; rotation of Asp38) is not significant in energy so that

total reaction is eventually a two-step mechanism. In the presence of Tyr14 or

Asp99, the transition states TS1 and TS3 are lowered by �6 kcal/mol. This

result implies that the catalytic effect of the two residues is almost equivalent.

When Tyr14 and Asp99 were introduced simultaneously, TS1 and TS3 are

lowered by �10 kcal/mol. Intermediate states (EIs: EI1 and EI2) and TS2 are

stabilized by �15 kcal/mol, suggesting that the two functional groups contrib-

ute cooperatively to the stabilization of EIs and TS2.

2nd HOMO (−3.13 eV)

[C]TS2: (c)Asp99+Tyr14

1st HOMO (−2.42 eV)

3rd HOMO (−3.32 eV) 7th HOMO (−4.91 eV)

Figure 13 (see color section). Schematic representation of reaction mechanism and HOMO energy

levels of transition state (TS) of KSI.
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In the structure of the active sites in the complex with the intermediate

analogs, the hydrogen bond distances between O3 and Tyr14 or Asp99 are

�2.6 Å, which is slightly shorter than those (�2.8 Å) of the structure in

complex with the product analog [57] (Table 8). NMR spectroscopic investiga-

tions also indicate that in the D38N mutant KSI, the H-bond between the

catalytic residues and equilenin exhibits a large downfield shifted peak

(>16 ppm) [60, 61].

Table 8. Distances (Å) between Oresidue and O3 along the reaction path (Fig. 13) in wild type of KSI

Residue ES TS1 EI1 TS2 EI2 TS3 EP

Tyr14 2.68 2.64 2.55 2.51 2.55 2.61 2.67

Asp99 2.75 2.66 2.60 2.55 2.58 2.65 2.71
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The distances between Oresidue and O3 (d[Or�O3]) along the reaction path

(Table 8) [57] indicate that even though normal H-bonds are formed between

residues and substrate at the starting and ending point of reaction, they are

converted to short strong one during the reaction where d[Or�O3] is reduced

by �0.2 Å, in accordance with the experimental results.

10 H-BOND IN RECEPTORS/IONOPHORES

Host–guest complexes play an important role in biological processes, and H-

bonds play a crucial role in the molecular recognition phenomena. In this

context, by utilizing hydrogen bond interaction, various ionophores/receptors

with selective binding affinity of specific ions have been designed, and demon-

strated by experiments [6, 62–65]. Usually, H-bonds in those receptors are in

competition with the interaction of polar solvents with ions. Therefore, the

most important strategy in designing receptors/ionophores is to know how to

optimize the H-bond between receptor and ion in the presence of solvent

molecules. Some MD simulation studies for receptors/ionophores involving

ions and solvents are available [66].

10.1 H-Bond in the Selective Receptor for Ammonium Ion (NHþ4 ) over

Potassium Ion (Kþ)

The recognition of NHþ4 has attracted lots of interest since ammonium-contain-

ing compounds are very important in chemical, biological, and physiological

molecular systems [63]. One of the major problems in the selective recognition

of NHþ4 over Kþ arises from their nearly equivalent sizes. Since the pKa of NHþ4
is 9.0, the subunit to recognize NHþ4 should be strong proton-withdrawing

to strengthen the charged H-bonds [67]. Figure 14 shows schematics of the
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Figure 14. Schematics of the receptors with different subunits L (L ¼ interacting moiety of the

receptor) and their relative affinities (kcal/mol) of various ammonium receptors for NH4 over Kþ.

DEsol for selected receptors in CHCl3 solution were obtained using the IPCM method. Reproduced

by permission of American Chemical Society: Ref. [63(a)].
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receptors with the respective interaction energies in the gas phase and CH3Cl3
solution for the tripodal receptor with various subunits to selectively recognize

NHþ4 over Kþ. The interaction energy in solvent was calculated using the static

isodensity surface polarized continuum model (IPCM) method.

Apart from the recognition efficacy in solvent, the receptors need to possess

solvent access-blocking groups (such as Me). In this way, the coordination

number of the receptors is limited to no more than 4. Since NHþ4 and Kþ

favor the coordination numbers of 4 and 6, respectively [68], NHþ4 is solvated in

three sites by the receptor and in one site by solvent, while Kþ is solvated

in three sites by the receptor and in three sites by solvent. Thus, NHþ4 tends to

be inside the receptor much more than Kþ which tends to be solvated by

solvent.

10.2 Ionic H-Bonds in Receptors for Anions

With an aid of supramolecular chemistry, recognizing and sensing anionic

species have recently emerged as a key research field [6, 62–65]. In particular,

the development of receptors capable of selectively recognizing a specific anion

is quite intriguing. To enhance the sensing efficacy and selectivity of anions in

solvent, strong ionic H-bond has been frequently harnessed. In this regard,

several selective receptors utilizing ionic H-bonds will be introduced.

Recently, we have designed the tripodal receptors (1–3 in Fig. 15) with 1,3-

disubstitued imidazolium ring subunit which can form (C�H)þ � � �X� hydrogen

bonds with anions [6] in contrast with the common practice that most positively

ionic anion receptors were designed to form (N�H)þ � � �X� hydrogen bonds.
1HNMR titration experiment was performed to investigate anion binding prop-

erties of hosts. Upon addition of chloride anion to host 1, significantly large

downfield shifts (Dd > 0:94 ppm) were observed for the proton of C(2) which is

in between two N atoms of imidazolium subunit. This suggests complexation of

the anion by CH hydrogen bonds. Although both hosts 1 and 2 show higher

affinities for the chloride anion than bromide, the affinity and the selectivity
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Figure 15. Schematics of tripodal receptors for halide ions.

180 Lee et al.



of host 1 for halide anions are much higher than those of host 2 (Table 9).

This is a consequence of stronger (C�H)þ � � �X� hydrogen bonds by more

electron-deficient imidazolium moieties as well as more enhanced charge–dipole

interaction by the NO2 group.

In spite of the enhancedaffinity for halide anions, the recognitionofF�wasnot

accomplished through ionic H-bond with host 1, because of the nucleophilic

reaction of F� on C(2) or the abstraction of the C(2)-hydrogen, thereby unable

to observe the C(2)-proton peak upon addition of F� on 1 in DMSO=CH3CN.

For the complex of host 2 and F�, ab initio calculations predicted that F� forms

shorter and more linear H-bond with host 2 than Cl� or Br�, so that F� shows

higher binding energies both in the gas and polar solvent phases. In polar solvent

withdielectric constantofacetonitrile (« ¼ 36:64), the calculatedbinding energies

of 2 with F� and Cl� decrease to only �20 kcal/mol, while they are larger than

200 kcal/mol in the gas phase. This indicates that the cationic imidazolium recep-

tor interacts with polar solvent so that its effective charges on C(2) diminish, and

its ability of forming ionic H-bond with anions decreases. This trend is confirmed

again in the experimental results in 1:1 mixture of DMSO-d6 and acetonitrile-d3

or DMSO-d6 solvent. In these highly polar solvent, F� interacts moderately with

host 3, while the butyl groups block the direct interaction of F� with solvent

molecules and reduce the microenvironmental polarity around the binding site.

Recently, by extending this approach, a receptor of anthracene derivative with

two imidazolium moieties, which show selective binding affinity for H2PO�4 over

otherhalide anions andanion-inducedquenchingof the fluorescenceby the photo-

induced electron-transfer (PET) mechanism was reported (Host 4a in Fig. 16) [65].

However, further investigation shows that F� forms 2:1 complex with receptor on

each ionic H-bonding site. In addition to (C�H)þ � � �F� bonding (1.63 Å), due to

the high flexibility of the receptor site of host 4a, the hydrogen atom connecting

CH2 between the anthracene and imidazolium moiety also interacts with F� at a

distance of 2.29 Å. On the other hand, host 4b favors H2PO�4 over F� in polar

acetonitrile solvent. For both hosts 4a and 4b, their H2PO�4 � � � (H�C)þ distances

Table 9. Association constants (Ka) and binding free energies

(DGo) for 1:1 complexes of host 1–3 (Fig. 15) with anions in

DMSO-d6 at 298Ka

Hosts Anionsb Ka(M
�1) �DG0

298

1 Cl� 4800 5.02

Br� 490 3.67

2 F� 1300 4.25

Cl� 1100 4.15

Br� 180 3.07

3 F� 2400 4.61

Cl� 1500 4.33

aEstimated errors <10%. Anions used in this assay were in the

form of their tetrabutylammonium salts. �DG0
298 is in kcal/mol
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are almost same, and so are the F� � � � (H�C)þ distances (1.7 and 1.6 Å, respect-

ively). In the case of host 4b, however, the F� � � � (H2C) interaction becomes

negligible (>3 Å). Consequently, the greater rigidity of host 4b enhances the

binding selectivity toward H2PO�4 (Fig. 16). Very recently, we have also designed

calix[4]imidazolium compound (5 in Fig. 16), which selectively binds the F� ion

through the F� � � � (H�C)þ interaction thereby forming 1:1 stoichiometric com-

plex [65c]. Unlike the fluoride anion, the chloride and bromide anions do not fit in

the center of the cavity of 5 since they are larger and favor nonspherical or surface

conformations in order to keep the extra electron in a large empty space. The

density functional calculation on the conformation analysis and predicted binding

affinities were in good agreement with the experiments.

10.3 H-Bond in Amphi-Ionophores

Cyclic polypeptides [69] can interact with both cations through C¼O moieties

and anions through N–H moieties (Fig. 17). In structures 6 and 7, both

carbonyl and amide groups are nearly on the same cylindrical surface, i.e.,

nearly parallel to the principal axis. Upon complexation with an ion, the cyclic

peptides are found to have two types of binding: one at the center (n�I where n

N N

N N

—n -Bu

—n -Bu

H

H N

NN

N

P
OHOH

O O
H H

+

+ N N

H

+

N N

H

+

Rigid frame

+ +
Rigid frame

4a 4b Model A

H7

F

H7 

H12 H12

Figure 16. Molecular systems (model A: 4a, 4b) and calix[4]imidazolium[2]pyridine (5) designed for

the recognition of H2PO�4 and F�, respectively. (Reproduced by permission of American Chemical

Society for 4a, 4b and Model A: Ref. [65(a),(b)], and WILEY-VCH Verlag GmbH & Co for 5: Ref.

[65(c)].)
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denotes cyclic peptides and I denotes an ion) and the other above the molecular

plane (n’�I). In the presence of cation, carbonyl dipole moieties tend to point

inward (toward the cation), while, in the presence of an anion, amide dipole

moieties point inward, forming H-bond. The type of binding is decided by the

size of ions and the cavity of cyclic peptides. If an ion is small and the cyclic

peptides is sufficiently large, then n�I type complex is formed. Otherwise, n’�I
type complexation is observed. When 7 binds with F�, it prefers the n�I type

binding. In the case of Cl�, however, the complex changes its geometry to n’�I.
In 7’�Cl�, the Cl� � � �H distances are 2.57 Å for three H atoms and 2.68 Å for

the remaining three H atoms with supplementary angle f equal to 308 and 378,
respectively.

11 CONCLUDING REMARKS

The hydrogen atom, the most simplest and abundant atom in the universe,

is involved in one of the most complex and flexible bonding in both chemical

and biological systems, giving its special features including wide range inter-

6

7

6�

6�+Li⋅+

6�+Li⋅+

7�+Li⋅+ 7�+F−

7�+F−7�+Cl.−

6�+F−

6�+F−

Ion C N O H

Figure 17. Selected structures of cyclic peptides (glycine) and their ion complexes. Reproduced by

permission of American Chemical Society: Ref. [69(a)].
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action energies, coopertivity effect, proton exchange through the H-bonds, self-

assembly of molecular tubes and layers, and multiply H-bonded frames in

biological molecules. We have illustrated diverse H-bonding characteristics

with the analysis of each energy component. Normally, the proton-accepting

and proton-donating capability (electronegativity, electron affinity, ionization

potential, acidity, and basicity) gives combinatorially strong H-bond inter-

actions. The understanding of diverse H-bonds would be useful for the devel-

opments of various functional molecular systems. Indeed, utilizing the

cooperative vs. competitive effect of H-bonds, we have been successful in

designing various hydrogen-bonded ionophores, receptors, supramolecules,

nanomaterials, and nanodevices [34, 70]. Therefore, we hope that the present

review of the H-bonding would be useful for understanding the role of

H-bonding in molecular and biomolecular systems.
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CHAPTER 5

THE NATURE OF THE C–H� � �X INTERMOLECULAR

INTERACTIONS IN MOLECULAR CRYSTALS.

A THEORETICAL PERSPECTIVE

JUAN J. NOVOA, FERNANDO MOTA and EMILIANA D’ORIA

Departament de Quı́mica Fı́sica, Facultat de Quı́mica and CERQT, Parc Cientific, Universitat de

Barcelona, Av. Diagonal 647, 08028-Barcelona, Spain. E-mail: juan.novoa@ub.edu

Abstract The different C–H� � �X interactions are analyzed in this chapter. They are compared

with the other types of hydrogen bonds, especially O–H� � �O ones. Theoretical tools

are presented, among them the ‘‘atoms in molecules’’ theory (AIM). The H-bond

motifs existing in crystals are presented. The evidences that C–H� � �X interactions

may be often classified as H-bonds are discussed. Etter’s graph set analysis is also

used to describe the structure of complex aggregates.

Keywords: Hydrogen bonds; van der Waals interactions; C–H� � �X interactions; ab initio calcu-

lations; AIM theory; crystal structures.

1 INTRODUCTION

Intermolecular interactions (the interaction between molecules [1]) are the

driving force behind the formation and structure (also called crystal packing)

of molecular crystals. Therefore, one key step in our pathway toward a rational

design of molecular crystals is to understand the nature of the most common

intermolecular interactions found in these solids, and learning how to control

their strength and directionality. This is particularly relevant in molecular

crystals that can pack in more than one way (called polymorphs [2]), as

different polymorphs sometimes present different macroscopic properties

(magnetism, conductivity, etc.) and many of these macroscopic properties are

governed by the relative orientations of the molecules within the crystal [2].

Each polymorph is a local minimum in the free energy hypersurface of the

crystal structures, and results from a compromise of all intermolecular inter-

actions that could exist among the molecules that form the crystal (some of
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them necessarily attractive, while others can be repulsive). Understanding the

nature of the intermolecular interactions helps to rationalize the existence of

these local minima and their structure. In the long run it should also help to

find forms of controlling the structure of these polymorphs. This is the final

goal of crystal engineering [3, 4], one of the branches of supramolecular

chemistry [5].

One of the most common intermolecular interactions in molecular crystals,

particularly in organic molecular crystals or those involving organic ligands, is

the so-called C–H� � �X interaction. These interactions involve a C–H group of

one molecule and an X atom of a second molecule, oriented in such a way that

they make a short H� � �X contact. We will show below that there is more than

one type of C–H� � �X intermolecular interactions. Some of them present the

properties of a hydrogen bond, while others do not (for instance, not all inter-

actions are attractive and to be a bond the interaction must be energetically

attractive). Those having hydrogen bond properties are part of the subclass of

hydrogen bonds (defined here as all A–H� � �X interactions having hydrogen

bond properties) called weak hydrogen bonds.

In this work, we will review the results from accurate quantum chemical

calculations of systems that present C–H� � �X interactions, with the aim of

improving the current insight about the nature of the C–H� � �X intermolecular

interactions in molecular crystals. A monography [6, 7] and some reviews [8, 9]

have been published recently in the literature on this subject. They were mostly

focused on geometrical trends extracted from the analysis of the crystals

deposited in the Cambridge Crystallographic Database [10], although one

review was mainly focused on theoretical studies [11], following a different

perspective than that taken here. It is also worth mentioning a monography

dedicated to theoretical studies of hydrogen bonds [12], where C–H� � �X inter-

actions were also treated.

2 INTERMOLECULAR BONDS

2.1 What a Bond Is?

The hydrogen bond nature of the C–H� � �X interactions has been a con-

troversial issue in the literature in old and more recent times. Therefore,

to properly address such a point, we will begin by reviewing the current

knowledge about what a hydrogen bond is. This will drive us into the nature

of a bond.

Among the many available definitions in the literature for hydrogen bonds

[9, 13–15]1 the one we believe is the most functional is the following one, which

is a reformulation of Pimentel and McClellan’s [15] original definition: we can

say that an A–H� � �B intermolecular interaction is a hydrogen bond when: (1)

1 They discuss extensively many of the known definitions.
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there is evidence of a bond, and (2) this bond involves the H atom covalently

bonded to A. This definition relies on our capability of identifying the existence

of a bond and that this bond is made between the H and B atoms. We address

these nontrivial issues in the following paragraphs2.

The most complete definition of a bond, later used by others, was given by

Pauling [14]: ‘‘There is a chemical bond between two atoms or group of atoms

in case that the forces acting between them are such as to lead to the formation

of an aggregate with sufficient stability to make it convenient for the chemist to

consider it as an independent molecular species.’’ Then he lists the bonds that

fit such a definition: the covalent bond, the ionic bond, the coordination bond,

and ‘‘even the weak bond that holds together the two O2 molecules in O4,’’ that

is, the intermolecular bond. Later on in the book, he also talks about the

hydrogen bond2. According to this definition, the key for the existence of a

bond is the energetic stability of the bonded system. Therefore, only energetically

attractive interactions can be bonds.

This definition takes us naturally to the following question: are all attractive

interactions bonds? which can be rewritten as: where do we put the bonds? This

issue is faced in complex molecules and intermolecular aggregates, and origin-

ates in the fact that Pauling’s definition (except for the trivial case of a diatomic

molecule) only allows to identify the existence of a bond, but not the atoms

involved in it. We can illustrate the problem in two examples, selected as

prototypes of intramolecular and intermolecular bonds: where do we plot the

bonds in benzene and in water dimer?

This theory associates the existence of bonds with certain topological fea-

tures of the electron density of the aggregate: a bond, either intramolecular or

intermolecular, requires the presence of a (3,�1) bond critical point in the

electron density. These are points where the gradient of the electron density is

zero, there are three nonzero eigenvalues in the Hessian of the density, two

of them being negative while the remaining one is positive, and the line of

maximum density links the two bonded atoms. Intermolecular bond critical

points differ from intramolecular ones in the value of the electron density at

the bond critical point (much smaller in intermolecular bonds), and on the

value of the Laplacian (the sum of the diagonal elements of the second deriva-

tive of the density), which is positive in intermolecular bonds. Using this theory,

one can find in benzene six C–H and six C–C intramolecular bond critical

points (see Fig. 1). This allows us to plot the structure of this molecule as a

six-membered ring with only bonds in the sides. For water dimer one obtains

two intramolecular O–H bonds within each molecule, and only one intermo-

lecular bond of the O–H� � �O type. This bond has all the features required

for a hydrogen bond (the dimer is stable, see Fig. 2, and the H and O atoms

2 Linus Pauling, in page 449 of Ref. [14], provided an interesting definition: ‘‘It was recognized some

decades ago that under certain conditions an atom of hydrogen is attracted by rather string forces to

two atoms, instead of only one, so that it may be considered to be acting as a bond between them. This

is called the hydrogen bond. Other names, such as hydrogen bridge, have also been used.’’
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Figure 1. Upper row: Electron density of the benzene molecule (left) and the water dimer (right);

the contour of 0.02 a.u. has been plotted in both cases. Lower row: Cut of the electron density

along the plane of the benzene (left) and along the plane of the leftmost water molecule

(right), showing the details of the density; the bond critical points are the zones of minimum density

placed between the bonds.
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Figure 2. Interaction energy curve of two water molecules oriented as shown in Fig. 1. The curve

has been computed at the MP2/aug-cc-pVTZ level. The interaction energy has been corrected by the

BSSE.
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are involved in the O–H� � �O bond, see Fig. 1). These results agree well with

the conventional view of the bond in these two chemical entities. Systematic

studies show that the AIM method is a reliable tool to identify bonds in

complex aggregates.

Once we have identified all the bonds present in these two chemical entities, it

is worth to make some considerations about their physical meaning. A rigorous

analysis of the interaction energy in benzene and the water dimer (that can also

be extended to other systems) indicates that the bonds identified by the AIM

theory are not the only energetically stable interactions present in these systems

(in the water dimer this can be easily shown by simple electrostatic consider-

ations, the dominant component of the interaction energy [17]). Therefore, we

have to conclude that the bonds that we normally draw to describe the structure

of chemical systems just indicate the most important attractive interactions found

between the constituents of these systems. Such a definition makes bonds power-

ful tools when rationalizing the stability of a given structure (how many bonds

are made and their energy) or its reactivity (what bonds have to be broken to

react and how much energy is required). The same idea is valid for intermo-

lecular bonds, although the smaller energetic stability of intermolecular bonds

makes less robust these structures (the reason behind the presence of many

minima in the potential energy surface of many crystals). However, even in

these cases, the bond concept is useful to understand the energetic stability of

the minima and the feasibility of their transformation into another minima.

Bonds talk about energy in approximate ways, and energy is the driving force

of chemical transformations. Therefore, although up to now the properties of

intermolecular bonds are not so clear-cut as in intramolecular bonds, we believe

that it is more informative than not using it at all and just talk about molecule–

molecule interactions [18], as to rationalize molecule–molecule interactions one

has to turn down into bonds. We also think that it is better than purely

geometrical alternatives that lack a clear energetic meaning, and that there is

no sound quantum chemical reason to change it for a similar concept, bridges

[19].3 The topological identification of bonds in aggregates using AIM can also

be done using the experimental data about the electronic density obtained in

some X-ray diffraction experiments [20]. For instance, correlations have been

found in some compounds between the H� � �X distance and the electron density

3 This work proposed to use again the term hydrogen bridge instead of hydrogen bond, on the

basis that ‘‘If the term bond has other hallowed connotations in chemistry, it might be far preferable

to refer to hydrogen bonds as hydrogen bridges, for so different are they from covalent bonds . . . .

The terminology of a hydrogen bridge does not carry with it the unnecessary and incorrect

implication that a hydrogen bond is like a covalent bond but only much weaker.’’ In our opinion,

the term bond is flexible enough to include all known classes of energetically stable interactions, and

does not assume any consideration about its nature. Within its classes it includes the ionic bond and

the covalent bond. Hydrogen bonds are just one more type, whose nature is partly ionic and partly

covalent, in a degree that changes with the specific hydrogen bond. So, there is no sound quantum

chemical reason to substitute bonds by bridges at this moment.
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at the bond critical point [21], density and strength [22], and also between the

H� � �X distance and the strength of the hydrogen bond [23].

Consistent with the above considerations, one should be careful in distin-

guishing among contacts, interactions, and bonds when looking at intermolecu-

lar interactions in crystals (and other aggregates). While contacts is a

geometrical term that only refers to the metric of some of the atoms in a

given interaction between two molecules, interaction implies that one is talking

about the energy for that contact, and bond implies that such interaction is

attractive and one of the energetically dominant.

2.2 Nature of the Intermolecular Bonds

Theoretical studies carried out over the years on the nature of the intermolecu-

lar bonds have shown that they are always energetically stabilizing along some

orientation, and follow a Morse-like curve like chemical bonds, although the

minimum is located at longer distances and a lot less energetic.

A very useful tool to rationalize the nature of these intermolecular bonds will

be the analysis of the dominant components of the interaction energy. Using

classical mechanics, when the two molecules are far enough the interaction

energy between two molecules A and B fixed in the space can be approximated

as the electrostatic interaction energy (Eel) between two sets of multipoles [1, 24,

25]. The leading terms of the electrostatic interaction energy between two

undistorted A and B molecules can be written as a power series:

Eel ¼
1

4p«0

qAqB

r
� 1

(4p«0)

qAmB

r2
cos u

� 1

(4p«0)

mAmB

r 4
(2 cos u1 cos u2 � sin u1 sin u2 cos f)� � � �(1)

Notice that other terms, like the charge–quadrupole term can also be important

in some complexes. In this expression, r is the distance between the two centers

of mass of the two molecules, u1 and u2 the angles between the dipole of each

molecule (placed in their center of mass) and the axis that links their center of

mass, and f the dihedral angle of the dipoles around that axis. In this expres-

sion, the first term, called the charge–charge term, is only found when the two

fragments have net charge (qA and qB) different from zero. The second term,

called the charge–dipole term, is only present when one of the fragments has a

nonzero net charge and the other a nonzero permanent dipole (mB). Finally, the

third term is called the dipole–dipole term, only present when the two molecules

have a non-null permanent dipole. Therefore, (1) can also be written as

Eel ¼ E(q,q)þ E(q,m)þ E(m,m)þ � � �(2)

At the typical equilibrium distances for intermolecular interactions (1.2–3 Å),

when the two fragments are charged, the first term dominates over the remain-

ing two (due to its 1/r dependence). When one fragment is charged and the
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other is neutral but has a non-negligible dipole, the second term is the dominant

one (1=r2 dependence). For the interaction between two neutral fragments that

present a non-negligible dipole moment, the third term is the dominant one

(with a 1/r4 dependence). Examples of each type of domination are the inter-

action between ions in ionic salts, ion–solvent interactions, and solvent–solvent

interactions. Note that Eqs. 1 and 2 do not take into account the polarization

effect of one molecule due to the presence of the other, which depends on the

polarizability. However, they can be accounted using the proper analytical

expressions [1, 24, 25].

A simplified form of Eq. 1 can be used when the A and B molecules are freely

rotating (for instance, when they are part of a liquid or a gas, and the tempera-

ture is high enough). In this case, one can average over the angles and obtain an

expression that only depends on r, whose three terms retain their physical

meaning:

Eel ¼
1

4p«0

qAqB

r
� 1

(4p«0)
2

1

6kT

q2
Am2

B

r4
� 1

(4p«0)
2

2

3kT

m2
Am2

B

r6
� � � �(3)

Due to its simplicity, Eq. 3 is more widely used in qualitative analysis. How-

ever, because molecules in crystals are fixed bodies in the space, Eq. 1 is more

appropriate for molecules in crystals.

The above equations should only be rigorously applied for molecules at large

distances. However, for dimers or aggregates close to their equilibrium dis-

tances, the objects of our usual interest, one should resort to better formula-

tions. One of these, which has a solid Quantum Mechanical foundation, is the

so-called intermolecular perturbation theory (IMPT) [26]. This is a perturbative

method that provides a rigorous expression for the interaction energy of two

molecules that present a small but non-negligible overlap between their orbitals

(note: this perturbative approach sometimes diverges when the orbital overlap

becomes very large, so it is convenient to check that the addition of all energy

components given by the IMPT method is similar to the interaction energy

computed using a nonperturbative approach, for instance by subtracting the

energy of the dimer and the fragments). The IMPT interaction energy (Eint) is

obtained as the sum of the following five components:

Eint ¼ Eer þ Eel þ Ep þ Eet þ Edisp(4)

The first term (Eer) is the exchange–repulsion component, a combination of the

Pauli repulsion that two electrons feel when forced to be in the same region of the

space, and the attractive exchange component (overall, it has a net repulsive

character). The second term (Eel) is the electrostatic component, associated to the

electrostatic interaction of two fragments whose electronic distribution is frozen

to their values when isolated. The next two terms (Ep and Ect) are the polarization

and charge-transfer components, respectively. The first one is associated to the

polarization of the electronic distribution of the fragments due to the presence of
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the second fragment, and the second to transferences of electronic charge from

one fragment to the other when the fragment’s electronic distributions are

allowed to relax. Finally, the last term (Edisp) is the dispersion component, a

nonclassical term whose existence is due to the correlated motions of the elec-

trons (the closest classical image is the interaction between the instantaneous

dipole moments induced in the fragments by the electron motions).

As the IMPT method was designed to analyze the interaction energy of

closed-shell molecules, it does not include terms that can describe the formation

of bond. Whenever there are unpaired electrons in the molecules, there is one

extra term, whose origin can be traced to the pairing of electrons responsible for

the formation of bonds. Thus we can call it the bond component (identified as

Ebond).

As we will see below (Table 1), the exchange–repulsion term is always

repulsive, particularly at short distances (this is the term responsible of the

existence of the so-called repulsive well, which is determinant in defining

the distance of closest approach between two molecules). Consequently, the

energetic stability of the intermolecular interactions is associated to the last

four terms of Eq. 4. Previous studies [26] have shown that in most cases

the electrostatic component dominates over the polarization and the charge-

transfer components (see Table 1 for examples). Thus, the energetic stability of

an intermolecular interaction can be rationalized by looking at the sign and size of

the electrostatic and dispersion terms. In such rationalization, the sign and size

of the electrostatic term can be analyzed with the help of Eqs. 1–3.

2.3 Types of Intermolecular Bonds

All the known intermolecular bonds can be classified in one of the following

three main categories, according to the nature of the interaction: ionic bonds,

hydrogen bonds, and van der Waals bonds. Their main characteristics are:

– Ionic bonds are the intermolecular bonds in which one of the species has a

net charge (this is, by definition, an ion). The prototypical example is the

Naþ � � �Cl� interaction, but the ion–solvent interactions are also within this

Table 1. Value of the energetic components of the interaction energy for the indicated systems,

computed using the IMPT method. Eel, Eer, Ep, Ect, and Edisp are, respectively, the electrostatic,

exchange-repulsion, polarization, charge-transfer, and dispersion components. Etot is the sum of

these components and EMP2 is the BSSE-corrected interaction energy, shown to serve as reference to

calibrate the quality of the IMPT calculation. The MP2 intermolecular optimum distance is also

shown (ropt). Distances are given in Å and energies in kcal/mol

System ropt Eel Eer Ep Ect Edisp Etot EMP2

Naþ � � �Cl� 2.412 �142.3 25.4 �10.5 �1.4 �35.5 �164.3 �128.0

HO---H � � �H2O 1.990 �6.7 5.0 �0.7 �0.5 �2.0 �3.9 �4.2

Ar� � �Ar 3.842 �0.04 0.15 0.00 0.00 �0.28 �0.16 �0.16
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class. The energy of these interactions is dominated by the electrostatic term

(Table 1), particularly by the charge–charge or charge–dipole term. These

bonds require that the two ions involved are of opposite charge, as otherwise

the interaction is repulsive (and thus fails to satisfy the criteria of energetic

stability required for an interaction to be a bond).

– Hydrogen bonds are intermolecular bonds showing an A–H� � �X topology.

In most cases it involves the so-called proton donor (A–H) group pointing to

the region of accumulation of electronic density on the proton acceptor group

(X), like the location of the lone-pair electrons or the bonding p-electrons. It

implies the existence of a H� � �X bond critical point between the H and X

atoms. The prototypical example is the O–H� � �O bond found in water dimers.

However, it is worth pointing that one can also have this topology and bond

properties in aggregates where one or two of the molecules participating in

the interaction have net charge (therefore, the stable ion-solvent interactions

presenting an A–H� � �X topology should be included here). When the bond

involves neutral dimers the dominant term in the interaction energy (Table 1) is

the dipole–dipole term (Eqs. 1–3), but this is not always the case when the

fragments are charged.

– van der Waals bonds are intermolecular bonds where two atoms A and B

that present strong electronic localization (lone pairs, p-orbitals) are connected

by an A� � �B bond critical point. These bonds originate from the dispersion

terms (Table 1) and are usually the weakest of all possible bonds. A prototyp-

ical example is the bond in the Ar2 dimer, or the bond between aromatic

molecules piled in p-stacks, so often found in many molecular crystals. In

complex geometrical arrangements, one can check if a hydrogen bond or a

van der Waals bond is formed by looking at the topology of the bond critical

points computed by an AIM analysis (for one example, see Ref. 27).

All the known intermolecular interactions can be classified within one

of these three groups. Whenever there is more than one option, we suggest to

look at the dominant component of the interaction energy and use it to classify

the molecule (for instance the Ar� � �Ar interaction is a van der Waals inter-

action—in fact a bond, as it is energetically stable, but Kþ � � �Kþ, which is

isoelectronic, is an ionic interaction—it is not a bond, as it is energetically

destabilizing).

3 HYDROGEN BOND

3.1 Identification of Its Presence

Once we have established what a hydrogen bond is and its relative position

within the possible intermolecular bonds, we can focus our attention in the

forms conventionally used to identify its presence. Besides the direct criteria

described before as part of defining its nature (compute the energy of

the interaction and search for a H� � �X bond critical point in the A–H� � �X
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interactions), over the years there have been indirect criteria taken as evidence

of the presence of hydrogen bonds [28, 29], which we summarize in the follow-

ing sections.

3.1.1 Geometry [3, 7, 9, 30]

– The A–H� � �X bonds show a preference for a collinearity of the A–H donor

group and the X acceptor group (that is, the hA�H � � �X angle tends to be close

to 1808), a fact that distinguishes these bonds from van der Waals bonds. This is

illustrated in Fig. 3.

– In some cases, the acceptor group X also shows some angular preference,

which can be identified with the position of the electron lone pairs (the proto-

typical example is the O–H� � �O¼C interaction).
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The van der Waals radii of hydrogen and oxygen are 1.2 and 1.52 Å.
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– The H� � �A distances are usually shorter than the sums of the van der Waals

radii of H and A (the van der Waals radii are tabulated in Ref. 31). This is the

case of hydrogen bonds where A and X are strongly electronegative (O–H� � �O,

for instance), but the situation is not so clear when less electronegative atoms

are present, as in the C–H� � �O bonds (see Fig. 3). It is very common to use cut-

off distances based on van der Waals radii to identify hydrogen bonds. How-

ever, recently the use of relaxed thresholds that add 0.5 Å (or even more) to the

sum of van der Waals radii [30] has been suggested.

– Recent studies have also suggested that one should also relax the value of the

threshold angle used as cut-off value for acceptable hydrogen bonds. Thus, in

C–H� � �X, angles up to 908 have been suggested [9] as recommended thresholds,

although the same author suggests that the cut-off angle should be lowered to

1308 for O–H� � �X bonds.

3.1.2 Energy

By doing calorimetry or mass-spectrometry experiments, it is possible to meas-

ure the interaction energy for stable aggregates [28, 29]. These are complex

techniques and experimental values are available only for a few hydrogen

bonded dimers. It is also possible to measure the sublimation heat [32] of

crystals, which can be equated to the combined interaction energy of all

intermolecular interactions found in the crystal [33]. However, nowadays, the

most reliable technique to measure the interaction energy of aggregates is

performing quantum chemical calculations [34–36] using the appropriate

method and basis set. Typically, the reported values lie within the 0.2–

39.0 kcal/mol energy range [7].

3.1.3 Rotational spectroscopy of gas-phase complexes [37]

It provides information about the geometry isolated hydrogen bonded dimer. It

also provides information about the strength of the dimer.

The gas-phase equilibrium geometry of the hydrogen bonded dimers was

found to coincide with the axis of the lone-pair electrons or, when they are not

available, with the direction of the p-bonding pairs.

3.1.4 IR Spectroscopy [28, 38]

The classic technique used to study the hydrogen bond in condensed phases,

both in solution and the solid state. The hydrogen bond is manifested by a

decrease in the value of the A–H stretching (DnAH) with respect to the free A–H

value, together with a broadening of this vibrational band.

In some cases, the so-called blue-shifted hydrogen bond, the shift of the A–H

stretching frequency is toward higher wave numbers. The reasons for this

exceptional behavior have been now properly rationalized [39].

Isotopic shift of that band (DnAH=DnAD 6¼ 1).

Good correlations have been found between the shift and the strength of the

bond, for instance, for hydrogen bonds in solution DH ¼ �0:31(DnOH)1=2 [7].
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Information about ‘‘nearly isolated’’ hydrogen bonded dimers can be

obtained by matrix-isolation techniques, which provide information on the

geometries and energy for hydrogen bonded dimers frozen in an inert matrix

[40, 41].

3.1.5 NMR spectroscopy [28, 29, 42]

The 1H chemical shift moves downfield (in some cases up to 20 ppm), and

A� � �X distance versus shift correlations have been established, based on 1H

solid-state NMR measurements and geometries from neutron crystal struc-

tures. These correlations have also been successfully applied to hydrogen

bonds in the liquid state [43]. The shift is also known to be proportional to

the number of hydrogen bonds [21].

3.2 Types of Hydrogen Bonds Relevance of the Monomer Charge

There are many ways of classifying the hydrogen bonds. One of the most

extended forms was suggested by Jeffrey [38], where hydrogen bonds are

classified according to their relative strength compared to ‘‘normal’’ hydrogen

bonds (taken as those found in water dimers and similar compounds). The

normal hydrogen bonds constitute the so-called moderate group, with energies

in the range 4–15 kcal/mol. Hydrogen bonds with energies above these values

form the strong group, while those with values below form the weak group. The

classification is in some sense arbitrary, as the selection of the range of energies

covered by the normal group is in many ways a matter of personal taste.

Looking at the structural features of the list of bonds whose energy is known

(see, for instance, Table 1 for reference [9], where the strongest dimers are

F�H � � �F� or HO�H � � �F�, with energies close to 40 kcal/mol, and the

weakest dimer is HO�H � � �Cl�, with an energy of 13.5 kcal/mol) one con-

cludes that in all strong hydrogen bonds one of the fragments has a net charge,

that is, we are dealing with charge� � �neutral interactions. As shown in Table 2,

the reason for the extra stability of these bonds compared to that found in the

Table 2. Value of the energetic components of the interaction energy (in kcal/mol) for the indicated

systems, computed using the IMPT method. Eel, Eer, Ep, Ect, and Edisp are, respectively, the

electrostatic, exchange–repulsion, polarization, charge-transfer, and dispersion components. Etot

is the sum of these components and EMP2 is the BSSE-corrected interaction energy, shown to serve

as reference to calibrate the quality of the IMPT calculation. The MP2 optimum distance (in Å) is

also shown. The basis set used is the aug-cc-pVTZ

System rH���O Eel Eer Ep Ect Edisp Etot EMP2

HO---H � � �F� 1.587 �32.7 21.9 �7.8 �3.2 �6.1 �27.9 �26.1

HO---H � � �OH2 1.990 �6.7 5.0 �0.7 �0.5 �2.0 �3.9 �4.2

H3C---H � � �OH2 2.627 �0.7 1.1 �0.2 �0.1 �0.7 �0.6 �0.6
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water dimer is the increased strength of the electrostatic term. With the help of

Eqs. 1–3, one can associate that behavior to the presence of a ion–dipole

electrostatic term, dominant term in the energy, which adds to the dipole–

dipole electrostatic term. Therefore, one can consider these strong hydrogen

bonds as charge-assisted hydrogen bonds. This fact also suggests that one could

get stronger hydrogen bonds than those currently reported by allowing the two

fragments involved in the hydrogen bond to present charges of opposite sign, as

this will also add a charge–charge contribution (the design of these complexes

has some difficulties, as one has to avoid the transfer of the proton from the

proton donor to the proton acceptor group). In any case, this is a first indica-

tion that the charge of the monomers that constitute the dimer is key in defining

its interaction energy.

When similar considerations are applied to the normal and weak hydrogen

bonds, one finds that in all of them the fragments have no net charge, that is,

they are neutral� � �neutral interactions. An analysis of the energetic components

of moderate and weak hydrogen bonds reveals that the main difference between

them relies on the relative importance of the electrostatic and dispersion terms.

In fact, without the dispersion contribution the C–H� � �O bond present in the

methane� � �water complex would not exist, as the interaction energy would

become destabilizing and the dimer will dissociate into its monomers. This

fact, surprising when first reported [44], is a clear manifestation that not all

hydrogen bonds are just electrostatic in nature, as it has been sometimes (incor-

rectly) stated.

The importance of the charge in determining the strength (and even the

nature) of the A–H� � �X interactions is illustrated in Table 3 in the particular

case of the O–H� � �O interactions. The values reported in this table correspond

to the O–H� � �O complexes obtained by successive deprotonation of the water

dimer, preserving the geometry of the remaining atoms in the aggregate (that is,

the geometrical features of the O–H� � �O interaction in all the complexes is

the same) [45]. This study shows that the O–H� � �O interactions presenting the

same geometry can be attractive or repulsive, depending on the net charge

of the monomers. Consequently, the geometry of an O–H� � �O contact is not

Table 3. Value of the energetic components of the interaction energy computed using the IMPT

method. Eel, Eer, Ep, Ect, and Edisp are, respectively, the electrostatic, exchange–repulsion,

polarization, charge-transfer, and dispersion components. Etot is the sum of these components (all

values in kcal/mol). The 6–31þG(2d,p) basis set was used. The geometry of the (H2O)2 dimer is the

optimum MP2/aug-cc-pVDZ

System Eel Eer Ep Ect Edisp Etot

HO---H � � �OH2 �8.9 6.9 �0.7 �0.7 �1.7 �5.2

O---H(�) � � �OH2 2.4 10.0 �1.1 �0.9 �2.3 8.1

HO---H � � �OH(�) �23.9 11.1 �4.1 �2.1 �2.6 �21.6

O---H(�) � � �OH(�) 90.5 12.6 �5.9 �3.2 �3.6 90.4
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indicative of its nature, as it has been sometimes (incorrectly) assumed when

analyzing crystals.

Although the OH(�) � � �OH(�) interactions are not energetically stable when

the complex is isolated, they are found in crystal, as in the NaOH crystal, due to

the stabilizing effect of the cation� � �anion interactions. This is clearly shown

when the distribution of O–H� � �O and OH(�) � � �O(�) interactions found in the

Cambridge Crystallographic Database is analyzed [46]. Fig. 4 shows such an

analysis as a function of the O� � �O distance, while Fig. 5 shows the same

analysis as a function of the H� � �O distance (notice that the second analysis

is expected to be less accurate, as many of the structures are obtained from

X-ray diffraction, and thus the position of the hydrogens is not so well char-

acterized as those of the heavy atoms). The reason for the existence of

OH(�) � � �O(�) interactions in crystals is that the sum of cation� � �anion inter-

actions overweight the sum of the anion� � �anion and cation� � �cation repul-

sions. As a consequence, the crystal is energetically stable, in fact, more stable

than crystals of neutral components, as manifested in the tables of sublimation

heats of structurally similar crystals [32]. As the crystal packing is a comprom-

ise between many interactions, the resulting geometry of the OH(�) � � �O(�)

interaction can be identical to that found in energetically stable O–H� � �O
interactions (notice the similar ranges of distances for the neutral� � �neutral

and anion� � �anion distribution of Fig. 4). However, as shown in Table 3,

none of the anion� � �anion complexes are energetically stable, so they are not

bonds. Therefore, one has to pay attention to the net charge of the monomers

when analyzing intermolecular interactions. For instance, one should distinguish
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between O–H� � �O and OH(�) � � �O(�) interactions This different nature gives

rise to differences in the crystal structures, which are manifested in statistical

analysis of crystal structures [46]. For instance (see Fig. 4) the OH(�) � � �O(�)

interactions present a distribution with the O� � �O distance whose maximum is

located at a shorter distance than the maximum of the O–H� � �O interactions.

This behavior is also observed in O� � �H distributions (Fig. 5). In weaker

contacts (Fig. 4 plots the C–H� � �O and C�H(�) � � �O(�) distributions) such an

effect is not so clear.
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3.3 Computational Methodology

As a result of many studies [47–49], it has been concluded that an accurate

description of the hydrogen bond properties (geometry and energy, particu-

larly) in moderate bonds, as that in the water dimer, requires the use of

large and flexible basis sets and also methods that include the electron correl-

ation. Good results are also found when using the proper nonlocal exchange-

correlation density (DFT) functionals [50–52], among them the B3LYP

functional [53].4 This is clearly shown by looking at the data for the water

dimer in Tables 4 and 5 (Table 4 lists the data computed with various basis set

using the Hartree–Fock (HF) and second order Moller–Plesset (MP2) methods

[34], while Table 5 lists the data computed with various methods using the aug-

cc-pVTZ basis set [54];5,6 the data have been taken from Ref. 47). For this

dimer, the experimental geometry [55] and interaction energy [56] have been

determined experimentally.

It is worth pointing here that we are looking at formation energies (the

difference between the optimum energy of the complex and the optimum energy

of the monomers) and that bonding energies differ from the interaction energies

(the difference between the optimum energy of the complex and the energy of

the monomers at the same geometry than they have in the complex) by the

relaxation energy of the monomers. In most moderate and weak hydrogen

bonds, the relaxation energy is small and the interaction and bonding energies

Table 4. Formation energy of the water dimer (values in parenthesis are BSSE-corrected) computed

[47] using the Hartree–Fock (HF) and second order Moller–Plesset (MP2) methods with the

indicated basis set. All values are in kcal/mol. The experimental value is �5.44 + 0.7 kcal/mol [56]

Basis set Number of functions HF MP2

cc-pVDZ 48 �5.75 (�3.70) �7.30 (�3.93)

aug-cc-pVDZ 82 �3.79 (�3.55) �5.71 (�4.32)

cc-pVTZ 116 �4.37 (�3.55) �6.04 (�4.40)

aug-cc-pVTZ 184 �3.61 (�3.54) �5.10 (�4.64)

cc-pVQZ 230 �3.90 (�3.57) �5.45 (�4.67)

aug-cc-pVQZ 344 �3.60 (�3.56) �5.05 (�4.81)

cc-pV5Z 402 �3.66 (–)

4 B3LYP is a density functional obtained by taking the three parameter non-local exchange

funcional of Becke and the non-local correlation functional of Lee-Yang-Parr.
5 cc-pVxZ is the correlation consistent basis set from double up to quintuple zeta quality (the

quality is indicated by the x, which can be D, T, Q, and 5, for double, triple, quadruple, and

quintuple zeta quality.
6 aug-cc-pVxZ is the correlation consistent basis set that includes diffuse functions. The quality of

the basis set is indicated following the same convention than in the cc-pVxZ basis sets.
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are nearly the same (or the same). Formation energies are the values measured

experimentally. When these values are corrected by the zero-point energy

(ZPE) one obtains the value of Do.

The results of Table 4 are plotted in Fig. 6 to allow a better visualization of

their trends. The following conclusions can be reached:

Table 5. Formation energy of the water dimer (values in parenthesis

are BSSE-corrected) computed [47] using the aug-cc-pVTZ and the

indicated methods [34]. All values are in kcal/mol

Basis set Formation energy

HF �3.61 (�3.54)

MP2 �5.10 (�4.64)

MP4 �5.14 (�4.66)

QCISD �4.89 (�4.46)

QCISD(T) �5.16 (�4.69)

B3LYP �4.36 (�4.31) This work
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Figure 6. Dependence of the HF and MP2 formation energy (in kcal/mol) on the basis set size.

Upper row: HF for the cc-pVxZ and aug-cc-pVxZ basis sets. Lower row: MP2 values for the same

basis sets. Empty symbols are for formation energies whose BSSE has not been corrected, while

filled circles are for BSSE-corrected values (see text).
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a. The formation energies present a non-negligible basis set superposition error

(BSSE) [57]. This error diminishes as the basis set quality is improved, being

larger in the MP2 than the HF energies (for the same basis set).7

b. The BSSE-corrected formation energies (the correction has been done using

the counterpoise method [57]) show less dependence on the basis set quality

than the uncorrected values. The convergence is from above, indicating a

tendency of the counterpoise method to overestimate the BSSE for small

basis sets. Studies have shown that for large and flexible basis set the BSSE

becomes negligible and the BSSE-corrected formation energy is close to the

experimental value [58–61]. Thus, it is recommended to look at the BSSE-

corrected values, when comparing data from calculations where different

basis sets have been used: the same suggestion is done to compare results for

different systems. In doing this, one should check if the basis set is very small

and the counterpoise method is overestimating the BSSE-error.

c. The HF and MP2 BSSE values are much smaller in the aug-cc-pVxZ than in

the cc-pVxZ basis set.

d. By exponential fitting it is possible to obtain a limit value for the HF and

MP2 energies. These two methods provide different limits: �3.55 kcal/mol

in the HF method, and �5.05 kcal/mol in the MP2 method.

e. The MP4 and QCISD(T) methods give formation energies similar to the

MP2 method. Multireference methods are not usually needed to describe

hydrogen bonds (they are only needed when near degeneration situations are

expected, as in the Be2 dimer, where the s and p states of the Be atoms are

nearly degenerate; see, for instance, Ref. 44).

f. The B3LYP functional gives values similar to the MP2 method, at much lower

computational effort. This is particularly true when looking at the BSSE-

corrected data, and opens the door to use the proper DFT functionals on

larger clusters having hydrogen bonds of similar nature. As we will see below,

the quality of the DFT functionals decreases when one works with weak

hydrogen bonds, for instance, C–H� � �O bonds. Studies have been done to

assess the quality of the usual DFT functionals in describing the hydrogen

bonds [52]. Also interesting is the fact that the BSSE errors of DFT formation

energies are close to theHFvalues, andmuch smaller than theMP2values [52].

4 HYDROGEN BONDS IN CRYSTALS

4.1 Introduction

Up to now, we have focused our attention on the properties of hydrogen bonds

in simple model complexes where only one isolated bond exists. Crystals are

7 In the counterpoise method the interaction energy is computed by substracting the energy of

dimers and monomers using in both cases the basis set of the dimer. To obtain formation energies

one also has to take into account the relaxation energy of the monomers from their geometry in the

dimer to their optimum geometry.
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more complex entities. Most crystals of interest are made of complex molecules,

where more than one proton donor and proton acceptor groups are present.

One has to find forms of identifying which bonds are really made in a rigorous

way. In many cases, such identification has been done by looking at the

geometry of the A–H� � �X contacts, but a proper tool already exists, by apply-

ing the AIM method to the crystal or the molecular complexes that exist within

the crystal. This tool can also be helpful to differentiate when they are ionic,

hydrogen bond, or van der Waals [27].

Besides the previous considerations, the mere existence of a crystal or

aggregate requires that the participant molecules can form more than one

bond with different molecules. The topology of these bonds has been found

to be an important tool to analyze and distinguish between different poly-

morphic forms. When one molecule can form more than one bond then the

cooperativity between these bonds becomes an important issue. Thus, the

interaction energy of a carboxylic acid in its ring conformation is more than

twice that found in the linear conformation (both conformers are plotted

in Fig. 8).

All these issues will be addressed in this section, after looking at the types and

strength of the hydrogen bonds that can be found in crystals. We will do so by

looking at the O–H� � �O interactions found in crystals deposited in the Cam-

bridge Crystallographic Database whose structure has been obtained using

neutron-diffraction.

4.2 The O–H� � �O Interactions in Crystals

The O–H� � �O hydrogen bond plays a capital role in the study of hydrogen

bonds: it is the reference against which other bonds are compared to test their

hydrogen bonded nature. Therefore, we decided that the O–H� � �O properties in

crystal should be investigated first.

In order to investigate the main features of the properties of the O–H� � �O
interaction in crystals, we evaluated [61] the interaction energy of all dimeric

complexes showing O–H� � �O contacts with the metric of hydrogen bonds.

These complexes were located on crystals whose structure was determined by

neutron-diffraction, as in this form the position of the H atoms can be deter-

mined with accuracy.

We selected all the intermolecular contacts of the type QA�O1�H � � �O2�QA

having a H � � �O2 distance in the 1.2–2.1 Å range and an O1 � � �O2 distance in

the 2.3–2.9 Å range (QA is any element of the periodic table except the metallic

ones, lanthanides, actinides, and noble gases). The hO1�H � � �O2 angle was also

restricted to be between 1208 and 1808. No charge was specified on any of the

atoms. Among all the obtained structures, we further restricted our search to

those having no disorder. We found 63 crystals that fulfilled all these require-

ments. Using their crystal geometry, the interaction energy was computed for

each of these dimeric complexes at the MP2/6–31þG(d) level. For a further
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characterization of the interaction, the components of the interaction energy

were determined using the IMPT method.

Many of these 63 crystals are polymorphic forms. We selected only one of

them as a representative of all. We also discarded crystals of very large molecules,

to make possible our calculations. We thus ended in 36 crystals. As many of these

crystals presented more than one complex satisfying the metrics, we ended in

computing the interaction energy of 45 complexes (see Ref. 61) for details of the

complexes, the geometric parameters, and the interaction energies).

The complexes were classified in groups according to the net charge on the

monomers, as this property was shown before to play an important role in

defining the nature of the A–H� � �X interactions. The following groups were

found: (1) N� � �N group, where the two molecules are neutral and nonzwitter-

ionic (zwitterions: formally neutral molecules, but where two regions, of strong

positive and strong negative charge localization, can be found), (2) N� � �ZW

group, where one of the molecules is a zwitterion and the other is a neutral

nonzwitterionic molecule, (3) ZW� � �ZW group, where both molecules are zwit-

terions, (4) q� � �N group, where one of the molecules has a net charge (þ or �)

and the other is a neutral nonzwitterionic one, and (5) q� � �q group, where both

molecules have net charge, not necessarily of the same sign and/or size. As the

N� � �ZW group has only one member, in the plots it will be included within the

ZW� � �ZW group.

Figure 7 plots, separated by groups, the interaction energy and H� � �O
distance for each of the 45 complexes. The energy span of these interactions

goes from �160 to 190 kcal/mol, values much wider than those reported before
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on model dimmers [7, 9], and that also contain unstable interactions. The

following ranges are valid within each group (all values in kcal/mol): (1)

N� � �N group: (�3.4,�48.5), (2) N� � �ZW group: just has one value �36.0, (3)

ZW� � �ZW group: (�12.6,�27.0), (4) q� � �N group: (�21.6,�50.8), (5) q� � �q
group: (190,�160). Therefore, while the first four groups only present energet-

ically stable O–H� � �O interactions, the q� � �q group contains many interactions

that present the metric expected for hydrogen bonds but are energetically un-

stable, that is, they cannot be considered hydrogen bonds.

The data in Fig. 7 also demonstrate the failure of the so-called ‘‘strength–

length’’ empirical relation (which can be stated as ‘‘the shorter the contact, the

stronger it should be’’). This is a widely used structure–energy correlation

employed when analyzing crystal packings. The very wide range of energies

that one finds at the same distance is a clear demonstration that such correl-

ation does not work for the O–H� � �O interactions found in neutron-diffraction

crystal structures.

Very useful information about the nature of these O–H� � �O interactions can

be obtained by looking at the components of the interaction energy computed

[61] using the IMPT method [26]. Table 6 presents the values of these compon-

ents for some representative cases. These results show that the most important

term in defining the size and sign of the interaction is the electrostatic com-

ponent, which represents most of the interaction energy in the OH� � �O inter-

actions of the q� � �q type. In the remaining types, the charge is also the largest

one, followed in many cases by an important dispersion component, in general

larger than the polarization and charge-transfer components. Notice that all

these values refer to interaction energies.

4.3 Graph Sets: Motifs

A very useful tool in describing the complexities of the networks of hydrogen

bonds in aggregates is to perform a graph set analysis of the hydrogen bond

networks and define the packing motifs, a procedure first introduced by Etter

[62, 63]. According to this procedure, any complex network of hydrogen bonds

can be reduced to combinations of simple patterns: chain, rings, self (for

intramolecular bonds), and finite (for patterns not propagated over the crystal),

respectively, represented by the letters C, R, S, and D, shown in Fig. 8. The

specification of a pattern is done using the following convention Lda(n), where L

is a letter designating the simple pattern (either C, R, S, or D), the subscript d

indicates the number of hydrogen bond donor groups in the pattern, the

superscript a that indicates the number of hydrogen bond acceptor groups in

the pattern, and n is the number of atoms in the pattern. Patterns containing

only one type of hydrogen bond are called motifs. Originally hydrogen bonds

were recognized using distance cut-off criteria, but a more strict form would be

using the AIM method. These concepts can be easily extended to dimeric or

more complex aggregates.
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The list of all motifs found in a crystal constitutes the first-level or unitary

graph set of that crystal, and is a sort of fingerprint of a crystal that can help to

distinguish between different polymorphs of the same crystal (for instance

Form 2 of the iminodiacetic acid crystal contains six motifs and its first-level

graph set is N1 ¼DDC(5)C(5)C(8)C(8), while Form 1 has only three motifs and

its first-level graph set is N1 ¼ C(5)C(8)R2
2(10).

Table 6. Values of the H� � �O distance (in Å), IMPT energy components of the interaction energy

(in kcal/mol; Eel, Eer, Ep, Ect, and Edisp are, respectively, the electrostatic, exchange–repulsion,

polarization, charge-transfer, and dispersion components, while Etot is the sum of these

components), type of hydrogen bond (four groups are present in this table: N� � �N where both

fragments are neutral, ZW� � �ZW where both are zwitterions, q� � �N and q� � �q; in the last two

groups, the charge in each fragment is indicated), and the BSSE-corrected MP2 interaction energy

(EMP2). Each complex is identified by the REFCODE of the crystal where the complex is found,

sometimes followed by a number when different complexes are found within the same crystal

REFCODE r(H���O) Eel Eer Epol Ect Edisp Etot Type EMP2

ACYGLI11 1.529 �26.12 25.77 �4.68 �4.68 �4.42 �14.13 N� � �N �10.13

KECYBU02

-dim1

1.435 �24.49 37.12 �7.11 �5.23 �16.17 �19.88 N� � �N �11.03

KECYBU02

-dim2

1.514 �21.71 28.22 �4.67 �3.87 �11.71 �13.74 N� � �N �7.56

LYXOSE01 1.793 �11.50 10.63 �1.47 �1.78 �2.25 �6.37 N� � �N �4.99

NALCYS02 1.513 �25.10 27.08 �4.33 �5.58 �4.43 �12.36 N� � �N �9.02

OXALAC06 1.918 �9.45 8.02 �1.15 �0.72 �3.94 �7.24 N� � �N �7.84

PERYTO10 1.790 �25.23 19.74 �2.24 �2.72 �4.58 �15.03 N� � �N �9.18

RESORA 1.756 �14.84 14.29 �1.66 �1.51 �7.02 �10.74 N� � �N �4.99

SUCACB02 1.688 �35.27 33.57 �5.46 �4.34 �14.52 �26.02 N� � �N �13.42

UREAOH12 1.669 �19.46 19.07 �2.93 �2.30 �6.87 �12.49 N� � �N �8.45

UREXPO11 1.619 �19.51 21.72 �3.19 �2.52 �6.65 �10.15 N� � �N �6.38

UROXAL01 1.416 �43.13 46.15 �9.54 �6.18 �22.03 �33.73 N� � �N �20.50

AEPHOS02 1.535 �73.80 59.05 �12.62 �8.50 �72.23 �111.10 ZW� � �ZW �35.96

DLASPA02 1.508 �34.03 27.36 �6.62 �5.82 �4.18 �23.29 ZW� � �ZW �17.31

DLSERN11 1.692 �46.93 30.15 �6.44 �4.20 �16.97 �44.39 ZW� � �ZW �26.95

HOPROL12 1.843 �26.09 10.48 �3.05 �2.48 �2.54 �23.68 ZW� � �ZW �19.30

KECROT01 1.348 �46.90 53.58 �17.07 �9.14 �30.08 �49.61 (�1)� � �N �33.71

KHDFRM12 1.270 �70.93 72.05 �22.64 �12.02 �33.06 �66.60 (�1)� � �N �48.70

KOXPHY12 1.579 �35.32 28.86 �8.87 �4.78 �10.41 �30.43 (�2)� � �N �25.23

NAOXAP11 1.582 �30.92 28.11 �8.70 �4.80 �10.43 �26.76 (�2)� � �N �21.55

TGLYSU11

-dim2

1.406 �26.18 54.44 15.49 �13.48 �22.41 �23.12 (þ1)� � �N �41.56

18183(hco3-) 1.562 45.95 31.26 �7.80 �4.52 �11.34 53.55 (�1)� � �(�1) 58.89

EDATAR01 1.784 188.03 11.61 �8.55 �4.96 �2.73 183.40 (�2)� � �(�2) 190.02

LGLUTA 1.624 16.33 14.76 �3.94 �2.49 �2.64 22.02 (þ1)� � �(þ1) 25.32

NHOXAL02 1.537 25.37 31.44 �7.73 �4.23 �11.63 33.22 (�1)� � �(�1) 40.88

PUTRDP11 1.517 33.49 29.03 �7.87 �4.61 �11.21 38.83 (�1)� � �(�1) 52.13

TGLYSU11

-dim1

1.520 �155.10 31.44 �14.39 �6.16 �12.38 �156.60 (�2)� � �(þ1) �159.99
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The use of motifs allows to have a rigorous, yet simple, language for the

description of hydrogen bonds in molecules. Etter’s rules can also be extended

to allow a similar topological analysis of van der Waals bonds or even ionic

bonds, thus having a full first-level graph set of the full intermolecular bonds

within an aggregate. One can also use the motifs as conceptual tools to

understand the structure of aggregates and crystals. This implies changing the

concept of ‘‘bond’’ by the concept of ‘‘motif ’’ as the driving force of our

analysis. This is the idea behind the concept of supramolecular synthons [64],

defined as energetically robust motifs that serve as the basis for the crystal

structure by propagation of their structure. Again, a proper analysis of crystals

in these terms also requires the computation of the strength of the implied

motifs (obtained from the interaction energy of the molecules of the motif). In

motifs presenting multiple bonds this calculation is even more straightforward

than computing the interaction energy of the bonds that define the motif (due

to the cooperative effects and that sometimes it is difficult to find realistic

model systems where the bonds are properly represented). An understanding

of the properties of the synthons requires a proper identification of the bonds

that define the supramolecular synthon, and a good estimation of their energy

(which can be done, in a first approach, by adding the energies of the constitu-

ent bonds, if possible corrected by the cooperative effects).

The interest of Etter’s graph set analysis in describing the structural features

of aggregates can be demonstrated with the following example, which corres-

ponds to one of the bc planes of the NANQUO02 crystal [65] (see Fig. 9), where

the name corresponds to the REFCODE of the crystal in the Cambridge

Crystallographic Database [10]. However, the same analysis could be applied

to an isolated aggregate.

The NANQUO02 crystal results from the aggregation of the 3,4-bis(dimethy-

lamino)-3-cyclobutene-1,2-dione neutral molecules. Each molecule presents

Chain Ring Self Finite

Figure 8. Basic types of motifs in Etter’s graph set analysis [43, 44]. Represented from left to right is

a C(4), R2
2 (8), S and D motif.
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two C¼O acceptor groups and four methyl groups, each one having three C–H

proton donor groups. The central molecule makes 21 C–H� � �O contacts in the

2.0–3.5 Å range. An AIM analysis of the electron density [65] shows that only

nine of them are C–H� � �O bonds. Therefore, the 12 nonbonding C–H� � �O
contacts are short because of the packing that the crystal presents but are not

responsible for the energetic stability of the packing. However, they can affect

the crystal packing; their destabilizing interaction avoids the two molecules

participating in the short contact getting closer.

Using Etter’s rules, the topological connections that form the hydrogen

bonds can be classified as R2
2(9) (identified in Fig. 10 as R(9), for simplicity),

S, and C(7). One of the R2
2(9) motifs is more complex as it presents a bifurcated

C–H� � �O bond against the two acceptor groups. Thus, it is composed of two

R1
2(6)R2

1(5) motifs sharing one of their sides. The overall packing that these

motifs induce is easily described as R2
2(9) dimers, laterally connected by the C(7)

motifs. The S motifs only help to make the geometry of the molecules more

strongly coplanar.

Figure 9. View along the a-axis of one of the bc planes of the NANQUO02 crystal. The dotted lines

show the shortest distance C–H� � �O contacts. Notice that some of these contacts do not present

bond-critical points and are not bonds. For the central molecule, we have marked with an * those

C–H� � �O contacts that are not bonds. There are also short C–H� � �O contacts between adjacent

planes, not shown in the figure.
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4.4 Cooperativity

Many of the properties of n interconnected hydrogen bonds are different than

that of n-times the sum of each individual bond. This effect is called coopera-

tivity, and originates in the polarization that is induced in the donor and

acceptor groups of one molecule due to the participation of this molecule in

other hydrogen bonds. Such an effect makes that the strength estimated for the

bonds in the isolated dimers (or isolated motifs) is smaller than that found in

aggregates where multiple bonds can be found.

The importance of cooperative effects (sometimes called nonadditive effects)

on bonds found in aggregates can be understood by comparing the experi-

mental formation energy of the OH� � �O bond in an isolated water dimer

(�5.44 kcal/mol [56]) against the formation energy per water molecule of the

same bond in ice at 0 K (�11.3 kcal/mol [66]). While dimers can be formed with

only one intermolecular bond, the transition from isolated dimers to crystals is

only possible when the molecules that form the dimer can also form more

intermolecular bonds with other molecules. For instance, in ice Ih polymorph

(the polymorphic form of solid water at normal pressure and temperature),

each water molecule makes four hydrogen bonds, two as donor and two as

acceptor.

Cooperative effects are also found when doing calculations. They are clearly

manifested by looking at the data of Table 7 and Fig. 11 where the formation

energy per water molecule computed for (H2O)n clusters using good quality

basis sets and methods that work well on the water dimer is presented. The

curves can be fitted by an A þ B/n expression (A and B are constants) and

R(9)

S

S
C(7) R(9)

Figure 10. Motifs found within the NANQUO02 crystal. For simplicity of representation, the R2
2(9)

motifs are indicated as R(9).
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converge to �11.39 kcal/mol as the size n is increased. Such a value is close

to the experimental formation energy per water molecule of ice at 0 K

(�11.3 kcal/mol [66]). This fact is consistent with studies on infinite polymers

[68] (imposing periodic boundary conditions); a formation energy per hydrogen

bond of �5.48 kcal/mol was found at the HF level, which becomes �6.84 kcal/

Table 7. Formation energy per water molecule computed for various

(H2O)n clusters at the HF/aug-cc-pVDZ [49], MP2/aug-cc-pVDZ [49],

and BLYP/TZVP levels [67]. The first two sets are BSSE-corrected

results, while those for the BLYP data are noncorrected values (for a

DFT calculation with a basis set of this quality, the BSSE is expected to

be very small [52]). All values in kcal/mol

Complex HF MP2 BLYP

(H2O)2 �1.83 �2.32 �2.63

(H2O)3 �3.67 �4.62 �5.58

(H2O)4 �4.88 �6.08 �7.56

(H2O)5 �5.19 �8.03

(H2O)6 �5.40 �8.13

(H2O)7 �8.56

(H2O)8 �9.64

(H2O)9 �9.18

(H2O)10 �9.43

(H2O)12 �10.12

(H2O)16 �10.40

(H2O)20 �10.57
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Figure 11. Variation of the bonding energy per molecule (in kcal/mol) with the size of the (H2O)2
cluster. Three results have been computed at the following levels: HF/aug-cc-pVDZ [49], MP2/aug-

cc-pVDZ [49], and BLYP/TZVP levels [67].
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mol at the MP2 level (at the HF and MP2 levels the formation energy per

hydrogen bond is �3.6 kcal/mol and �4.50 kcal/mol, respectively). We thus

have a clear indication that these computational methods can reproduce the

strength of the O–H� � �O hydrogen bond in isolated dimers and in molecular

aggregates.

Cooperative effects are proportional to the polarizability of the molecules

that participate in the aggregate. They can be computed but no good theory is

currently available to estimate them. In the meantime, for qualitative analysis

one can still use the values for bonds obtained in isolated dimers and motifs,

specially if they are done on systems that present a similar polarizability.

5 THE NATURE OF THE C–H� � �X INTERACTIONS IN CRYSTALS

5.1 C–H� � �O Interactions

The prototypical example of C–H� � �X weak hydrogen bonds is found in the

C–H� � �O interactions. As illustrated above in Figs. 9 and 10, not all C–H� � �O
interactions present all the features that one would expect for a hydrogen bond,

but many of them do and it is appropriate to call them C–H� � �O hydrogen

bonds. Another example of C–H� � �O interactions that do not present all the

properties of a hydrogen bond is found when the contact is made between

anionic monomers, hereafter identified as the C�H(�) � � �O(�)
interaction. Here

we will focus our attention on those C–H� � �O interactions that can be classified

as bonds, and in the next section we will address our attention to those that are

not hydrogen bonds.

After some initial controversy [69], enough conclusive spectroscopic [70, 71]

and crystallographic [72] evidence provided support to the hydrogen bond

nature of the C–H� � �O interactions, and today there is a general consensus

on such hydrogen bonded nature [73, 74]. Such consensus is also supported by

theoretical calculations. Thus, the methane–water complex is energetically

stable and in its optimum MP2/aug-cc-pVDZ geometry shows a C–H� � �O
bond critical point (see Fig. 12). Therefore, like in the O–H� � �O bond found

in the water dimer, the two conditions required by the definition of hydrogen

bond are also fulfilled here.

There is a consensus that C–H� � �O bonds energy are typically similar to

those of van der Waals bonds [38] or just a bit stronger than these bonds

(a maximum value of 2 kcal/mol has been suggested as threshold for a typical

C–H� � �O bond [74]). A look at the most representative results published on

C–H� � �O interactions (Table 8) suggests that such threshold should be in-

creased a bit (the maximum BSSE-corrected result at the MP2 level is

6.9 kcal/mol), but in any case, these values are weaker than the energy scale

reported before for O–H� � �O bonds (Table 6 and Fig. 7). This explains that

these bonds are commonly accepted to play the role of secondary interactions

in aggregates and crystals [74]. However, due to the use of small basis sets in
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some of the calculations, the results lack a uniform quality, a fact that makes

difficult doing comparisons between different complexes.

5.2 Methodology for the Calculation of C–H� � �O Interactions

As in the case of moderate hydrogen bonds, we tested the quality of the most

popular methods and basis sets, using as test system, the methane–water

complex (Fig. 13), at the optimum computed at the MP2/aug-cc-pVDZ level.

Table 9 lists the MP2 interaction energy results obtained with various basis sets

(these results are also plotted in Fig. 14), while Table 10 lists the values

obtained with various methods and the aug-cc-pVDZ basis set (notice that

the formation energy and interaction energy are nearly identical for these

weakly interacting complexes, as the fragments have a nearly identical geom-

etry when isolated or in the complex). As in the O–H� � �O case, the data in

Table 9 and Fig. 14 show the convergence of the MP2 values towards a limit

value (in this case, 0.59 kcal/mol) as the basis set quality is improved. Notice

that the BSSE-corrected MP2 interaction energy computed with a valence

triple-zeta plus polarization and diffuse basis set as 6–311þG(d,p) is only half

of that value. Concerning the evaluation of the methods, Table 10 shows that

the MP2 method gives similar results to the MP4 or CCSD(T). However, the

HF and B3LYP methods fail to produce energetically stable dimers when the

BSSE-error is corrected and gives values of the BSSE-uncorrected energy that

are too weak.

Figure 12. Left: Optimum geometry of the methane–water complex, showing the electron density

surface of 0.005 a.u. Right: Cut of the electronic density in the C–H� � �O plane, showing the position

of the H� � �O bond critical point.
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Table 8. Theoretical data available on the literature about C–H� � �X interactions. The complex,

method and basis set, H� � �O optimum distance, and non-BSSE corrected (E) and BSSE-corrected

(ECP) formation energies are given for each complex, together with the reference from which the

data are extracted (the references are given at the end of this table ordered from less to more recent)

Complex Method/basis set r(H���X) E Ecp Reference

(CH3)2NCOH � � �
HNCO(CH3)2

MP2/aug-cc-pVDZ 1.799 �8.95 �8.12 REF26

C2H2 � � �C6H6 MP2/6–31g(d,p) �1.6 REF23

C2H2 � � �C2H2 MP2/DZP 3.008 �0.43 �0.35 REF4

C2H2 � � �C2H2 HF/6–311þþg** 3.073 �0.69 �0.58 REF28

C2H2 � � �C2H2 MP2/6–31g** 2.62 �0.9 REF14

C2H2 � � �CH3Ph MP2/6–31g** 2.77 �1.4 REF14

C2H2 � � �CH4 MP2/6–311þg(3df,2p) 2.724 �0.57 �0.07 REF25

B3LYP/6–311þg(3df,2p) 3.131 �0.50 �0.28

C2H2 � � �NH3 MP2/6–311þg(3df,2p) 2.275 �3.34 �2.20 REF25

B3LYP/6–311þg(3df,2p) 2.308 �3.37 �2.22

C2H2 � � �NH3 MP2/6–311þg(3df,2p) 2.608 �1.17 �0.50 REF25

B3LYP/6–311þg(3df,2p) 2.740 �1.17 �0.45

C2H2 � � �O3 MP2/D95þþ(d,p) 2.798 �1.76 �0.85 REF11

C2H2 � � �OCH2 MP2/D95þþ(d,p) 2.251 �3.57 �2.26 REF11

C2H2 � � �OH2 MP2/6–31þþg(2d,2p) 2.198 �3.46 �2.51 REF15

MP4/6–31þþg(2d,2p) �3.70 �2.48

(Continued )
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Figure 13. Interaction energy curve of a methane–water complex oriented as shown in Fig. 12. The

curve has been computed at the MP2/aug-cc-pvTZ level and the interaction energy has been

corrected by the BSSE.

The Nature of the C–H� � �X Intermolecular Interactions 221



Table 8. —(Continued)

Complex Method/basis set r(H���X) E Ecp Reference

C2H2 � � �OH2 MP2/6–311þg(3df,2p) 2.184 �2.63 �1.65 REF25

B3LYP/6–311þg(3df,2p) 2.228 �2.65 �1.70

C2H2 � � �OH2 MP2/6–311þg(3df,2p) 2.454 �1.00 �0.36 REF25

B3LYP/6–311þg(3df,2p) 2.596 �1.03 �0.41

C2H2 � � �OH2 HF/6–311þþg** 2.278 �2.50 �2.05 REF28

C2H2 � � �OH2 MP2/D95þþ(d,p) 2.191 �3.93 �2.73 REF11

C2H2 � � �SH2 MP2/6–311þg(3df,2p) 2.837 �1.29 �0.60 REF25

B3LYP/6–311þg(3df,2p) 2.958 �1.34 �0.67

C2H2 � � �SH2 MP2/6–311þg(3df,2p) 3.187 �0.55 �0.14 REF25

B3LYP/6–311þg(3df,2p) 3.399 �0.57 �0.02

C2H3(NH2)3 � � �OH2 MP2/6–311þg(2d,2p) �1.28 �0.85 REF21

C2H3(OH)3 � � �OH2 MP2/6–311þg(2d,2p) �3.09 �2.65 REF21

C2H3F3 � � �OH2 MP2/6–311þg(2d,2p) �1.01 �0.63 REF21

C2H4(NH2)2 � � �OH2 MP2/6–311þg(2d,2p) �1.14 �0.73 REF21

C2H4(OH)2 � � �OH2 MP2/6–311þg(2d,2p) �2.69 �2.27 REF21

C2H4 � � �OH2 MP2/6–31þþg(2d,2p) 2.472 �1.50 �0.94 REF15

MP4/6–31þþg(2d,2p) �1.57 �0.93

C2H4F2 � � �OH2 MP2/6–311þg(2d,2p) �0.83 �0.46 REF21

C2H5(NH2) � � �OH2 MP2/6–311þg(2d,2p) �1.02 �0.64 REF21

C2H5(OH) � � �OH2 MP2/6–311þg(2d,2p) �1.08 �0.74 REF21

C2H5F � � �OH2 MP2/6–311þg(2d,2p) �0.70 �0.35 REF21

C2H6 � � �NH3 MP2/6–311þg(3df,2p) 2.809 �0.62 �0.21 REF25

B3LYP/6–311þg(3df,2p) 3.076 �0.60 �0.12

C2H6 � � �OH2 MP2/6–311þg(2d,2p) �0.63 �0.32 REF21

C2H6 � � �OH2 MP2/6–311þg(3df,2p) 3.738 �0.50 �0.07 REF25

B3LYP/6–311þg(3df,2p) 3.968 �0.50 �0.02

C6H6 � � �C6H6 HF=STO-gþ 1=r6 3.97 �5.26 REF2

C6H6 � � �C6H6 MP2/6–311g(2d,2p) �5.75 �3.20 REF17

C6H6 � � �C6H6 NEMO 5.21 �1.7 REF18

C6H6 � � �C6H6 NEMO 5.19 �1.2 REF18

C6H6 � � �C6H6 MP2=aug-cc-pvVTZ(C)=

cc-pVDZ(H)

�2.96 REF19

MP4=aug-cc-pVDZ(C)=

cc-pVDZ(H)

�2.48

CCSD(T)=aug-cc-pVDZ(C)=

cc-pVDZ(H)

�2.17

C6H6 � � �C6H6 MP2/6–31g(d,p) �1.2 REF23

CCl2H2 � � �Cl� MP2/6–31þg(d,p) 2.288 �13.82 �11.74 REF30

CCl2H2 � � �F� MP2/6–31þg(d,p) 1.545 �23.59 �23.16 REF30

CCl2H2 � � �OH� MP2/6–31þg(d,p) 1.607 � � REF30

24.34 22.75

CCl2H2 � � �OH2 HF=4---31gþ 1=r6 �6.4 REF3

CCl2H2 � � �OH2 MP2/6–31þg(d,p) 2.227c �3.78 REF29

3.388c

CCl3H � � �C6H6 MP2/6–31g(d,p) �3.2 REF23

CCl3H � � �Cl� MP2/6–31þg(d,p) 2.126 �18.24 �15.0 REF30

CCl3H � � �F� MP2/6–31þg(d,p) 1.379 �31.04 �32.68 REF30

CCl3H � � �H2O MP2/6–31þg(d,p) 2.077 �3.68 REF29
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Complex Method/basis set r(H���X) E Ecp Reference

CCl3H � � �OH� MP2/6–31þg(d,p) 1.431 �32.42 �33.07 REF30

CCl3H � � �OH2 HF=4---31gþ 1=r6 �8.1 REF3

CCl3H � � �OH2 MP2/aug-cc-pVDZ �3.79 �2.96 This work

CCl4 � � �OH2 HF=4---31gþ 1=r6 �1.1 REF3

CClH3 � � �OH2 HF=4---31gþ 1=r6 �5.6 REF3

CClH3 � � �OH2 MP2/6–31þg(d,p) 2.437c �2.76 REF29

2.599c

CF2H2 � � �CH2O HF/aug-cc-pVDZ �1.79 REF24

MP2/aug-cc-pVDZ �2.04

B3LYP/6–311þg(d,p) �1.89

CF2H2 � � �CH3OH HF/aug-cc-pVDZ �1.89 REF24

MP2/aug-cc-pVDZ �2.52

B3LYP/6–311þg(d,p) �2.63

CF2H2 � � �Cl� MP2/6–31þg(d,p) 2.467 �12.54 �11.52 REF30

CF2H2 � � �F� MP2/6–31þg(d,p) 1.699 �20.22 �20.41 REF30

CF2H2 � � �OH� MP2/6–31þg(d,p) 1.802 �21.03 �20.36 REF30

CF2H2 � � �OH2 MP2/6–311þg(2d,2p) �1.86 �1.48 REF21

CF2H2 � � �OH2 HF/aug-cc-pVDZ �1.85 REF24

MP2/aug-cc-pVDZ �2.24

B3LYP/6–311þg(d,p) �2.48

CF2H2 � � �OH2 MP2/6–31þg(d,p) 2.39 �2.13 REF13

CF2H2 � � �OH2 MP2/6–31þg(d,p) 2.408c �3.40 REF29

2.249c

CF3H � � �Cl� MP2/6–31þg(d,p) 2.252 �16.62 �15.11 REF30

CF3H � � �F� MP2/6–31þg(d,p) 1.537 �27.65 �29.26 REF30

CF3H � � �H2O MP2/6–31þg(d,p) 2.164 �3.72 REF29

CF3H � � �OH� MP2/6–31þg(d,p) 1.625 �27.59 �27.82 REF30

CF3H � � �OH2 MP2/6–311þg(2d,2p) �2.87 �2.45 REF21

CF3H � � �OH2 MP2/6–31g(d,p) 2.28 �3.16 REF13

CFH3 � � �CH3F
a MP2(fc)/6–31þg(d,p) 2.461d �1.36 REF30

2.461d

CFH3 � � �CH2O HF/aug-cc-pVDZ �0.90 REF24

MP2/aug-cc-pVDZ �1.20

B3LYP/6–311þg(d,p) �0.97

CFH3 � � �CH3OH HF/aug-cc-pVDZ �0.89 REF24

MP2/aug-cc-pVDZ �1.42

B3LYP/6–311þg(d,p) �1.34

CFH3 � � �OH2 MP2/6–311þg(2d,2p) �1.04 �0.71 REF21

CFH3 � � �OH2 HF/aug-cc-pVDZ �0.89 REF24

MP2/aug-cc-pVDZ �1.23

B3LYP/6–311þg(d,p) �1.28

CFH3 � � �OH2 MP2/6–31g(d,p) 2.51 �1.41 REF13

CFH3 � � �OH2 MP2/6–31þg(d,p) 2.620c �3.76 REF29

2.016c

CFH3 � � �OH2 MP2/6–31þg(d,p) 2.620 �3.76 REF29

CH3NH2 � � �OH2 MP2/DZP’ �0.61 REF16

CH3NHþ3 � � �OH2 MP2/DZP’ �9.3 REF16

CH4 � � �C5NH5 MP2/6–31g(d,p) 0.65 REF22

(Continued )
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Table 8. —(Continued)

Complex Method/basis set r(H���X) E Ecp Reference

CH4 � � � (OH2)n MP2/6–31þþg** n ¼ 1 �0.37 REF12

n ¼ 2 �0.61

n ¼ 3 �0.86

CH4 � � �Br�b MP2/6–31þþg(d,p) 4.074 �2.96 �1.76 REF7

CH4 � � �C5NH5 MP2/6–31g(d,p) 1.87 REF22

CH4 � � �C6H6 MP2/6–31g(d,p) �0.4 REF23

CH4 � � �CH2O HF/aug-cc-pVDZ �0.14 REF24

MP2/aug-cc-pVDZ �0.46

B3LYP/6–311þg(d,p) �0.14

CH4 � � �CH3OH HF/aug-cc-pVDZ �0.16 REF24

MP2/aug-cc-pvDZ �0.63

B3LYP/6–311þg(d,p) �0.30

CH4 � � �Cl� MP2/6–31þþg(d,p) 3.838 �4.23 �2.15 REF7

CH4 � � �Cl� MP2/6–31þg(d,p) 2.730 �2.45 �1.58 REF30

CH4 � � �CN� MP2/6–311þþg(2d,2p) 2.678 �2.43 �2.17 REF9

CH4 � � �F� MP2/6–31þþg(d,p) 3.028 �6.06 �5.26 REF7

CH4 � � �F� MP2/6–31þg(d,p) 1.955 �5.57 �4.78 REF30

CH4 � � �HC2H MP2/6–311þg** 3.22 �0.58 REF6

CH4 � � �HCH3 MP2/6–311þg** 2.74 �0.20 REF6

CH4 � � � I�b MP2/6–31þþg(d,p) 4.246 �2.34 �1.14 REF7

CH4 � � �NC� MP2/6–311þþg(2d,2p) 2.451 �2.83 �2.45 REF9

CH4 � � �OH� MP2/6–31þg(d,p) 2.040 �5.90 �4.55 REF30

CH4 � � �OH2 STO-3g �1.81 REF1

CH4 � � �OH2 MP2/SZ(3Pþbond,P) �0.69 �0.49 REF5

CH4 � � �OH2 HF=4---31gþ 1=r6 �0.7 REF3

CH4 � � �OH2 MP2/6–31þþg(2d,2p) 2.631 �0.86 �0.42 REF15

MP4/6–31þþg(2d,2p) �0.95 �0.43

CH4 � � �OH2 MP2/6–311þg(2d,2p) �0.51 �0.25 REF21

CH4 � � �OH2 HF/aug-cc-pVDZ �0.16 REF24

MP2/aug-cc-pVDZ �0.43

B3LYP/6–311þg(d,p) �0.26

CH4 � � �OH2 MP2/6–311þg** 2.70 �1.08 REF6

CH4 � � �OH2 MP2/6–31þþg(2d,2p) 2.676 �0.72 �0.42 REF8

CH4 � � �OH2 MP2/DZP �0.53 REF16

CH4 � � �OH2 MP2/S �0.49 REF10

CH4 � � �OH2 MP2/6–31þg(d,p) 2.507 �0.29 REF29

CH4 � � �SeH2 MP2/6–311g** 4.34 �0.26 REF6

CH4 � � �SH2 MP2/SZ(3Pþbond,P) �0.82 �0.67 REF5

CH4 � � �SH2 MP2/6–31þþg(2d,2p) 3.260 �0.24 REF20

CH4 � � �SH2 MP2/6–311g** 3.96 �0.48 REF6

CH4 � � �TeH2 MP2/3–21g 3.75 �0.93 REF6

H2NCOH � � �H2NCOH MP2/aug-cc-pVTZ 2.320 �3.12 �2.39 REF26

HCO2H � � �O2HCH HF/6–311þþg** 1.864 �6.09 �5.74 REF28

MePyþ � � �O2P(OMe)2
a MP2/6–311þþg** 2.079e �93.1 �88.1 REF27

1.956e

2.241e

2.528e
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5.3 Nature of the C–H� � �O Hydrogen Bonds

As already mentioned above, the stability of the C–H� � �O in the prototypical

methane–water complex originates in the combination of electrostatics and

dispersion (see Table 2), the latter terms being similar in strength to the electro-

static term. Thus, the situation is very different to that found in the Ar–Ar van

der Waals bond, where the dispersion term (�0.28 kcal) is much stronger than

the electrostatic term (�0.04 kcal/mol). As a consequence, the C–H� � �O hydro-

gen bond in methane–water retains some of the directionality of the O–H� � �O
bonds. This fact added to the nondominant character of these interactions in

Table 9. C–H� � �O interaction energy computed for the methane–water complex using the MP2

method. The BSSE-uncorrected (E) and BSSE-corrected (ECP) energies are given in kcal/mol. The

BSSE is also indicated. The geometry is the optimum MP2/aug-cc-pVTZ geometry

Basis set E ECP BSSE

3-21g �3.42 �0.42 3.00

6-31g �1.24 �0.31 0.93

6-31þg �0.83 �0.27 0.56

6-31þg(d) �0.80 �0.30 0.50

6-31þg(d,p) �0.84 �0.34 0.51

6-311þþg(d,p) �0.98 �0.34 0.64

aug-cc-pvdz �0.91 �0.47 0.44

aug-cc-pvtz �0.75 �0.55 0.19

aug-cc-pvqz �0.66 �0.58 0.07

aug-cc-pv5z �0.63 �0.60 0.03
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Figure 14. Variation of the MP2 BSSE-uncorrected and BSSE-corrected interaction energies of the

methane–water complex with the basis set. Circles indicate results obtained using Pople basis set,

while squares indicate results obtained with the aug-cc-pVxZ basis sets. The geometry is the

optimum one computed at the MP2/aug-cc-pVTZ level.
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crystals gives rise to distribution of angles (Fig. 3) where the maximum is clearly

not at 1808. However, after applying the ‘‘cone correction’’ to that distribution,

the maximum is located at 1808 also in the C–H� � �O contacts [74].

Based on spectroscopic [70] and crystallographic evidence [74], it has been

established that the strength of the C–H� � �O bonds depends on the proton

donor acidity and proton acceptor basicity. For instance, the strength changes

as C(sp)�H > C(sp2)�H > C(sp3)�H, and also O(sp2) groups give rise to

stronger bonds than O(sp3) groups. All of this is also clearly shown in the

data listed in Table 11. These values show that the increase in strength is due to

an increment in the value of the electrostatic component and of its relative

importance with respect to the dispersion component: the electrostatic com-

ponent in the acetylene–water complex is 2.5 bigger than the dispersion com-

ponent. The effect on the strength of a C(sp3)�H � � �O(sp3) bond induced by

different substituents was also studied on substituted R1R2R3C�H � � �OH2

complexes [75]. A near Hartree–Fock limit basis set was used. The maximum

strength was found when R1 ¼ R2 ¼ R3 ¼ OH or F, with MP2 BSSE-corrected

values of �2.63 and �2.41 kcal/mol, respectively. Up to now, the strongest

C(sp)�H � � �O(sp3) bonds between neutral fragments were found in the HCN–

water complex, �5.0 kcal/mol [77]. It is even stronger than the C(sp2)�H � � �
O(sp2) bond found in cyclic motifs of formamide dimers, with a strength of

�2.5 kcal/mol per bond [76] (two C(sp2)�H � � �O(sp2) bonds are found in an

Table 10. BSSE-uncorrected (E) and BSSE-corrected (ECP) interaction energies of the methane–

water complex. It has been computed using the aug-cc-pVTZ basis set and the indicated methods

[34]. All values are in kcal/mol. The geometry is the optimum MP2/aug-cc-pVTZ geometry

Basis set E ECP

HF þ0.02 þ0.06

MP2 �0.75 �0.55

MP4(SDQ) �0.69 �0.51

CCSD �0.68 �0.50

B3LYP �0.01 þ0.02

Table 11. Value of the energetic components of the interaction energy (in kcal/mol) for the

indicated systems, computed using the IMPT method. Eel, Eer, Ep, Ect, and Edisp are, respectively,

the electrostatic, exchange–repulsion, polarization, charge-transfer, and dispersion components.

Etot is the sum of these components and EMP2 is the BSSE-corrected interaction energy, shown to

serve as reference to calibrate the quality of the IMPT calculation. The MP2 optimum distance

(in Å) is also shown. The basis set used is the aug-cc-pVTZ

System rH : : :O Eel Eer Ep Ect Edisp Etot EMP2

H3C(sp3)---H � � �OH2 2.627 �0.7 1.1 �0.2 �0.1 �0.7 �0.6 �0.6

H2CHC(sp2)---H � � �OH2 2.472 �1.5 1.5 �0.2 �0.1 �1.0 �1.3 �1.1

HCC(sp)---H � � �OH2 2.213 �5.0 4.5 �0.6 �0.3 �2.0 �3.4 �2.7
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R2
2(8) motif, so cooperative effects are expected to be present, reinforcing the

strength of its two C–H� � �O bonds). The effect that the proton acceptor

basicity has on the interaction was studied on reference [78].

Concerning other properties that are usually taken as signature of hydrogen

bonds, it is found that C–H� � �O bonds behave like O–H� � �O hydrogen bonds

[77]. For instance, both present the same shifts in the atomic electron popula-

tions (the shift depends on the substituent, and it is proportional to the bond

strength). The C–H� � �O bonds also present a shift in the antisymmetric C–H

stretching frequenc of the complex vibrational spectra, compared to the isol-

ated monomer. However, in the C–H� � �O bonds the shift is toward positive

values (blue shift), while in the O–H� � �O bonds is towards negative values (red

shift). This shift is consistent with that found in experimental studies [79]. The

origin of these two different shifts is now well understood [39]. Therefore, we

can conclude that the C–H� � �O bonds found in these complexes can be classi-

fied as true hydrogen bonds.

All the C–H� � �O hydrogen bonds described up to now involve neutral

fragments. Therefore, they are members of the N� � �N class. We also have

evaluated the strength of some representative examples for the C–H� � �O hydro-

gen bonds of the q� � �N and q� � �q classes (Table 12).

5.4 Nature of the C–H� � �O Interactions That Are Not Bonds

As mentioned before, not all C–H� � �O interactions fulfill the two requirements

for being hydrogen bonds (energetic stability and topological H� � �O connec-

tion), and, consequently, we should not call them hydrogen bonds. Up to now,

there are two known cases of C–H� � �O interactions that are not hydrogen

bonds: (1) when the hC–H� � �O angle is far from collinear, or (2) when the C–

H� � �O interaction is made between charged fragments of the same sign.

5.4.1 The hC–H� � �O angle and the hydrogen bond nature of the

C–H� � �O interactions

The possible nonhydrogen bonded nature of some C–H� � �O interactions was

first suggested on C–H� � �water contacts on the basis that at some orientations

the shortest C–H� � �water contact would be of the H� � �H type [80]. The authors

Table 12. Value of the BSSE-corrected MP2/aug-cc-pVTZ interaction energy for the indicated

systems, computed at their optimum geometry, computed at the MP2/aug-cc-pVTZ (methane–

water), or MP2/6-31þG(d) (the other two complexes) levels

Type of hydrogen bond Model complex rH���O EMP2

N� � �N H3C(sp3)---H � � �OH2 2.627 �0.55

q� � �N H3C(sp3)---H � � �OH
(�)

1.982 �5.77

q� � �q N(CH3)3C(sp3)---H(þ) � � �OH(�) 1.916 �94.53a

a Three equivalent C–H� � �O contacts are made, as the OH sits on top of the C3v axis
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attributed a repulsive nature to the H� � �H contacts (this is very unlikely to be

the case, as collinear H� � �H interactions are energetically stabilizing even in the

H2 and (CH4)2 dimers [81]). However, only with the use of the AIM theory, it is

possible to test the bonding or nonbonding nature of one contact in circum-

stances where the presence of simultaneous short contacts with many atoms

makes almost impossible to reach a conclusion just following qualitative con-

siderations.

The power of the AIM analysis was already illustrated before on the

NANQUO02 crystal (Figs. 9 and 10), thus making unnecessary further presen-

tations here. An analysis of this crystal shows the presence of 27 unique

C–H� � �O contacts below 3.0 Å, all made by methyl groups. By doing an

AIM analysis [65], one finds that only 23 of them have a hydrogen bond nature

(the authors did their assignment on the basis of the existence of a bond

critical point, the energetic stability of the dimers, and the fulfillment of the

Koch–Popelier criteria [82] by these critical points, a series of empirical prop-

erties satisfied by most critical points that show hydrogen bond properties). It is

worth pointing here that Espinosa et al. [22], using data on 83 A–H� � �X
hydrogen bonded complexes, found that the hydrogen bond interaction energy

(EHB) may be correlated with the electronic potential energy at the bond critical

point (V (rCP)) by the expression

EHB ¼ 0:5V (rCP)(5)

At the same time, they found that EHB and the H� � �O distance (rH���O) were

related by the following expression:

EHB ¼ �25:3� 103 exp [� 3:6rH���O](6)

As this curve always provides negative values, its validity implies that when a

H� � �O critical point is found in hydrogen bonded complexes, it is always a

bond, as it is energetically stabilizing according to Eq. 6.

The absence of hydrogen bonded nature in 4 of the 27 C–H� � �O contacts of

NANQUO02 has been attributed to the hC–H� � �O angle of these 4 contacts;

they have values around 958, while the hydrogen bond contacts have values

between 1208 and 1808. However, calculations on an isolated methane–formal-

dehyde complex [27] show that one can only find three simultaneous H� � �O
bond critical points with a methyl group when the methyl C3v axis is aligned

with the formaldehyde C2v axis. Otherwise, for all values of the hC–H� � �O angle

in the 90–1808 range only one bond critical point is found. This explains why

only one critical point is found in some cases. On the above basis, the absence

of critical points from two of the methyl groups (see Fig. 10) cannot be justified

by the value of the hC–H� � �O angle and must just be attributed to the crystal

packing that avoids the presence of these points.

We can finally comment on the validity of the AIM analysis of bond critical

point in solids. Its validity has been recently questioned [18, 83] on the basis of a

recent finding that the topological features of the electron density of a complex
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or aggregate can be described remarkably well by the superposition of spherical

densities of the independent atoms [83] (the so-called promolecular density,

obtained as the sum of atomic densities in an independent atom model).

However, it has been recently reported that for NANQUO02 the independent

atom model and the experimental density present different bond critical points

in 4 out of 19 intermolecular bonds. Such a fact puts into question the general

validity of the independent atom model.

5.4.2 C–H� � �O interaction between charged fragments of the same sign

The first manifestation that the charge in the fragments could be important in

determining the nature of the C–H� � �O interaction was found [84] in the mixed-

valence [(h6 � C6H6)2Cr]þ[Cr(OCH3)]
� salt. The packing of this salt (Fig. 15)

presents two types of short C–H� � �O contacts: (1) C�H(þ) � � �O(�) between

cations and anions, the four shortest within the 2.40–2.45 Å range, (2)

C�H(�) � � �O(�) between anions, the shortest one presenting a H� � �O distance

of 2.381 Å.

If these two C–H� � �O interactions were of the same nature, one would expect

that the shortest would be energetically more stabilizing (in agreement with the

strength–length correlation). However, in good agreement with our previous

findings, HF/LANL2DZ calculations found the interaction between the two

anions to be energetically unstable by þ58 kcal/mol; the interaction between

adjacent cations and anions is energetically stabilizing by �128 kcal/mol [84].

The cation� � �anion interactions present two R2
2(7) motifs, each composed of

two C(sp2)�H � � �O interactions. Thus, the strength of each of these inter-

actions is þ32 kcal/mol. A topological analysis reveals that all of them present

H� � �O bond critical points, thus they are C–H� � �O hydrogen bonds. However,

Figure 15. Packing of the mixed-valence [(h6 � C6H6)2Cr]þ[Cr(OCH3)]
� salt. Left: View along the

c-axis, showing the short C---H(þ) � � �O(�) contacts between cations and anions. Right: View along

the c-axis, showing the short C---H(þ) � � �O(�) contacts between cations and anions and the short

C---H(�) � � �O(�) contacts between anions.
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the anion� � �anion interaction only shows one possible C–H� � �O interaction,

thus the þ58 kcal/mol value is a direct measure of such interaction. Due to its

unstable energetic interaction energy, this interaction is not a bond (therefore, it

is not a hydrogen bond). The crystal stability arises in the fact that the

cation� � �anion interactions (�128 kcal/mol) overcome the cation� � �cation and

anion� � �anion repulsions (þ52 and þ58 kcal/mol, respectively).

The nonbonded nature of the A–H� � �X interactions between charged frag-

ments of the same sign was later on reported for the O–H� � �O interactions

found between deprotonated dicarboxylic acids. The first case was detected [46]

in the KHC2O4 ionic crystal (REFCODE name KHOXAL11). The packing of

this crystal presents only one C(5) motif that connects the anions (Fig. 16). This

motif presents short O–H� � �O interactions with a H� � �O distance of 1.654 Å.

However, the interaction energy between two adjacent HC2O
�
4 anions is

þ39 kcal/mol (HF/6-31þG(2d,2p) calculation), and this interaction cannot be

a bond. Other cases were found on larger deprotonated dicarboxylic acids

[85–88]. All the OH� � �O interactions between anions computed up to now are

energetically unstable.

The analysis of the components of the interaction energy for the

O�H(�) � � �O(�) interactions found between two adjacent HC2O
�
4 anions

(Table 13), placed at the geometry that they have in the KHOXAL11 crystal,

reveals that the main change that takes place when going from the HC2O
(�)
4 � � �

HC2O
(�)
4 interactions to the H2C2O4 � � �HC2O

(�)
4 or H2C2O4 � � �H2C2O4 inter-

actions is a change in the sign of the electrostatic component. Using Eqs. 1–4

the change can be traced down to the charge–charge term.

1.654 Å

1.654 Å

1.654 Å

1.654 Å

A C

C

y

z

Figure 16. Packing of the KHC2O4 salt (KHOXAL11) viewed along the a-axis. The distance and

position of the shortest O–H� � �O contact is also shown.
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5.4.3 Why interaction between charged fragments of the same sign shows the

same features than bonds? Charge-induced bonds

On theoretical grounds, the nonattractive nature of the A–H� � �X interactions

between charged fragments of the same sign does not imply a change in some of

the properties usually taken as signature of a hydrogen bond. Such surprising

behavior, also detected experimentally [89–91], is discussed in detail below. The

presence of these signatures was improperly taken as an indication of the

hydrogen bonded nature of the A–H� � �X interactions between charged frag-

ments of the same sign.

Despite the net repulsive character of the interaction between two anions (or

two cations), there are experimental reports indicating the presence in solids and

liquids of short-contact cation� � �cation or anion� � �anion dimers that present

the signatures usually associated to the existence of a bond. An example of

anion� � �anion interactions having the signatures of a bond is found in some

TCNE� ionic crystals (TCNE ¼ tetracyanoethylene) [92–94]. In these crystals,

the TCNE� � � �TCNE� dimers have C–C distances larger than 2.9 Å, but the

dimers are diamagnetic due to the pairing of the unpaired electron sitting on each

radical (each TCNE� is a doublet). The TCNE� � � �TCNE� dimers also show

other properties usually associated to the formation of covalent C–C bonds

(UV–vis shifts, IR spectra, etc.). A system presenting cation� � �cation interactions

showing the signature of bonds is the [Au{C(NHMe)2}2] (PF6) � 0:5(acetone)

crystal [95], where the [Au{C(NHMe)2}2]
þ cations form dimers (whose shortest

AuI � � �AuI distance is around 3.4 Å) that present the same luminescent proper-

ties found in attractive aurophilic interactions [96].

The presence of short-distance cation� � �cation or cation� � �cation dimers in

ionic crystals can be explained as resulting from propagating energetically stable

cationnanionm aggregates along the symmetry elements of the crystal. The

energetic stability of these cationnanionm aggregates results from the sum of

cation� � �anion interactions, which overcomes the sum of the cation� � �cation and

anion� � �anion repulsions. As a consequence of this stability, pairs of cations or

Table 13. Value of the energetic components of the interaction energy computed using the IMPT

method for the indicated complexes. Eel, Eer, Ep, Ect, and Edisp are, respectively, the electrostatic,

exchange–repulsion, polarization, charge-transfer, and dispersion components. Etot is the sum of

these components (all values in kcal/mol). The 6-31þG(2d,p) basis set was used. The geometry of

the (H2O)2 dimer is the optimum MP2/aug-cc-pVDZ. For the other three complexes, the geometry

is taken from the geometry of the (HC2O
�
4 )2 dimer found in the KHOXAL11 crystal, adding one or

two protons on the appropriate place of the carboxylate group (the statistical average position in

crystals containing –COOH groups)

System Eel Eer Ep Ect Edisp Etot

HO---H � � �OH2 �8.9 6.9 �0.7 �0.7 �1.7 �5.2

H2C2O4 � � �H2C2O4 �26.1 36.0 �4.6 �5.5 �13.3 �14.5

H2C2O4 � � �HC2O
(�)
4 �41.9 36.2 �9.0 �6.8 �15.1 �36.6

HC2O
(�)
4 � � �HC2O

(�)
4 16.7 40.4 �8.8 �6.6 �15.8 25.9
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anions are placed at distances where the orbitals can present a non-negligible

overlap. Such induced overlap induces the formation of bonding and antibonding

combinations of the overlapped orbitals, like in energetically stable dimers. Con-

sequently, the cationnanionm aggregates present an orbital diagram identical to

that found in stable dimers (where bonds between the monomers are formed),

although the origin of the diagram is different in both cases. Such a similarity

in electronic structure explains that all properties which are connected with this

electronic structure are also similar: UV–visible shifts, IR-shifts, NMR-shifts,

and many other properties taken as signature of a bond. Figure 17 illustrates

C+ C+

A−

A−

A−H

E

N N

X

E

rN...N

E

E

rN...N

N...N

A−...A−

C2A2

(a)

(b)

A−H(−)

X(−)

Figure 17. Comparison of the interaction energy curve and orbital diagram of an attractive N� � �N
dimer presenting an A–H� � �X hydrogen bond (a), with the curve and diagram for an A---H� � � �X�
interaction found when two Cþ cations induce the interaction of two A� anions (b). Notice the

repulsive character of the A� � � �A� interaction, and the attractive character of the overall inter-

actions in the C2A2 aggregate.
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these similarities and their different origins for a pair of anions (A�) that due to

the presence of cations (Cþ) make short A�H(�) � � � X(�) contacts.

Most of the interactions between fragments of the same charge present an

interaction energy curve that is repulsive at all distances (we have seen that in

very large ions or when the charge is strongly localized the interaction energy

curve can present a metastable local minimum [97]). Consequently, they cannot

be called as bonds. However, as they present the signatures associated to

bonds, it is possible to call them charged–mediated bonds [93–95], stressing

their bonding properties and keeping in mind the supramolecular origin

of these interactions (they require a cationnanionm aggregate where the

cation� � �anion interactions could overweigh the cation� � �cation and anion� � �
anion repulsions).

The similarity between the orbital diagrams of A–H� � �X and A�H(�) � � �X(�)

interactions is illustrated in Figs. 18 and 19 for the (FH)2 and (OH(�))2 dimers,

both placed in such a way that both A–H� � �X contacts have the same geometry

(that found in the minimum of the water dimer [47]). The FH molecule is a

closed-shell singlet with its eight valence electrons placed in a s-bonding,

FHFH

s

s

s 
∗

π

Figure 18. Orbital diagram of the interaction between two FH molecules placed with their F–H� � �F
bond at the same geometry than the O–H� � �O bond in the water dimer. See text for details.
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s-nonbonding, and two p-nonbonding orbitals. Besides, there is a s-antibonding

orbital that will play a decisive role in the A–H� � �X and A�H(�) � � �X(�)
inter-

actions. The OH(�) anion is isoelectronic to FH and has the same electronic

structure. When two FH or OH(�) fragments interact, their orbitals overlap and

bonding, nonbonding, and antibonding combinations are obtained, each with

a different energy. However, the two diagrams are basically identical. The only

difference is in the total energy associated to these diagrams: while the (FH)2
dimer is stable against its dissociation into two FH fragments, the (OH(�))2
dimer is not stable, and it will only be found in the presence of cations. Although

not shown here, when the two cations are added the diagram of Fig. 19 remains

the same, although the orbital energies are shifted toward more stable values.

5.5 Other C–H� � �X Interactions

The concepts described above for the C–H� � �O interactions can be extended to

other C–H� � �X interactions. Consequently, we will not carry out a detailed

study of these interactions, but just will give the most relevant details.

σ

σ

σ∗

π

OH(−) OH(−)

Figure 19 (see color section). Orbital diagram of the interaction between two OH(�) anions with

their O–H� � �O contact at the same geometry than the O–H� � �O bond in the water dimer. See text

for details.
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Besides the C–H� � �O interactions, the most relevant C–H� � �X interactions

are the C–H� � �N, C–H� � �S and C–H� � �p interactions (see Table 8 for a com-

plete set of results). The trends for the C–H� � �N contacts found in crystals were

first analyzed by Taylor and Kennard [72] in their seminal paper, where they

also concluded that there was enough evidence to consider them as hydrogen

bonds. These authors also attributed a hydrogen bond nature to the C–H� � �N
and C–H� � �S contacts.

The C–H� � �S interactions are found in many molecular crystals presenting

conducting and superconducting properties [98–100]. These interactions were

found to be hydrogen bonded and belonging to the N� � �N or q� � �N class. The

interaction energy of the C–H� � �O hydrogen bond was evaluated on the me-

thane–SH2 complex at the MP2 level using basis sets of up to near Hartree–

Fock limit quality [101]. The best BSSE-corrected value is �0.42 kcal/mol, that

is, similar to the interaction energy of the methane–water complex. No detailed

studies exist on the q� � �N or q� � �q types.

The relevance of C–H� � �p interactions in many supramolecular systems has

made them the subject of specific monographies [6]. In these interactions the

acceptor is constituted by the region where the p-electrons are located (double,

triple bonds, or aromatic p-rings). The best known p-acceptors are phenyl

rings, double and triple C–C bonds, cyano groups, and pyridyl rings. The

hydrogen bonded nature of the C(sp)–H� � �p interactions in the acetylene–

acetylene [102] and HCN–acetylene [103] complexes has been established by a

combination of experimental techniques (gas-phase rotational spectroscopy

[37] and IR techniques). Theoretical studies on C(sp)–H� � �p complexes have

been carried out for a long time [104] and have shown the energetic stability of

these complexes in orientations where short C(sp)–H� � �p contacts are found (a

summary of these results is found in Table 8). The presence of H� � �p bond

critical points has also been demonstrated for the most relevant examples of

C(sp)–H� � �p interactions [105] of the N� � �N type (no studies have been carried

out up to now on the q� � �N or q� � �q classes). Combined crystallographic–

theoretical studies on the complexes found in crystals [106, 107] have found

C(sp)–H� � �p interactions of the N� � �N type whose interaction energies are

within �0.1 to �2.0 kcal/mol. Consequently, we can safely conclude that the

C–H� � �p interactions are hydrogen bonds.

The strengths of the most relevant examples of C(sp)–H� � �p hydrogen bonds

are shown in Table 14. These strengths follow the trend C(sp)–H > C(sp2)–H >
C(sp3)–H already shown in other C–H� � �X hydrogen bonds. Such a trend is

consistent with statistical studies of crystal structures [108]. Notice that these

values indicate that benzene is a worse donor than acetylene, but is a much

better acceptor. This is relevant to understand the structure of aromatic com-

pounds presenting an edge-to-face orientation (that is C(sp2)�H bond), as those

found in many acetylene-derivatives or phenyl complexes and crystals [6, 7].

When cooperative effects are possible (as in the ‘‘six-fold phenyl embrace’’

topology [109]), it can be a major driving force in the packing.

The Nature of the C–H� � �X Intermolecular Interactions 237



The analysis of the components of the interaction energy (Table 15) shows

that the C�H � � �p bonds have a nature similar to that found in OH� � �O and

C–H� � �O hydrogen bonds [105], although closer to the second type of hydrogen

bonds. Thus, the interaction energy is dominated by the electrostatic compon-

ent, but with an important weight of the dispersion term.

6 SUMMARY

The results from theoretical calculations demonstrate that C–H� � �O inter-

actions of the N� � �N, and q� � �N class are hydrogen bonds. Up to now there

are no reports of C–H� � �O interactions where zwitterions are present. On the

other hand, C–H� � �O interactions of the q� � �q class where the two charged

fragments have the same sign are found to be nonattractive, thus failing to

comply with the stability criteria that all bonds must present according to

Pauling’s definition.2 Thus, they cannot be considered as hydrogen bonds.

Even so, we showed that they present the same orbital diagrams as hydrogen

bonds. Therefore, we cannot distinguish between attractive and repulsive

C–H� � �O interactions by looking at many of the properties usually taken as

signatures of bonds (shifts in the IR, UV, or NMR spectral properties, for

instance).

Table 14. BSSE-uncorrected (E) and BSSE-corrected (ECP) interaction energies for the most

relevant classes of C–H� � �p hydrogen bonds. First two columns show the values obtained using

the MP2/6–31þG(2d,p) basis set at the optimum geometry of these complexes obtained with the

same method. Second two columns (when available) collect the MP2/aug-cc-pVTZ results obtained

on geometries computed also at that level. All values are in kcal/mol (values from Ref. 105)

Complex E ECP E ECP

Ethane–ethene �0.92 �0.55

Acetylene–ethene �1.79 �1.29 �2.03 �1.56

Benzene–ethene �1.49 �0.80

Acetylene–acetylene �1.83 �1.23 �1.98 �1.56

Acetylene–benzene �3.96 �2.59

Benzene–benzenea �5.04 �1.84

a MP2/6–31þG(d) calculation

Table 15. Values of the electrostatic (Eel), exchange–repulsion (Eer), polarization (Epol), charge-

transfer (Ect), and dispersion (Edisp) components of the interaction energy, as given by the IMPT

method, computed for the indicated complexes using the 6–31þG(2d,2p) basis set. The sum of all

components is also given in the last column (Etot). All the energies are in kcal/mol

Complex Eel Eer Epol Ect Edisp Etot

Acetylene–acetylene �2.21 2.35 �0.15 �0.24 �1.07 �1.32

Acetylene–water �4.63 3.25 �0.42 �0.32 �1.22 �3.34

Water–water �9.18 7.31 �0.77 �0.76 �1.97 �5.37
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The reasons for such behavior have been analyzed in detail by looking at the

components of the interaction energy obtained from IMPT computations. This

allows to trace the nonattractive nature of O–H� � �O and C–H� � �O interactions

of the q� � �q class to the strong repulsive nature of the electrostatic term in these

complexes. The analysis was done on model dimers and also on complexes

extracted from molecular crystals. The statistical trends that these two inter-

actions present in crystals were also analyzed.

We have also used Etter’s graph set analysis to describe the structure of

complex aggregates where more than one bond is found, and advocated for the

use of the bond analysis in these complexes as a tool to understand their

structure and energetic stability. Bonds in dimers, aggregates, and crystals

can be located by doing an AIM analysis of the electron density (recent studies

have shown that not always the promolecule model gives the same result than

when using the real electron density) and then checking that the obtained bond

critical points correspond to energetically stabilizing interactions (in some ionic

crystals one can find bond critical points and interaction energies that are not

stabilizing).
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Abstract The most important types of weak, unconventional hydrogen bonds involving transi-

tion metals are analyzed and discussed. The metal center acts as an acceptor in the X–

H� � �M intermolecular interactions, the most widely studied example being given by the

family of [Co(CO)4][HNR3] salts. Many structures were determined, computational

approaches and the AIM theory were applied, and the nature of the X–H� � �M bond

has been established as a hydrogen bond. The same X–H� � �M motif can arise within

one molecule, as was observed in a molybdenum complex bearing a phenolic substitu-

ent in the cyclopentadienyl ring (O–H� � �Mo). Heating this complex leads to loss of one

ligand, accompanied by an unprecedented oxidative addition of the O–H bond to the

metal. The dihydrogen bond, X–H� � �H–M, is also characteristic of metal hydrides,

though analogues containing BH or even CH and SiH have been described. Again,

intramolecular and intermolecular interactions exist, the former having been described

earlier. Calculations aimed at understanding the nature of such bonds have been

performed at several levels of theory, progressively better as time goes on. It changes,

for instance, upon going from neutral to cationic complexes. The ‘‘first’’ example of a

dihydrogen bond, [IrH(OH)(PMe3)4]
þ, with a short H� � �H contact of 2.40 Å, was

found to exhibit instead two weak H� � �F hydrogen bonds between fluorine atoms of

the [PF6]
� anion and the proton and the hydride. The dihydrogen bond plays a special

role in proton transfer reactions involving metal–hydride complexes. The symmetrical

dihydrogen bond, M–H� � �H–M, differs very much from system to system and a

thorough analysis is not yet available for most examples.

Keywords: Hydrogen bond; dihydrogen bond; weak hydrogen bonds; BSSE corrections; AIM

theory.

1 INTRODUCTION

Hydrogen bonds have made their way into chemistry with Pauling [1] and

were described in detail by Jeffrey and Saenger [2], who introduced the concept

of weak hydrogen bond. In a classical, strong hydrogen bond there is an
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interaction of the type D–H� � �A (D–H is the donor and A the acceptor), where

both D and A are electronegative elements (F, O, N); they are typically two-

center bonds and their energy overcomes 10 kcal mol�1. When D is a less

electronegative atom (X), the interactions are weaker, less directional, and we

enter the realm of the normal to weak hydrogen bonds. The widely studied

C–H� � �O bonds, so common in organometallic complexes and organic species,

belong to this group [3]. Changes in the acceptor lead to the so-called uncon-

ventional hydrogen bonds: a metal (X–H� � �M) [4], the p electrons of a ring

(C–H� � � p) [5], a hydride (X–H� � �H–M) [6], or a H–B group (X–H� � �H–B) [7].

In the two latter groups, there is a close contact between two hydrogen atoms,

which can be formally considered as one hydride and one proton, since one

hydrogen is bound to an electropositive metal or boron, and the second to an

electronegative atom. The resulting charges on the hydride and proton allow an

electrostatic interaction to take place. These are called the dihydrogen bonds

[6]. Interestingly, such close contacts can also be observed in symmetric envir-

onments M–H� � �H–M [8, 6j], where charges cannot explain such an inter-

action. This brings us to the controversy about the border between hydrogen

bonds and van der Waals interactions [9]. Computational studies have been

extremely useful to obtain a deeper knowledge about the nature of these weak

hydrogen bonds. The improvement of computer power has allowed the system-

atic use of high quality methods and extended basis sets, since a good estima-

tion of correlation is required to describe the weak bonds between closed shell

systems, as found in hydrogen bonds [10]. Basis set superposition errors

(BSSE) [11] introduce a significant correction in the calculation of energies

and have been considered in most recent studies.

The application of the theory of ‘‘atoms in molecules’’ (AIM) [12] has known

a large expansion. It is based on the analysis of the topological properties of the

charge density. Bonds are characterized by critical points and as bonds change

from covalent to hydrogen bonds [13], for instance, so do the properties of their

respective critical points. It becomes therefore possible to assign the type of

bond, often an important issue when trying to decide about the presence of a

hydrogen bond. For instance, in covalent bonds (open shell interactions), the

laplacian of the charge density, r2r, is negative in the critical point; it becomes

positive for closed shell interactions.

In this work, the unconventional and weak hydrogen bonds that involve

transition elements, namely the dihydrogen bond (symmetric and asymmetric)

and the X–H� � �M interactions, will be described and interpreted. More attention

will be given to recent results, following an earlier publication [14]. The struc-

tures described were taken from the Cambridge Crystallographic Database [15].

2 HYDROGEN BONDS INVOLVING THE METAL CENTER: X–H� � �M

The short contacts between a metal center and a proton attached to carbon or

a more electronegative element, such as N or O, have been known for some

time, though their assignment as agostic interactions or hydrogen bonds has
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persisted in the literature for some time. In electronic terms, the agostic inter-

action can be described as a covalent bond with a donation to an electron

deficient center and a back donation component (Scheme 1, right side) involv-

ing three atoms and two electrons (3c–2e). On the other hand, in the hydrogen

bond, there is a weak interaction between closed shells (3c–4e), as shown in

Scheme 1, left.

The nature of the agostic bonds was confirmed using the AIM formalism

for several electron deficient titanium complexes [16]. More controversial

were square planar d8 species, where a proton from one ligand may approach

the metal in an axial direction, but again experiments and calculations did

not support the assignment of these M� � �H interactions as agostic bonds

[17, 4c].

Short X–H� � �M contacts diagnosed as hydrogen bonds were mainly studied

by Brammer and coworkers [18], who synthesized and characterized families of

salts containing the [Co(CO)4]
� anion and substituted ammonium cations,

having thus obtained a large variety of data allowing an assessment of the

effect of substituents. In the anionic complex, the electronically saturated d10

cobalt is unlikely to participate in agostic interactions, providing a good

acceptor for the formation of hydrogen bonds. Its tetrahedral environment

can easily distort to allow for the Co� � �H close contact. A neutron diffraction

study [19] showed that in the [HNEt3]
þ salt the N–H bond is slightly elongated

(1.054 Å), and a linear Co� � �H–N arrangement is observed. Several features of

the D–H� � �M bond, which can be used to define this type of hydrogen bonds,

were summarized in a review article [20]. They range from electronic require-

ments (saturated 18 electron species and electron rich metal centers; acidic

protons) to structural (linear D–H� � �M arrangement) and spectroscopic ones

(lowering of the nD---H stretching frequency in the IR and downfield shift of the
1H NMR chemical shift of the bridging hydrogen atom). Also, an energy

σ σ

σ* σ*

H

X–H C–HM

3c–4e X–H...M C

M
3c–2e...

Scheme 1. Comparison of the orbital interaction in the hydrogen (left) and in the agostic bond

(right).
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decomposition analysis for the O–H� � �M bond, following Morokuma ap-

proach [21], should indicate charge transfer of the metal to H–O, less important

electrostatic contribution than in other types of ‘‘hydrogen bonds, large con-

tribution of polarization’’.

Alkorta et al. [22] used DFT/6–311Gþþ** calculations to analyze the

hydrogen bonds in the [Co(CO)4][HD] system, taking smaller hydrogen bond

donors (HF, HCN, HNC, [HNMe3]) and considering also the isoelectronic but

neutral [Ni(CO)4] acceptor. After the association with the HB donors, the

complexes have C3v symmetry, with the Cax---M---Ceq angle depending on the

strength of the interaction. The Co� � �H distances fall in the range 2.22–2.78 Å,

but the Ni� � �H distances are longer, in agreement with the lower calculated

interaction energies, although all are within the accepted values for hydrogen

bonds. In the case of [Co(CO)4][HNMe3], the X-ray distance is 3.402 Å and the

calculated one 3.30 Å. BSSE corrections were found not to be very significant

in these systems. The AIM analysis revealed critical points in the M–C and C–O

bonds, and between the metal and the proton. The electron density at the M–C

bond critical points (BCPs), rBCP, decreases, relative to the free anionic com-

plex, upon interaction with the ammonium cation. The effect is more pro-

nounced in the M–C bond trans to the N–H group, the opposite effect being

observed for the C–O bonds (increase in rBCP, specially at the axial bond) [22].

These trends reflect the loss of electron density at the metal (transfer to the

proton), leading to less back donation to the carbonyls, which is more felt at the

axial position, and detected also in the charge distribution. In the analysis of

the BCPs between the metal and H, besides rBCP and the laplacian of the charge

density,r2r, the energy density (HBCP) was used, since its sign is more sensitive

to the nature of the bond. Indeed, it can be positive or negative (as found in the

study of [Co(CO)4][HD]), for bonds exhibiting a positive laplacian. rBCP is

�10�2 a.u., but HBCP becomes negative in the weakest interactions (M� � �H
distance longer than sum of van der Waals radii).

The interaction in [Co(CO)4][NMPH], where NMP is N-methylpiperazine

(Fig. 1), has been studied [23], based on the DFT [24] (ADF [25] program) and

MP2 [26] calculations.

There is a good quality X-ray structure determination (low temperature data)

[27], and, while the relevant dimer does not appear to be too large and therefore

OC

Co

OC
CO
CO

HN NMe

H 1
2

Figure 1. Interaction between the two ions in [Co(CO)4][NMPH] (left) and ADF optimized struc-

ture (right).
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can be calculated, the structure is complicated by the presence of several

independent ions in the unit cell. Indeed, there are five units,

[Co(CO)4]2[(NMP3)H2], joined by N–H� � �Co and N–H� � �N hydrogen bonds.

Each protonated NMP binds both a Co complex (H1) and the neutral

NMP (H2), forming a small chain. The ADF optimized structure of

[Co(CO)4][NMPH] agrees relatively well with the X-ray data, as shown by

the Co� � �H distance of 2.539 Å (2.523 Å), N–H of 1.093 Å (1.05 Å), Co---Cax

of 1.776 Å (1.764 Å), Co---Ceq of 1.776–1.758 Å (1.775–1.744 Å), respectively.

The Cax---Co---Ceq angle was calculated as �1058, close to the X-ray value

106.78. An energy decomposition analysis [28] was carried out on the ADF

optimized structure and the result is shown in Table 1.

The bonding energy (BE) can be decomposed into several terms: Pauli

repulsion (DEPauli), electrostatic (DEelec), and orbital interactions (DEoi), repre-

senting, respectively, the Pauli repulsion between occupied orbitals of the

fragments, the electrostatic interaction between fragments (an attractive

term), and the two-electron stabilizing interactions between occupied levels of

one fragment and empty levels of the other. The final term, DEprep, represents

the energy required to take each fragment from its geometry in the molecule

to the lowest energy state. In the absence of DEprep, the energy required to break

the bond without allowing relaxation of the fragments is obtained (Eint). It is

interesting to notice that although the electrostatic interaction is the major

contributor to the interaction energy [21], there is also an attractive term

corresponding to a covalent interaction (Eorb). The preparation energy is

small for both fragments, despite the need to distort the Co complex away

from its tetrahedral structure.

B–H bonds can also participate in similar interactions, as observed in

the crystal structure of bis{bis(3-tert-butyl-5-isopropylpyrazol)hydroborato}-

cobalt(II) complex, where two nitrogen atoms of each pyrazolyl ligand bind the

metal in a square planar arrangement and the two B–H units approach axially

(Co� � �H distance 1.95 Å). The involvement of the B–H bond is also reflected in

Table 1. Energy decomposition for the interaction between

[Co(CO)4]
� and [NMPH]þ (energies in kcal mol�1)

(1) EPauli 23.90

(2) Eelect �90.02

Esteric ¼ (1) þ (2) �66.12

(3) Eorb �26.32

Eint ¼ (1) þ (2) þ (3) �92.44

(4) DEprep[Co(CO)4]
� 1.74

(5) DEprep[NMPH]þ 2.16

DEprep ¼ (4) þ (5) 3.9

Bonding energy �88.54
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the lowering of the nB---H frequencies, compared with the values for terminal

BH bonds [29].

Another interesting example, dealing with an O–H� � �M interaction, draws

the attention to the role of hydrogen bonds in reactivity [30]. The product

of the reaction between [Mo(PMe3)6] and 2,6-Ph2C6H3OH is shown in Fig. 2

and the short O–H� � �M contact is highlighted. The Mo� � �H distance is 2.76(3)

Å, the Mo� � �O distance 3.571(2) Å and the Mo� � �H–O arrangement is close to

linear (1728). Although this complex is stable in solution, it loses PMe3 when

heated to 808, and undergoes oxidative addition of the O–H bond. The last

aspect is the most relevant one, since oxidative addition of the bond involved in

the hydrogen bridge had never been observed in other related species.

The interaction observed in [RuH3(SiCl2Me)(PPh3)3], Ru–H� � �Si, can be

considered the reverse of those described above [31]. The structure of the

complex is shown in Fig. 3.

The Ru–H bond distances are typical (1.68, 1.54, 1.59 Å) for this kind of

bond, revealing no lengthening. On the other hand, the Si� � �H distances (1.94,

1.86, 1.94 Å) suggest a strong interaction with Si. This arrangement can be

considered either as an Si–H agostic interaction with Ru, or as an Ru–H� � �Si

hydrogen bond, where Ru–H behaves as the donor and Si as the acceptor,

and has been found in other systems. DFT calculations showed that the Ru–H

bond electrons are donated to the Si–Cl s� orbital, so that the hydrogen bond

representation describes the bond in a better way. The presence of a chloride

near silicon (Si–Cl bond) is required [32].

The M–H bond in [(h5-C5H5)Mo(CO)3H]þ has been also shown to behave as

a proton donor toward phosphine oxides acting as bases. The formation of the

M–H� � �B species has been studied experimentally by infrared spectroscopy and

computationally with DFT calculations. These species are intermediate in the

proton transfer process giving rise to ion pairs M� � � �Hþ�B [33].

O H
Mo

Figure 2. Molybdenum complex depicting a short O–H� � �Mo contact (the hydrogens of the

phosphine ligands were omitted for clarity).
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3 THE DIHYDROGEN BOND X–H� � �H–M

In this type of interaction, a metal hydride is close to a proton, either in an

intramolecular (Scheme 2, left) or in an intermolecular environment (Scheme 2,

right).

The first example reported in the literature belonged to the first group and

was observed in complex cis-[IrH(OH)(PMe3)4][PF6] [34]. The cation is shown

in the left side of Fig. 4 and there is a short H� � �H distance of 2.40(1)Å (neutron

Ru

Si

H
HH

Figure 3. Ruthenium complex showing three short Ru–H� � �Si contacts (the hydrogens of the

phosphine ligands were omitted for clarity).

M H H XM H H

X

Scheme 2. The intra- and the intermolecular dihydrogen bond.

Figure 4 (see color section). The X-ray structure of [IrH(OH)(PMe3)4][PF6]: cation (left) and cation

and anion (right).
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diffraction structure), with a distorted Ir–O–H angle of 104.4(7)8. A first look

would suggest a negative charge at the hydride H(Ir) and a positive charge at

the proton H(O), resulting in an electrostatic contribution to the dihydrogen

bond. A deeper HF and MP2 study, accompanied by an AIM analysis [35],

however, revealed no critical point between the two hydrogen atoms, suggest-

ing that maybe the counter ion also had a role to play [6k]. Indeed, the

experimental structure was much better reproduced when the PF6 anion was

introduced in the calculation and two critical points were detected between each

H and the two closest fluorine atoms of the anion (Table 2, Fig. 4, right). The

calculated charge densities are very small and the Laplacian is positive for the

H� � �F BCP, reflecting the presence of weak hydrogen bonds, while for the O–H

bond, there is a large r andr2r is negative. Still, no BCP was detected between

H1 and H2.

The calculated charges were negative for the hydrides and positive for the

protons, both in the cation and in [IrH(OH)(PMe3)4][PF6].

The conclusion was that this complex was not a proper example of a

dihydrogen bond, and a search for neutral complexes was carried out, in

order to avoid counter ions and the problems they introduced.

A very large family of iridium hydride derivatives, both neutral and cationic,

exhibiting dihydrogen bonds was synthesized and characterized by the groups

of Crabtree and Morris, and counts among the pioneer examples of these

bonds [6]. A DFT study was performed in 1995 using a simple but representa-

tive model of the complexes, [IrH3L(PH3)2](L ¼ HNCHNH2, 2-aminopyri-

dine, etc.), which allowed an estimation of 7.1 kcal mol�1 for the strength of

the H� � �H interaction when L ¼ 2-aminopyridine [6c]. This model complex was

selected for another comparative AIM analysis based on HF and MP2 calcu-

lations [35], since it was a neutral complex. The close H� � �H contact observed in

the structure of [IrH3(HNCHNH2)(PH3)2] was shown, by means of AIM, to

Table 2. Charge density r andr2r for selected bond critical points of the two

model complexes [IrH(OH)(PH3)4][PF6] and [IrH3(HNCHNH2)(PH3)2] (see

numbering in Scheme 3; HF and MP2 results)

[IrH(OH)(PH3)4][PF6] [IrH3(HNCHNH2)(PH3)2]

Bond r r2r r r2r

O/N–H1 0.380 �2.890

H1� � �F/N 0.001 0.008 0.344 �2.111

0.313 �1.675

H2� � �F 0.002 0.009

0.002 0.010

H1� � �H2 0.016 0.041

0.022 0.044

H3–N 0.357 �1.974

0.331 �1.640
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exhibit a critical point between the two hydrogen atoms H1 and H2 (Scheme 3,

Table 2).

Indeed, both r and r2r are typical of the characteristic values for hydrogen

bonds, with a small r and positive laplacian. Notice that although the numbers

differ, the qualitative results from HF and MP2 calculations provide the same

picture. This finding gives some support to the results described above for

[IrH(OH)(PH3)4][PF6], which had to rely on HF data. As the molecule is

much larger, it was not possible to perform MP2 calculations at the time [35].

The N–H2 bond involved in the interaction with the hydride differs from the

N–H3 bond, which exhibits larger charge density.

More examples of this type of M–H� � �H–X dihydrogen bond were detected

in recent years, in other systems, such as Os3 trinuclear clusters [36]. One

interaction was found in [Os3(CO)10H(m-H)(HN ¼ CHCH3)] [36a], where the

Os–H� � �H–N interaction between the terminal hydride and the NH proton was

observed by solution NMR. In Fig. 5, the crystal structure of one cluster of this

family is represented. The Os–H bond [1.56(5) Å] is among the shortest of its

kind, the H� � �H distance also being very short [1.79(6) Å]. This distance was

reproduced by DFT/B3LYP calculations, which also allowed an estimate of the

O

Ir

H2

H1

Ir H1H2
N H3

Scheme 3. Numbering scheme for the complexes [IrH(OH)(PH3)4]
þ and [IrH3(HNCHNH2)(PF3)2].

Figure 5 (see color section). The X-ray structure of [Os3(CO)10H(m�H)(HN ¼ CPh2)].
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H� � �H interaction energy of about 2:5 kcal mol�1, comparable to experimental

data [36b].

Besides a range of Os–H� � �H–N arrangements observed within the basic

structure and several nitrogen ligands, the related Os–H� � �H–S motif was

also observed, by solution NMR experiments, in similar clusters containing

thiolate ligands [36d].

The related Re3 cluster [Re3(CO)9(m�H)4(Hpz)] (Hpz ¼ pyrazole) also

features a dihydrogen bond, involving a bridging hydride and the N–H bond

from pyrazole [37a]. In this cluster, the H� � �H distance is 2.047 Å, not so short

as in the previous Os cluster. It should be noted, however, that the determin-

ation of hydrogen positions by X-ray diffraction has some error. In a solid state

IR experiment, the authors compared the change in position of the N–H

stretching band in the cluster, with respect to a compound where the dihydro-

gen bond was impossible, namely [Re3(CO)11(m�H)3(Hpz)], where the hy-

drides lie to the opposite side of the NH bond. Systematic studies of these

and other interactions led to the establishment of a relationship between the

shifts of the N–H stretching frequencies, when this bond is involved in a

hydrogen bond and in the absence of any hydrogen bond, and the strength of

the interaction. The 148 cm�1 shift indicated a bond strength of 3:1 kcal mol�1,

which is again a very weak bond.

The DMA analogue (DMA ¼Me2NH) [37b] showed a H� � �H contact of

2.24 Å in the X-ray structure. Combined experiments and DFT calculations led

to an estimate of 2:2 kcal mol�1 for the interaction energy.

As soon as the intramolecular dihydrogen bond was observed, the search for

the intermolecular one started [38]. The first example in the literature was found

when [ReH5(PPh3)3] was cocrystallized with indole, a molecule containing one

N–H bond and benzene, as shown in Fig. 6 [38a]. Two hydride ligands are close

to the H–N bond, the H� � �H distances being 2.212(9) Å and 1.734(8) Å,

defining a very asymmetric environment. This type of intermolecular dihydro-

gen bond has been widely studied. Besides the initial interest in observing its

Figure 6 (see color section). The neutron diffraction structure of [ReH5(PPh3)3] �indole�benzene.
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features, it is relevant in many reactions involving proton transfer, where it can

assist the reactions, leading to smaller barriers and higher reaction rates. A Ru–

H� � �H–O bond was found to be present in one of the calculated (DFT/B3LYP)

transition states for the catalytic hydration of nitriles promoted by

[(h5 � C9H7)Ru(dppm)H] (dppm ¼ bis(diphenylphosphino)methane), being

responsible for lowering the reaction barrier. Other weak hydrogen bonds

were detected in this system [39].

The hydrogen transfer between several kinds of proton donors and a large

group of transition metal hydrides has been studied in detail by Shubina and

coworkers [40]. There are some review papers [40a, b], which cover the earlier

work. More recently, other systems have been addressed. In the general mech-

anism for hydrogen transfer, the HD donor forms a dihydrogen bond with the

hydride, and it then rearranges to a dihydrogen (H2) complex, which may

transform into a classical dihydride. [CpRuH(CO)(PCy3)] interacts with proton

donors HOR, and the proton is transferred, via an Ru–H� � �H–O interaction,

which ends with the formation of a cationic dihydrogen complex,

[CpRu(H2)(CO)(PCy3)] [OR]. The anion can then replace the H2 ligand, so

that formally H was replaced by OR [40c]. The kinetics of the reaction was

experimentally studied by low temperature infrared spectroscopy, in different

solvents, and complemented by a DFT study. Similar studies were performed

with other metal complexes, namely [Cp�FeH(dppe)] [40d], [ReH2(CO)(NO)

(PR3)] and [ReHCl(CO)(NO)(PMe3)] [40f], and [Cp2NbH3], and transfer of

hydrogen was observed [40g]. A remarkable feature of these systems is that the

interaction always takes place at hydride, the metal never playing a direct role.

In many cases, it is possible, using complementary techniques, to compare the

behavior of the system in the solid and in the solution, the M–H� � �H–X pattern

being always present.

Chiral diphosphine ligands (PP*) were used to prepare [CpRuH(PP�)] com-

plexes with the enantiomerically pure or racemic ligand and study their reaction

with acids (HBF4 and HCF3COO), in order to investigate in detail the kinetics

of the proton transfer reaction [41].

It is interesting that when 1 equivalent of HCF3COO was used, the reaction

proceeded via the formation of an intermediate with a very short dihydrogen

bond, the H� � �H distance in the Ru–H� � �H–O group being estimated, from

NMR relaxation times, to be 1.43 Å. This species, the first of its kind, was

considered as an intermediate state between the coordinated dihydrogen and

the classical dihydrogen bond, formed in the beginning (Scheme 4).

Ru HA Ru HA

HB A Ru
HA HA

HB A
Ru

HB

A
Dihydrogen bond Short dihydrogen bond

Scheme 4. A proposed mechanism for hydrogen transfer.
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In this new intermediate, the hydride and proton character are exchanged

between the two hydrogen atoms, the anion jumping from one to the other. The

system then continues to react.

The reaction of simpler metal hydrides, such as LiH, with C–H proton

donors from several species (CH4, CH3F, CH2F2, CHF3, CH3Cl, CH2Cl2,

CHCl3) was systematically studied, using MP2 calculations with large basis

sets and an AIM analysis was performed. In all the cases, BCPs were detected

between the two hydrogen atoms, characterized by a small charge density and a

small, positive laplacian. An energy decomposition analysis indicated that in

most cases the electrostatic term was the largest contributor to the attractive

interaction (all interactions were attractive at the MP2 level) [42].

The XC–H� � �H–M interaction was studied for M¼ Li, Na, K and X¼ F, Cl,

Br, but a different approach was used, so that a direct comparison with the

previous examples is not straightforward [43].

Other examples of C–H� � �H–M short contacts [44] were found in iridium

complexes, and the competition between agostic interactions and hydrogen

bonds was tested by QMMM calculations for several R groups hanging from

an orthometallated benzoquinoline ligand. The agostic structure is favored for

t-Bu, but the hydrogen bond is preferred by isopropyl [44b].

4 OTHER RELATED DIHYDROGEN BONDS E–H� � �H–X

Other atoms can replace the metal ion in interactions of the same kind. Boron

has been the most studied. For instance, B–H bonds in closed carboranes can

undergo interactions with proton donors, which are very similar to those

described above and were studied with the same techniques [45]. Other mol-

ecules containing boron have been studied both experimentally and theoretic-

ally in recent years [46], but their analysis is outside the scope of this work.

5 THE SYMMETRIC DIHYDROGEN BOND M–H� � �H–M

These systems are particularly intriguing, since electrostatic factors cannot

explain the interaction. Among the existing systems, [MnH(CO)5] [8] is one

of the most interesting, since it forms dimers in the solid state [8a], with a

H� � �H distance of 2.292 Å, the angle between the two C–Mn–H axes

being 155.88 (Fig. 7). These data were taken from the neutron diffraction study

of the a polymorph [8a], which are more reliable than the X-ray values

(b polymorph; they were found to be essentially the same) [8b]. The structure

of the isolated molecule has also been determined by electron diffraction studies.

The dimer was studied by the Extended Hückel (EH) method and the DFT

calculations in an earlier work, and the nature of the H� � �H interaction could be

explained as a weakly bound bridging dihydrogen molecule [6j].

More recently, a comparison of the HF and MP2 study of the H� � �H
approach along the experimental angle between the two C–Mn–H axes
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(155.88) revealed the importance of correlation [47]. Indeed, while HF calcula-

tions lead to increasing repulsion as the H� � �H distance decreases, the MP2

results show the existence of a well-defined minimum for a distance of 1.51 Å.

The shorter than the experimental value is probably due to the relatively small

basis set that could be used (6–311G**). The interaction energy was calculated

to be �5:1 kcal mol�1, after the BSSE correction [11]. As expected [48], the

correction for this type of interaction was not negligible (4:6 kcal mol�1).

The linear approach of the two [MnH(CO)5] molecules was also studied

under the same conditions. The equilibrium distance was close to 1 Å, and

the interaction energy was calculated as 12:7 kcal mol�1, after the BSSE cor-

rection [47]. Although this energy is much higher than the energy calculated for

the nonlinear approach, the geometries were not fully optimized; on the other

hand, it is known that MP2 methods tend to lead to too high energies [49].

Therefore, packing forces might be more relevant than the calculated energies

suggest. The H� � �OC interaction can also be envisaged in this system and has

been observed in other cases [50].

Calculations run along the same lines as above showed a very long H� � �O
equilibrium distance of 2.56 Å and a BSSE-corrected interaction energy of only

0:6 kcal mol�1: no interaction.

This dimer was revisited very recently and an AIM analysis performed [23].

The geometry was fully optimized in C2 symmetry with ADF/PW91 and single

point MP2 calculations were also carried out, in order to obtain more reliable

energies. The H� � �H distance was 2.353 Å, with an OC–Mn–H angle of 155.78,
in good agreement with the neutron data [8a]. The AIM analysis revealed BCPs

between the two hydrogens of the dimer, as well as in all the formal covalent

bonds. The results from MP2 and B3LYP (Gaussian 03) and ADF/PW91 were

qualitatively similar, as can be seen in Table 3.

The most interesting result is that the laplacian for the H� � �H interaction is

negative, suggesting that we are in the presence of a (weak) covalent bond. The

BCP for the Mn–H bond, expected to be a true covalent bond, is also charac-

terized by a negative laplacian and positive charge density, but the values of r

are much larger. According to this analysis, one might be tempted to assign the

H� � �H bond as a weak covalent bond, making the EH interpretation more

realistic.

Figure 7 (see color section). The neutron diffraction structure of the [MnH(CO)5] dimer.
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An energy decomposition analysis was also carried out (ADF/PW91; Table 4),

and showed, in agreement with the features of the BCP, that the orbital

interaction is an important term in the attractive interaction between the two

molecules in the dimer, about 25% larger than the electrostatic term. The Pauli

repulsion has about the same magnitude as the orbital interaction. The binding

energy is only 0:86 kcal mol�1, and all these values are so small, that this

interpretation should be tested with other approaches.

This H� � �H interaction is indeed a very weak one, but it was shown to be

more efficient than the H� � �OC alternative. A very different situation occurs

when one of the carbonyl groups is replaced by a triphenylphosphine, where

C–H bonds are available, and other kinds of interactions may take place [51].

Indeed, one C–H bond from the phosphine becomes engaged in a C–H� � �
H–Mn interaction. The molecular geometry is comparable to that of

[MnH(CO)5], with Cax�M�Ceq angles larger than 908, so that carbonyl groups

approach the hydride. The Mn–H bond length is 1.573(2) Å, very close to

1.601(16) Å in [MnH(CO)5] [8a]. The H� � �H distance is 2.101(3) Å. The authors

experimentally determined the charge density and its topology, having found

BCPs between the two hydrogen atoms in C–H� � �H–Mn and in the other

bonds. For the dihydrogen bond, the laplacian at the BCP was found to be

positive, reflecting a closed shell interaction, and the charge density was 0.066.

Both values are high, compared to those normally obtained from theoretical

calculations of similar bonds [52], including our above result for [MnH(CO)5].

On the other hand, they found a negative laplacian of the charge density for the

BCP in the Mn–H bond [51].

Table 3. Charge density r and r2r for selected bond critical points of the [MnH(CO)5] dimer

(MP2, B3LYP, and ADF results)

MP2 B3LYP ADF

Bond r r2r r r2r r r2r

H� � �H 0.008 �0.004 0.007 �0.004 0.007 �0.004

H–Mn 0.108 �0.054 0.114 �0.017 0.113 �0.026

Table 4. Energy decomposition for the interaction

between the two [MnH(CO)5] molecules in the

dimer (ADF; energies in kcal mol�1)

(1) EPauli 1.18

(2) Eelect �0.87

Esteric ¼ (1) þ (2) �0.31

(3) Eorb �1.17

Eint ¼ (1) þ (2) þ (3) �0.86

(4) DEprep[MnH(CO)5] �0

Bonding energy �0.86
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The competition between H� � �H and H� � �OC interaction is particularly strik-

ing in the case of the solid state structures containing the [(h5-C5H5)2
MoH(CO)]þ complex and [(h5-C5H5)Mo(CO)3]

� as counter ion, shown in

Fig. 8. Indeed, short intermolecular contacts between cations could be found,

both in the monoclinic form (short H� � �OC distances of 2.511 Å) [50], and in the

triclinic form (Mo–H� � �H–Mo short distance of 2.234 Å) [53]. The EH calcula-

tions suggested the existence of weak hydrogen bonds in both cases, following

positive overlap populations. In the monoclinic form (H� � �OC), the hydride

bears a positive charge (0.164) and the oxygen is negative (�0:662), allowing

for an electrostatic interaction. On the other hand, in the triclinic form (H� � �H),

the bonding situation is similar to that found for the [MnH(CO)5] dimer [6j].

This system is being studied at a higher calculation level, in order to deter-

mine the energetic, the energy decomposition pattern and perform an AIM

analysis.

6 CONCLUSIONS

In recent years, more examples of the unconventional X–H� � �M or X–H� � �
H–M hydrogen bonds were found and computational studies were carried out

more systematically and using better methods, including in most cases the

BSSE correction. The application of the AIM theory to detect BCPs and

therefore the presence and nature of bonds also increased significantly. The

role of the unconventional hydrogen bonds in several reactions, namely proton

transfer, has been emphasized.

The dihydrogen bond has left the scope of the X–H� � �H–M interaction with

a metal (or B) present, to include interactions such as X–H� � �H–C/Si and

become responsible for arrangements in amino acids [54]. Metals are also

involved in hydrogen bonds of other types. For instance, coordinated halogens

often behave as acceptors in hydrogen bonds [55]. Electronegative atoms, such

Figure 8 (see color section). The X-ray structure of the monomer [(h5 � C5H5)2MoH(CO)]þ (top,

left), the monoclinic form (top, right) and the triclinic form (bottom).
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as oxygen, or N–H bonds in ligands may also establish strong hydrogen bonds

with other complementary groups of the counter ion or the solvent and influ-

ence the course of reactions [56].

The importance of all these kinds of hydrogen bonds in crystal engineering to

design new structures has been shown in several recent reviews [57].
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CHAPTER 7

CONTRIBUTION OF CH . . . X HYDROGEN BONDS

TO BIOMOLECULAR STRUCTURE

STEVE SCHEINER
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Abstract The history of weak CH� � �X hydrogen bonds is discussed, beginning with early hints

of their existence, to our current understanding of their widespread occurrence. While

the presence of such bonds is no longer contested, there is a great deal of uncertainty

regarding whether, and to what degree, these weak interactions may contribute to the

structure of biomolecules. The ability of quantum calculations to address this issue,

and their success to date, are discussed in detail.

Keywords: Quantum chemical; weak H-bonds; proteins; amides; imidazole; benzene; indole;

phenol; alanine; nucleic acids.

1 INTRODUCTION

The importance of the hydrogen bond to the structure and function of bio-

logical molecules can hardly be overstated. This phenomenon was a primary

ingredient even in the original development of such fundamental structural

components as the a-helix of proteins and the transmission of the genetic

code via DNA base pairing. And indeed, the multitude of ways in which

H-bonds are now known to participate in biological function has grown

exponentially in the ensuing years.

Whereas the function of standard H-bonds such as NH� � �O and OH� � �O is

now appreciated, the contributions of weaker interactions remain an active

area of inquiry. For example, the approach of a OH-bearing group as a proton

donor toward the electron cloud that hovers above an aromatic ring, in a so-

called OH� � �p H-bond, is becoming more widely recognized. A particularly

interesting unconventional H-bond makes use of a CH group as a proton

donor. Early skepticism about this phenomenon was based primarily on the

low electronegativity of carbon, which reduces the partial positive charge that is
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believed to be necessary to reside on the H if it is to act as a bridging atom. On

the other hand, there are a number of features which can promote the acidity of

a CH group. One obvious example is HCN, wherein the triple bond to the N

makes this molecule into a potent acid, and one which unquestionably engages

in CH� � �X H-bonding. In a biological context, the pair of amide groups that

surround the CaH of each amino acid within a protein ought to be electron-

withdrawing enough to accomplish the same feat. The building blocks of

nucleic acids and carbohydrates likewise abound in CH groups that are bor-

dered by electronegative atoms; so there is reason to suspect CH� � �X H-bonds

on these biomolecules as well.

2 HISTORICAL RECORD

It is interesting to read the scientific record on the topic of CH� � �X H-bonds.

Probably the earliest tangible evidence for their existence dates to the late

1930s. This sort of interaction was invoked to help explain curious observations

concerning mixtures of chloroform with ether in the liquid phase [1], the

anomalously high dissociation constants of o-toluic and n-butyric acids [2],

and heat of mixing data [3]. In terms of biologically relevant molecules, an X-

ray diffraction analysis of uracil in 1954 found the geometrical earmarks of a

CH� � �O H-bond, with surprisingly short C� � �O contact distances [4]. The 1960s

witnessed the spread and refinement of structural data of biological systems [5],

e.g., the collagen triple helix [6] wherein the CaH of amino acids form H-bonds

to bound water molecules. Indeed, even in 1963, some authors [7] went so far as

to suggest that ‘‘it is tempting to speculate as to whether the CH� � �O hydrogen

bond plays as important a part in the structure of biological molecules as the

other kinds of H-bonds do.’’

Spectroscopic measurements offered another main avenue of experimental

information concerning CH� � �X H-bonds. For many years, one of the hall-

marks of a H-bond of the OH� � �X type was the strong red shift of the OH

stretching frequency. It was therefore a surprise when some data first reported

in the 1950s [8–12] indicated that CH bonds might behave in the opposite

fashion, i.e., shift to the blue. However, these observations were sporadic and

were not necessarily characteristic of all such CH� � �X bonds. Indeed, some of

the most systematic work of the 1960s [13] used IR data to solidify the notion of

CH� � �O interactions as true H-bonds. And such sorts of analysis were able to

successfully extend the reach of spectroscopic verification of CH� � �O H-bonds

into the realm of biomolecules, e.g., polyglycine and myoglobin [14] at about

the same time.

By the mid-1970s, the existence of CH� � �X H-bonds had achieved general

acceptance [15], with verification coming from a range of different meas-

urements that included vapor pressure, azeotrope formation, second virial

coefficient, solubility, freezing-point diagrams, enthalpies of mixing, dipole

moments, viscosity, refractive index, and electronic, vibrational, and NMR
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spectroscopy [16–18]. Likewise, there were a number of studies of nucleic acid

structures [19–23] that together offered convincing geometrical evidence that

these bonds not only exist, but exert a direct effect upon the structures adopted

by these biomolecules.

2.1 Proliferation of the Concept

Once these H-bonds were established in the literature as a real phenomenon,

researchers became far more conscientious in terms of looking for signs of them

within their collected data. It was at about this point, then, that the literature

mushroomed with sightings of CH� � �X H-bonds. In a neutron diffraction study

of 113 crystals, Taylor and Kennard [24] found a statistically significant ten-

dency to form short CH� � �O intermolecular contacts. A certain amount of

directional character was observed [25] in the CH� � �O bonds of several planar

oxygenated aromatics, sufficient to steer structure to a sheet-based b-form. The

H-bonding character was further confirmed by a clear relationship between the

number of electron-withdrawing Cl atoms on the CH donor and the length of

the putative H-bond [26].

In the biological realm, a 1982 survey of 32 neutron diffraction structures of

amino acid crystals [27] noted geometrical evidence, especially those involving

the CaH group. Berkovitch-Yellin and Leiserowitz [28] described the role

played by C–H� � �O and C–H� � �N interactions in determining molecular pack-

ing and conformation. They were seen as instrumental in fixing packing motifs

in a-glycine, uracil, and quinone–phenol complexes, among others. It was

interesting that their observed CH� � �X bonds included C in all three of its

common hybridizations. They attributed the interbilayer arrangement in

a-glycine to these bonds. And Parthasarathy et al. [29], made the intriguing

claim that CaH � � �O bonds were instrumental in the adoption of parallel vs.

antiparallel b-sheet structure in a dipeptide crystal. One realizes that a proposal

has reached wide acceptance when it makes its appearance in the textbooks.

Saenger’s 1984 text on nucleic acid structure [30] made several references to

CH� � �O H-bonds, mentioning their importance to particular orientations of

bases, stability of nucleosides with anti-bases, and even possible interactions

of amino acids with base pairs.

The decade of the 1990s saw what could arguably be termed an explosion of

studies of the CH� � �X interaction that broadened the sorts of systems that

engage in this phenomenon, while better defining it [31, 32]. Alkynes and

alkenes were found to participate in such bonds [33–36], as did aryl groups

[37–42], and even CH groups present in smaller rings [43, 44], carboranes [45]

and even cubyl arrangements [46]. Organometallic systems were also found to

contain such bonds on a regular basis [47–49]. Other studies began to outline

how the nature of the proton acceptor can influence the strength of this bond

[50, 51]. The preponderance of evidence for this sort of interaction at this point
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in time is exemplified by a statistical analysis [52] that identified fully 965

examples of the CH� � �N bond.

2.2 Biological Systems

Studies of these weak H-bonds accelerated in biological systems at about this

same time as well. A 1991 survey based on neutron diffraction of 32 zwitterion

amino acids [53] noted good evidence for the existence of CH� � �O¼C inter-

actions, a conclusion echoed by analysis of 16 high-precision neutron diffrac-

tion sets of a-amino acids [54]. The collagen triple helix, too, showed evidence

of CaH � � �O ¼ C H-bonding, in a pattern identical to that of b-sheets in

globular proteins [55]. Other b-sheets displayed geometric evidence of

CH� � �O interactions [56, 57]. Indeed, Fabiola et al. [58] observed CH� � �O
bonds to be quite a widespread occurrence in b-sheets, and disputed the

claim that they might simply be the result of mere steric dispositions. The His

residue appeared to be a potent CH donor [59–61] as is the proline residue [62].

An extensive survey of known protein structures in 1995 [63] suggested that a

large percentage of short CaH � � �O ¼ C contacts are cohesive, a predecessor of

work to come when the authors, accepting that ‘‘CH� � �O may be ubiquitous in

macromolecular structures,’’ went on to ask the important question: ‘‘Are they

significant energetically?’’

Nucleic acids, too, were under intense scrutiny and yielded a large number of

CH� � �X contacts [64–66]. C–H� � �O bonds were termed a ‘‘prime determinant

for base pairing specificity’’ [67], a sentiment that was reinforced by numerous

other studies that followed [68–72]. It is not only the bases themselves, but

other components of nucleic acids that seem able to participate in these bonds

[73]. In an echo of the earlier question regarding proteins, Leonard et al. [74]

noted that the exact contribution of these bonds is not known in nucleic acids.

Steiner and Saenger [75] extended the concept of weak H-bonds to carbohyd-

rates, calling the CH� � �O bond a ‘‘third, direct cohesive host–guest inter-

action,’’ after van der Waals and normal H-bonds. These interactions have

been observed repeatedly over the years [76].

3 CENTRAL QUESTION

As of the turn of the millennium, then, there had been countless sightings of

CH� � �X contacts in biological systems of all sorts. And inferences had been

drawn that their presence must surely influence the geometries adopted by

biomolecules. But a crucial question remained open: just how much do such

weak H-bonds actually contribute to the conformations of biomolecules in an

energetic sense? Knowledge had advanced to the point that a 2001 summary

[77] concluded that CH� � �O bonds constitute as much as 1/4 of all H-bonds in

certain proteins so ‘‘can be expected to contribute significantly to the overall
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stabilization energy of a protein.’’ But how much? As framed by investigators

at various points in the recent history, ‘‘Nothing is known experimentally about

the strength of these interactions and how this strength varies with the polarity

of the proton donor.’’ [78] Wahl and Sundaralingam [76] had pointed out that

these bonds ‘‘do not seem to play only a passive role’’ but rather ‘‘contribute to

overall stabilization,’’ but were unable to be any more quantitative than this.

And following an exhaustive survey of RNA geometries from X-ray and NMR

data, Brandl et al. [73] had been led to conclude that ‘‘despite the occurrence

of short C–H� � �X contacts their free energy contribution to RNA stability

remains to be assessed.’’ Even by 2002, it was believed that there had been no

experimental quantifications of CH� � �O H-bond energies [79]; ‘‘There are few

experimental studies of the energetic contribution from any type of C–H� � �O
H-bonds in protein or polypeptide systems.’’ [80] Such energetic quantities are

simply not accessible via structural data: ‘‘the properties of CH� � �O H-bonds

are not readily derived from geometrical parameters in one or a small number

of crystal structures, because of significant structural interference from many

other interactions.’’ [81]

Since roughly 2000, the interpretation of experimental data has led to direct

inferences concerning the influence of CH� � �X H-bonds upon molecular struc-

ture and functions. Neutron diffraction data led Steiner [82] to consider how

CH� � �O interactions might actively rotate a methyl group from its preferred

staggered arrangement. Investigations by Thalladi et al. [83] led them to con-

clude that CH� � �N bonds might have structure-steering character, despite their

weakness. Echoing this idea, Pigge et al. [84] suggested that a number of these

weak H-bonds might perhaps override the effects of the stronger, more classical

O-H� � �O and N-H� � �O types. Based upon crystal structure data of lariat and

crown ethers, another group [85] found evidence that aryl CH� � �O bonds help

to define the conformation and binding character of their complexes. Supra-

molecular self-assembly is another area where these bonds display some influ-

ence [86–88] and they seem to help with formation of inorganic channel

structure [89, 90].

Biological systems too have revealed progressively more direct effects upon

structure. CH� � �O bonds were taken as a primary cause for the formation of a

folded novel b-turn in a model peptide [91] and a source of stability for a new

sort of chain reversal motif in an amino acid crystal [92]. Based on a survey

of 125 helix–helix interfaces in 11 membrane proteins [93], Engelman’s group

claimed that CH� � �O contacts favor parallel right-handed packing of helices, a

theme that was soon echoed by Babu et al. [94], extending the registration idea

to strands in antiparallel orientation. An extensive survey of 634 proteins

identified 111 Schellman motifs that contain CaH � � �O [95]; these bonds helped

register both a-helices and b-strands. A 2003 work confirmed the importance

of these bonds to the adoption of the Schellman motif [96], and went so far as

to state there was now ‘‘firm evidence in support of the emerging view that
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CH� � �O interactions may contribute significantly in energetic terms in deter-

mining folded structures,’’ but alas, still nothing more quantitative.

High-pressure FTIR measurements in 2003 [97] indicated that CaH � � �O
bonds help stabilize b-sheets. These interactions were also instrumental in the

formation of extended b-strands in a chain containing d-chiral residues [98]. A

helical hairpin motif was attributed [99] to CH� � �O bonds between the side

chains of one helix and the backbone of another in 2001. The large number (75)

of CH� � �O bonds exceeds the 49 conventional intersubunit H-bonds, indicating

that the former contacts determine association and orientation of transmem-

brane helices in PSI [100]. A detailed survey [101] indicated that these bonds can

affect the Trp rotation angle in proteins. These bonds were considered poten-

tially as a driving force for ligand selectivity, as noted in the hydrophobic

pocket of retinoic acid receptor RARg [102].

There have been attempts to estimate the quantitative contribution of these

bonds by experimental means. Unfortunately, such estimates tend to be rather

rough, and perhaps worse, tend to conflict with one another. Pierce et al. [103],

for example, found that replacement of the NH of a thiazole by CH has little

effect on Ki, implying that traditional and CH� � �O H-bonds H-bonds are

roughly interchangeable in an energetic sense. Kallenbach’s group [80] esti-

mated CH� � �O H-bond strength between Phe and Glu side chains by effects on

helicity, via CD and NMR. Curiously, they found an energy of �0.5 kcal for

one direction of the bond, but 0 for the other. Yohannan et al. [104] considered

a CaH � � �O (Ala� � �Thr) bond in bacteriorhodopsin. When the Thr residue was

mutated to various other residues, only some of which were capable of forming

such a bond, no evidence was found of an energetic loss. They concluded that

‘‘the mere presence of these H-bonds does not imply energetic significance,’’

but allowed that ‘‘even if most CaH � � �O H-bonds are not strongly stabilizing,

it is likely that they do play an important role, because they allow closer

packing than would be allowed if electron orbital overlaps could not occur.’’

In contrast, once again, another study in the same year [105] estimated the

energy of a CaH � � �O bond within a protein to be 0.9 kcal.

4 THEORETICAL ANSWERS

It is fortunate that different methods of scientific inquiry frequently have

complementary strengths. While experimental techniques are not amenable to

extraction of the energetic contributions of a single phenomenon to overall

stability of a biological molecule, theoretical methods can approach this ques-

tion, albeit with some caution required. One early attempt to gauge the ener-

getic contribution of CH� � �O bonds was based upon a statistical potential

[106]. Jiang and Lai estimated that these bonds might contribute an average

of 17% of the total interaction energy at protein–protein interfaces, as high

as 50% in certain cases. They alleged that these bonds are indispensable to

forming a bifurcated H-bond motif between b-strands. However, this use of a
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statistical potential is open to question, given its indirect means of assessing the

energy.

Quantum chemical techniques offer a much more direct assessment of inter-

action energies, and have been used to good effect in a wide range of H-bond

studies over the years [107]. As a secondary consideration, method develop-

ment has reached the point where these methods have become increasingly

more reliable, even for particularly weak interactions, such as CH� � �O bonds.

Of course, no method is perfect, and quantum chemical methods have their

share of weaknesses. In the first place, the computer resources needed for any

given system rise as third, fourth, or even higher power of the size of the system

considered, i.e., the number of atoms included in the model system. There is

thus a strong tendency to limit the size of the system. There is a like increase in

computer needs that accompany the use of increasingly more sophisticated, and

thus more accurate, quantum chemical method. As an upshot, the record of

quantum calculations over the years shows a trend toward as small a system

as is reasonable to model a given system, and the use of as unsophisticated

an approach as is likely to furnish a reasonable answer. Moreover, the vast

majority of calculations in the literature pertain to the molecules considered

explicitly, i.e., in vacuo. In other words, few quantum calculations take any

account of the environment.

It is for this reason that the decade of the 1970s saw a number of consider-

ations of CH� � �X bonds that were carried out for very small systems, with little

biological relevance [108–111]. Moreover, these systems were considered by

rather crude methods, either semiempirical, or ab initio but with small basis

sets, and with no inclusion of electron correlation [112–114]. The data was

interesting from a comparative point of view, but yielded little in the way of

quantitatively useful information. Some of the work became more interesting in

the next decade. For example, a SCF/4–31G calculation in 1984, even though

crude, suggested that each progressive replacement of a H atom from CH4 by

Cl yields a progressively stronger CH� � �O bond when the chloromethane is

paired with OH2 as acceptor [115]. Indications were found [116] that the very

weakly acidic HCCH might form a ‘‘true,’’ albeit weak, H-bond with NH3 as

acceptor. And calculations were made that rationalized the details of a low-

temperature crystal structure [117] which revealed a curious eclipsing of hydro-

gens with N atoms in terms of CH� � �N bonds.

Emboldened by methodological advances, theoreticians began to apply their

toolchests to quite a few more CH� � �X systems in the 1990s [118–121]. One of

the earliest studies that examined a system with direct biological significance

appeared in 1993 wherein Feller and Feyereisen [122], examined the CH� � �O
interaction between an aryl CH of phenol (a possible model of the Tyr side

chain) and the O of water. However, analysis of this interaction was hampered

as it was weaker than, and secondary to, the more conventional OH� � �O
H-bond between the same two molecules.
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4.1 A Recurring Complication

Indeed, the latter turns out to be a common problem in attempts to elucidate

the energy of a particular CH� � �X bond: its weakness tends to make it second-

ary to stronger, conventional H-bonds. One is thus confronted with the pres-

ence of two or more H-bonds, and the puzzle of how to dissect the total

interaction energy into the contribution from each. The conundrum is con-

founded by the fact that each bond induces a certain amount of strain into the

other, so even if the total interaction energy could be unambiguously deconvo-

luted, each H-bond is weaker than it would be if unstrained. As another

example of this issue, calculations by Turi and Dannenberg [123] addressed

pairs of acetic acid molecules, potential models of Asp and Glu side chains. As

illustrated in Fig. 1, one of the minima identified in the surface contains not

only a standard OH� � �O, but also a CH� � �O bond which is clearly bent from its

optimal u (CH� � �O) angle of 1808. Consequently, the authors’ estimate of the

H-bond energy was necessarily ambiguous, and different means of carrying out

this deconvolution varied over the wide range between 0.5 and 1.8 kcal/mol.

Intramolecular CH� � �O interactions suffer from similar problems, which are

exacerbated by the inherent ambiguity in determining an interaction energy of a

particular interaction, within the context of a single molecule. A typical ex-

ample is provided by the analysis by Tsuzuki et al. [124] of the CH3OCH2CH2

OCH3 molecule. Some of the conformers are illustrated in Fig. 2. All contain at

least one CH� � �O interaction, but there remains the difficulty of assessing the

interaction energy of each. After resorting to molecular mechanics, and ab initio

computations of other (bimolecular) systems to help with the analysis, the

authors arrived at a crude estimate of 1.2–1.4 kcal/mol for each CH� � �O.

5 BIOLOGICAL SYSTEMS

There have been a number of systems considered over the years that have

biological relevance, and which contain CH� � �X interactions. The sizes of the

systems vary considerably, in the sense that in some cases the connection

CH3

O

O

O

CH

H H

O

H

H

Figure 1. One of the several geometries adopted by acetic acid, indicating both putative OH� � �O
and CH� � �O H-bonds by broken line, from Ref. [123].
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between the actual system being studied, and the biological system which it is

intended to model, are more tenuous than in others. The following summary is

organized so as to first describe the results of systems that are related to nucleic

acids, and then proteins.

5.1 Nucleic Acids

The stabilizing role of C–H� � �O¼C contacts in base pairs was evaluated for the

Watson–Crick adenine–uracil (AU) pair by Starikov and Steiner [125]. Their

ab initio calculations indicated these bonds contributed only about 6% to the

total interaction energy. A better estimate might be achieved via the correlated

calculations of the dimer of pyrimidine [126] (related to DNA base pairs) like

that shown in Fig. 3. This dimer does not contain any conventional H-bonds,

2.963 Å 2.591 Å
2.969 Å

TGG� GGG GGG�

Figure 2. Various conformers of the CH3OCH2CH2OCH3 molecule calculated with 6–311þG*

basis set [124]. O atoms are designated by filled circle, C and H by open circles. R(H� � �O) distances

indicated for each suspected CH� � �O H-bond.

H17

C12

C14

C15

C16

N11

H20

H19

N13

N3 N1N18

H8

H7

C5

C4

C2

C6

H9

H10

Figure 3. Optimized dimer of pyrimidine [126] as obtained at HF/6–31þþG** level. CH� � �N bonds

indicated by broken lines.
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so the pair of CH� � �N H-bonds may be considered the entirety of the ‘‘glue.’’

One might thus divide the total interaction energy of 3.25 kcal/mol by the

number of CH� � �N bonds (2) to arrive at an estimate of 1.6 kcal/mol for each.

A wide assortment of different possible geometries for the uracil dimer were

examined [127] in 1998. The most stable of all these contained a pair of NH� � �O
bonds, but another was identified, only slightly less stable than the others, in

which one of these conventional H-bonds was replaced by CH� � �O¼C. There

was no way of estimating the energetic contribution of this particular inter-

action, as it was secondary to the stronger NH� � �O bond. A study of the

adenine–thymine pair [128] noted a blue shift of the C–H stretching frequency,

an indication of a H-bond, but the authors did not attempt to extract an

interaction energy.

Hobza and coworkers [129, 130] later identified a number of base pair

combinations, that contained what appeared to be a secondary CH� � �O inter-

action, some of which are pictured in Fig. 4. The AU pair corresponds to a

Watson–Crick arrangement. UU C is so designated as this sort of geometry was

first noticed by a group in Calcutta; the UU 7 pair would not occur in nucleic

acids as the bridging H would normally be replaced by the connection of the U

base to the chain. Of course, these CH� � �O bonds are only one of the several in

each pair, and no attempt was made to determine the energy of any separately.

The authors carried out analysis of the wave functions and vibrational frequen-

cies but these were aimed primarily toward establishing whether these CH� � �O
interactions are cohesive, and whether they obey the normal characteristics of

H-bonds, nothing more quantitative regarding energetics.

This so-called Calcutta UU base was the target of another study [131] which

also considered AA and UA pairs. The total UU interaction energy was

computed to be 7.6 kcal/mol and that of AA 5.0 kcal/mol. In order to extract
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Figure 4. Adenine–Uracil (AU) and Uracil–Uracil (UU) dimers optimized at MP2/6–31G** level

[130]. Putative CH� � �O bonds indicated by broken lines.
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the energy of the H-bonds themselves, one of the bases in each pair was

replaced by formaldehyde. However, the resulting complexes still contained a

pair of H-bonds, sidestepping the important question as to the binding energy

of any single CH� � �X interaction.

The clusters formed between pyrimidine and a group of water molecules was

the subject of calculations coupled to multiphoton ionization measurements

[132]. A CH� � �O bond appeared in several of these clusters, but was again

secondary to stronger bonds, and there was no estimate of its energetic contri-

bution.

Studies have also been carried out for full nucleosides. A 2001 analysis of the

electron density [133] in lamivudine, a nucleoside analog, suggested that the

intramolecular CH� � �O contacts were likely H-bonding in nature. However,

other than the ability of such interactions to exert some influence upon the

conformation, there was no quantitative information forthcoming. A compu-

tation of ribonucleosides [134] identified what appeared to be CH� � �O H-bonds

in several conformations of guanosine, as based upon analysis of the wave

function. But these bonds were only one, minor, component in the set of overall

factors that govern the geometry (see Fig. 5), so there was no energy associated

with them by the calculations. Likewise, a CH� � �O bond is present in one

conformer of glucopyranose [135], but is only one of the four bonds, the others

of which are of the stronger OH� � �O type.

In summary, then, there is little quantitative information derived from

ab initio calculations that pertain to the energetic contribution of CH� � �X
bonds to nucleic acid structure. The best data available at present derives

from the pyrimidine dimer [126] wherein a value on the order of 1.6 kcal/mol

was suggested. However, this quantity pertains to angularly distorted CH� � �N
bonds in vacuo, with no account taken of the surroundings.

Figure 5. Geometries of guanosine, optimized at B3LYP/6–31G* level [134]. One potential CH� � �O
bond is present in each, connecting the C8H8 group with O50.
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5.2 Proteins

As in the case of the nucleic acids, systems that model various segments of

proteins tend to vary in both size and relevance to the full systems. One is beset

with the same problems that the CH� � �X bonds of interest are typically sec-

ondary to stronger conventional H-bonds, and consequently distorted.

5.2.1 Amides and polypeptides

Amides represent probably the smallest sort of model of a peptide group, and

have been subject to some scrutiny with regard to CH� � �O potential. The

simplest of these is formamide. Note, however, as a caveat, that the bridging

CH proton of HCONH2 is directly bonded to what would represent the peptide

C atom. Such a situation would not pertain in a polypeptide backbone where

this C atom is bonded to O, N, and C.

A study of dimers of formamide [136] identified a number of structures that

represent local minima on the surface. Some of these contain CH� � �O or

CH� � �N interactions, but their energetic contributions were not disentangled

from several other factors and stronger H-bonds. Hess’s group considered [137]

complexes pairing formamide with formic acid (a model of Glu and Asp), some

of which contained a CH� � �O interaction, as illustrated in Fig. 6. These CH� � �O
interactions are again secondary to stronger NH� � �O bonds, and rather dis-

torted as well. Despite these distortions, the authors estimated their energetic

contributions in the 2.5–4.0 kcal/mol range.

In a 2001 study of pairs of small amides [138], the CH donors were again

bonded directly to the amide C, a CH which does not occur in polypeptides.

This work led to estimates of the CH� � �O H-bond energy in the range of
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Figure 6. Minima identified on the potential energy surface of the HCOOH=HCONH2 pair [137]

which contain at least one putative CH� � �O bond.
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1.9–2.6 kcal/mol. Other calculations [139] modeled the polypeptide chain by a

pair of dimethylformamide molecules, in which one of the CH donors, a methyl

group, is bordered on one side by an amide function, closer to the CaH type

that occurs in proteins. The four stable geometries obtained, illustrated in

Fig. 7, indicate the difficulty of elucidating the interaction energy of any single

such bond, none of which are even close to an optimal linear CH� � �O align-

ment. Moreover, the H-bonds are of various types in that it is the methyl

groups acting as proton donors in configurations 2, 3, and 4, but aldehydic

protons in 1. Nonetheless, the authors arrived at an estimate of the CH� � �O
energy in the range of 2.1–2.7 kcal/mol. An attempt to extrapolate their result

to a more realistic model of a polypeptide led to a rough guess of 3.5–4.5 kcal/

mol. Another work was more relevant in that the donor was an aliphatic CH2

group [140], but this group was again bordered by only one amide instead

of two. Moreover, each geometry of the parent molecule contained various

H-bonds, each of different type and each with different geometry (all angularly

distorted), preventing any sort of unambiguous determination of the CH� � �O
interaction energy.

Later work [141] reconsidered N,N-dimethylformamide, this time paired with

one or more water molecules. Some of the minima, illustrated in Fig. 8,

contained CH� � �O bonds emanating from the methyl groups, but also a

1

2

3 4

Figure 7. Geometries of the N,N-dimethylformamide dimer [139] at the MP2/aug-cc-pTZV level.

Suspected H-bonds indicated by broken lines.
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stronger conventional H-bond. These CH� � �O interactions are explicitly desig-

nated by broken lines in Fig. 8, ignoring the conventional bonds which are also

present. Unfortunately, the authors focused on vibrational frequencies, ignor-

ing the energetics of the various structures.

Perhaps a superior estimate of the H-bonding ability of the CaH protons on

the polypeptide chain was obtained by a set of calculations [142] that consid-

ered as a model the full amino acids. That is, the CH of interest was surrounded

on one side by a COOH group and on the other by NH2. Different R groups

were appended so as to make the H2NCaHRCOOH representative of each of a

number of different amino acids. Water was used to accept the CaH proton in

each case. The interaction energies are reported in Table 1, wherein each

OO
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O
O

O

O

O

O

O
O

O

O

O

N N N

N
N

Figure 8. Equilibrium geometries obtained [141] for the complexes of N,N-dimethylformamide with

one, two, and three water molecules. Broken lines indicate potential CH� � �O bonds. Labels

designate O and N atoms.

Table 1. CH� � �O interaction energies for various

amino acids combined with a molecule of water,

from Ref. [142]

Proton donor DE (kcal/mol)

Gly, R ¼ H �2.50

Ala, R ¼ CH3 �2.10

Val, CH(CH3)2 �2.00

Ser, CH2OH �2.30

Cys, CH2SH �1.90

Lysþ, (CH2)4NHþ3 �4.92

Asp�, CH2COO� þ1.43
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negative quantity refers to an attractive force. It may be seen that most of the

interaction energies fall in the neighborhood of 2–2.5 kcal/mol. There is a

surprisingly small degree of sensitivity to the nature of the R group. Not

surprisingly, the strongest interaction energy is associated with the Lys cation,

up to 5 kcal/mol. Note that the anionic Asp residue does not result in an

attractive CH� � �O interaction.

Alanine was reinvestigated later, again pairing it with a molecule of water

[143]. Quite a number of minima identified on that surface contained a CH� � �O
interaction, but unlike the earlier work which isolated the CH� � �O bond as the

only H-bond present, these interactions were combined with a stronger con-

ventional H-bond. This combination prevented an assessment of the energetic

contribution of either one separate from the other. On the positive side, this

work demonstrated that it was possible to submerge such systems in model

solvents/proteins, and obtain meaningful results.

Larger systems have been considered as well. For example, a conformational

analysis of the alanine dipeptide [144] identified a number of minima on the

potential energy surface. All these minima contained what appeared to be

internal CH� � �O bonds, but no attempt was made to elucidate the energetic

contribution of the bonds. Likewise for an investigation of the conformational

preferences of vigabatrin, related to amino acids [145], where some of the

minima on the surface contained CH� � �O as secondary interactions.

The dipeptide of alanine has been recently investigated [146]. One of its

dimers appears to contain a pair of CH� � �O bonds, both to the same O atom,

as designated by the hashed broken lines in Fig. 9. While the authors provided

O

O

O

ON

N

N

N

L1

Figure 9. Structure obtained [146] for dimer of Ac-l-Ala-NMe2 at the B3LYP/6–31þG** level.

Hashed broken lines indicate possible presence of CH� � �O bonds.
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details of the geometry of this structure, its energy is as usual clouded by the

presence of the stronger NH� � �O bond.

5.2.2 Side chains

In addition to the CaH of the polypeptide backbone, there exist a wealth of

amino acid side chains which can donate CH protons to an acceptor, at least in

principle. First with regard to the carboxyl groups that characterize the Asp

and Glu residues, high pressure studies of mixtures of formic acid and water by

Chang et al. [147] were supplemented by ab initio calculations. The latter

suggested that after the first water molecule has occupied the COOH site of

the formic acid, additional waters form CH� � �O bonds with the formic CH.

However, there was no attempt made to quantify the energetics of this bond.

Moreover, the CH of formic acid would not be present in the Asp and Glu

residues where this C is bonded only to O and C atoms. Roy and Thakkar [148]

later considered oligomers of formic acid up to the pentamer level. Various

geometries were considered, some of which contain CH� � �O bonds. Although

there was no configuration in which CH� � �O was the only H-bond present, the

authors nevertheless estimated that such bonds contribute on the order of

1.4 kcal/mol to the binding energy.

Some calculations of 4-ethoxybenzaldehyde dimers [149] indicated that both

the phenyl and aldehydic protons might be involved in CH� � �O bonds. While

there was more than one such bond present in each dimer, there were no

stronger bonds present. One could thus make a rough approximation that

each such bond might be worth as much as 1.3 kcal/mol. The CH� � �O bond

formed between aldehydes was the subject of a later set of computations [150]

which focused on the vibrational frequency shifts. While the CH� � �O bonds

were all distorted, binding energies on the order of 0.6 kcal/mol were estimated

for each such bond. This work concluded that this interaction energy could be

increased by the replacement of the nonparticipating H atom of H2CO by

various halides.

More direct contact with proteins was made by Ornstein and Zheng [151],

whose 1997 study focused on imidazole, the side chain of the His residue, as

well as benzene, serving a similar modeling function for Phe. The authors

computed binding energies for CH� � �O bonds at the MP2 level of 1.6 kcal/

mol for the benzene� � �water pair, and 2.0–3.0 kcal/mol for imidazole� � �water,

depending on which CH of the Im was considered. The latter quantities were

roughly 30–50% of the analogous classical NH� � �O bonds. In any case, the

results are likely to represent overestimates as basis set superposition error was

left uncorrected. Indeed, later computations at higher levels and with BSSE

corrections [152] yielded CH� � �O binding energies for benzene as proton donor

of 1.2–1.7 kcal/mol, depending upon the precise nature of the acceptor.

Similar sorts of calculations [153] indicated that CH� � �O bonds might exist

for the imidazole model of His and a proton acceptor O, as indicated in Fig. 10.

(Note that the ring contains only one N atom and there are two O atoms on
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N-methyl maleimide that would not be present in the His residue.) In this case,

as there were no conventional H-bonds present, one could at least in principle,

consider the H-bond energy of each as roughly half the total interaction energy,

which would lead to an estimate of 1.4–1.7 kcal/mol for each. On the other

hand, the two CH� � �O bonds are clearly angularly distorted so the numerical

value is apt to represent an underestimate.

When phenol, the functional group of the Tyr residue, was paired with water,

the optimal geometry was found [154] to contain the expected OH� � �O H-bond.

The phenol could serve as either proton donor or acceptor, but in either case,

one of the C–H groups of the phenol was in position to form a secondary

H-bond as illustrated in Fig. 11. No estimate was made of the energetic contri-

bution of this secondary interaction.

Direct experimental evidence that an aromatic could form a C–H� � �O hydro-

gen bond was obtained by Mikami’s group in 2004 by fluorescence-detected

infrared spectroscopy [155], when tetrafluorobenzene was paired with water in

the gas phase. Accompanying MP2 calculations led to the geometry pictured in

Fig. 12, wherein the bent CH� � �O bond is combined with a OH� � �F interaction.

A set of ab initio computations in 2002 [156] addressed the question of

aromatic CH� � �O bond energies more directly. As illustrated in Fig. 13, a

water molecule was used as universal proton acceptor, and placed in a position

whereby it might form a CH� � �O bond with the CH of both benzene (Phe side

chain), and the phenol of Tyr. It is worth stressing that the energetics reported
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Figure 10. Geometries pairing N-methyl maleimide with (a) acetone and (b) water [153], optimized

at B3LYP/6–31G* level.
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here were unambiguous in the sense that the CH� � �O bond is the only one

present in each configuration, and is undistorted from an optimal linear geo-

metry. Two different CH groups were considered for phenol, both immediately

adjacent (ortho) to the OH group, and one removed (meta). The energies listed

in Fig. 13 refer to the H-bond energies for each such configuration, and reveal

that this quantity is calculated to be 1.1 kcal/mol for the bare benzene. This

quantity is increased a bit, up to 1.3 kcal/mol by the presence of the OH.

This work [156] went on to address other aromatic CH groups as well. In

particular, both choices of CH in the imidazole side chain of His were shown to

be somewhat stronger proton donors than the phenyl ring, by a factor of about

(a) (b)

R(O−O) = 2.796 (2.880(a))

1.827

2.058

2.4902.640

Figure 11. Two complexes of phenol with water [154] wherein water acts as (a) proton acceptor and

(b) proton donor to phenol hydroxy, using MP2/6–311G** calculations.

H15
H12

2.338

2.217

H9

F10

F11

C6
C5

C4

C3
C2

C1

O14

H13

F7

F8

Figure 12. MP2/6–31þG* complex of 1,2,4,5-tetrafluorobenzene with water [155], indicating both

CH� � �O and OH� � �F interactions.
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2, as illustrated in Fig. 14. There is only a slight difference between the various

CH protons of the His side chain.

What makes a truly large difference is the protonation state of the residue.

The His residue is frequently in a charged state, wherein both N atoms are

protonated. As reported in Fig. 15, the interaction energies swell up to as large

as 11.3 kcal/mol for the ImHþ � � �OH2 system, suggesting that even nominally

weak CH� � �O bonds can become extremely strong if one of the two groups is

charged. This idea was confirmed by later computations [157] that addressed

O

O

O O
O

(b) 1.3 kcal
(c) 1.2 kcal

(a) 1.1 kcal

Figure 13. MP2/6–31þG** complexes of water with (a) benzene and (b,c) phenol that contain

CH� � �O bonds [156]. Counterpoise-corrected interaction energies included, along with labels on O

atoms.

N

O

O

N

N

(b) 2.3

N

(a) 2.4

Figure 14. MP2/6–31þG** complexes of water with imidazole that contain CH� � �O bonds [156].

Counterpoise-corrected interaction energies included, along with labels on O and N atoms.
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the potential of imidazole to form H-bonds, including those of CH� � �O type,

when present as a radical cation C3N2H
þ
4 .

Another aromatic side chain of amino acids that may participate in CH� � �O
interactions is the indole moiety of Trp. Figure 16 illustrates [156] that the

strongest such bond, amounting to 2.1 kcal/mol, is associated with the position

adjacent to the N atom. Moving over to the other CH in the five-membered

ring cuts this H-bond energy in half, as does the use of one of the CH groups of

the larger ring. In fact, the latter quantity is approximately equal to that of the

bare phenyl.

Guo et al. [158] considered the ability of the CdH group of Pro to donate a

proton to a carbonyl oxygen. Their work centered upon geometries that had in

fact been encountered in real proteins, although of course they were forced to

perform their calculations on smaller model systems. The interaction energies

were not surprisingly highly dependent upon the particular geometry. Values

obtained varied from repulsive in certain cases to as much as 4 kcal/mol in

others.

5.3 Other Systems

The interaction between proteins and nucleic acids has been considered as well.

Dabkowska et al. [159] began with the most stable tautomers of Gly and uracil,

identifying 23 different minima on the surface that characterized their pairing.

While most of these configurations, particularly the most stable, contained only

conventional H-bonds, several minima did appear to contain either CH� � �O or

CH� � �N, but no attempt was made to determine the energetic contribution

of any individual bonds. These interactions were the subject of another set of

calculations [160] which paired a model of the protein backbone with nucleic

acids. Some of the minima contained secondary CH� � �O bonds, along with the

more standard H-bonds.

Koch and Popelier [161] later used an ‘‘atoms in molecules’’ analysis

to suggest that an internal CH� � �O bond was instrumental in the geometry

N

O

O

N

N

N

(a) 11.3 (b) 9.5

Figure 15. MP2/6–31þG** complexes of water with protonated imidazole that contain CH� � �O
bonds [156]. Counterpoise-corrected interaction energies included, along with labels on O and N

atoms.
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adopted by an anti-AIDS drug, but were unable to arrive at an energetic

estimate. An ambitious 2001 study [162] examined the interaction between

bacteriochlorophyll and the carotenoid rhodopsin glucoside. Although not

the highest level available, calculations led to estimates of the CH� � �O inter-

action energy in the neighborhood of 1.5–2.4 kcal/mol, corresponding to the

sum of two such bonds.

N

N

O

N

(c) 0.9

(b) 1.1

O

O

(a) 2.1

Figure 16. MP2/6–31þG** complexes of water with indole that contain CH� � �O bonds [156].

Counterpoise-corrected interaction energies included, along with labels on O and N atoms.
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6 SUMMARY AND FUTURE PERSPECTIVES

It is obvious to the reader at this point that, while there have been a sizable

number of ab initio studies of CH� � �X bonds, only a small minority of these

calculations have been successful at assessing the energetic contribution of these

interactions. The most obvious problem has been the presence of other, nor-

mally stronger, conventional H-bonds. The presence of more than one H-bond

complicates the extraction of the energetic contribution of any individual bond.

Moreover, the stronger bond acts to force the weaker CH� � �X interaction into

a highly deformed geometry, prohibiting an evaluation of what the strength of

this bond would be if it were left undistorted.

There is only one value in the literature that pertain to nucleic acids. The bent

CH� � �N bonds in the pyrimidine dimer were estimated [126] to contribute

roughly 1.6 kcal/mol each; a larger value would be expected in the absence of

this distortion. More information is available that relate to proteins. Although

not present per se in polypeptides, the amidic CH appears to form H-bonds on

the order of 1.9–4.0 kcal/mol [137, 138].

The hydrogens of methyl groups that lie immediately adjacent to an amide

function are somewhat closer in character to the CaH groups of polypeptides.

Estimates of the strength of the pertinent CH� � �O bond vary between 2.1 and

4.5 kcal/mol [139]. More accurate representations of the polypeptide CaH

H-bond strength derive from full amino acids [142], leading to values in the

2–2.5 kcal/mol range.

There is somewhat more information available for CH� � �O bonds that model

the side chains of protein residues. The aromatic CH of the Phe side chain

forms H-bonds with strength in the range of 1.1–1.7 kcal/mol [14, 151–153,

156]. This interaction is strengthened by perhaps 0.1–0.2 kcal/mol when a –OH

group is added to the phenyl ring, as in Tyr [156]. The aromatic CH of the

imidazole group of His is a somewhat stronger donor, due in large measure to

the pair of N atoms in the ring. H-bond energies have been computed between

2.0 and 3.0 kcal/mol [151], with the best value to date of 2.3–2.4 [156]. The CH

groups of the indole species of the Trp residue are more variable. The CH� � �O
bond strength has been calculated to be 2.1 kcal/mol for the CH adjacent to the

N atom, but only 0.9–1.1 for other CH groups in the same indole ring.

The passage of time will undoubtedly lead in several different directions. It is

likely first that researchers will apply progressively more accurate quantum

chemical methods to systems that will grow in size, approaching more and

more realistic segments of biomolecules. A second avenue toward greater realism

will be the displacement of these systems from the isolated in vacuo situation,

which has been the case in nearly all prior studies, into a medium which better

approximates the biological situation. For example, the CH� � �O bond within a

protein might be surrounded by protein groups, or even by a continuous medium

which better approximates the environment within a protein interior than does a

vacuum. It is especially intriguing to point out the results of a recent study [163]
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which found preliminary evidence that, although inherently weaker than a

conventional H-bond, a CH� � �O bond may contribute just as much to the energy

of folding of a protein. This apparent discrepancy occurs because the CH� � �O
bond may suffer less of a ‘‘desolvation penalty’’ than does a traditional H-bond.
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CHAPTER 8

NEUTRAL BLUE-SHIFTING AND BLUE-SHIFTED

HYDROGEN BONDS1

EUGENE S. KRYACHKO

Department of Chemistry, Bat. B6c, University of Liege, Sart-Tilman, B-4000 Liege 1, Belgium and

Bogoliubov Institute for Theoretical Physics, Kiev, 03143 Ukraine. E-mail: eugene.kryachko@ulg.ac.be

Abstract This is a critical review that, first, covers the most important results in the area

of blue-shifting hydrogen bonds including their update list containing more than 80

blue-shifting hydrogen-bonded complexes and, second, attempts to classify them on

the equal footing with the classical hydrogen bonds and to partly re-examine their

origin by means of introducing the concept of the blue-shifted hydrogen bonds.

Keywords: Hydrogen bonding; definition of hydrogen bond; classification of hydrogen bonding

interaction; red shift; C–H� � �B interaction; blue shift; blue-shifting and blue-shifted

C–H� � �B bonds.

Put all your eggs in one basket and – watch that basket.

Mark Twain ‘‘Pudd’nhead Wilson’’

1 INTRODUCTION

In fact, by the end of the twentieth century almost everyone who ever worked in

the theory of hydrogen bonding has believed that its principal nature is well

settled and understood. The edge of the last century was marked by the works

of Hobza and collaborators [1], Karger et al. [2], and Scheiner and co-workers

[3] which suddenly and partially changed our early thoughts and made many

of us to somehow doubt on whether everything is in order in the ‘‘Kingdom

of the Hydrogen Bond,’’ and inspired us as well to look deeper at the origin of

the hydrogen bonding interaction. To comprehend what is precisely out of

order right there, we introduce the rules that governed this ‘‘Kingdom’’ until

the end of the twentieth century and which will be hereafter referred to as

‘‘classical.’’

1 Charged blue-shifting hydrogen and p-hydrogen bonds are not considered in the present review.
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2 THE CLASSICAL CONCEPT OF HYDROGEN BOND: RULES

The concept of a classical or conventional hydrogen bond A–H� � �B that is

formed between a conventional hydrogen bond (or proton) donor A–H and a

conventional proton acceptor B containing lone-pair sp-electrons was intro-

duced by Moore and Winmill (‘‘weak union,’’ Ref. [4]), Huggins [5] (who

claimed to have been the first to propose hydrogen bonds in 1919 in a thesis

to explain tautomerism in acetoacetic acid esters, his later usage of the term

‘‘hydrogen bridge’’ may have coined the German word ‘‘Wasserstoffbrücke’’),

Latimer and Rodebush (‘‘hydrogen nucleus held between 2 octets constitutes a

weak ‘‘bond,’’ Ref. [6]), and Pauling [7] at the beginning of the twentieth

century. Actually, the idea of a weak specific interaction directly involving

the hydrogen atom even goes back to Nernst [8] who discussed a dimeric

association of molecules with hydroxyl groups in 1891 and to Werner [9] who

introduced ten years later the concept of a minor valence (‘‘Nebenvalenz’’) as a

proper description of hydrogen bonding (see also the related works by Oddo

and Puxeddu [10] and Pfeiffer [11]). The hydrogen bond was apparently quoted

for the first time by Lewis [12] (‘‘it seems to me that the most important

addition to my theory of valence lies in the suggestion of what has become

known as the hydrogen bond’’) in 1923 and later by Bernal and Megaw [13],

and by Huggins [14].

During nearly a century, the concept of the hydrogen bonding interaction

has been vastly explored in myriad ways in physics, chemistry, biology, and

material science, particularly in supramolecular chemistry (or molecular soci-

ology) (see Refs. [15–30] and references therein). The ubiquitous hydrogen

bond, as playing a very important role in nature, still fascinates all scientists

who ever worked in this area. Literally, thousands of papers are published

every year on hydrogen bonds: for example, a Chemical Abstract search for the

year 1998 with ‘‘hydrogen bond’’ as the keyword gives 3,707 papers and 13,436

occurrences [31] (see also Ref. [32]).

Within the general theory of hydrogen bonding, A is usually a sufficiently

electronegative group that induces a rather polar bond. O–H and N–H groups

are typical conventional hydrogen bond donors (generally speaking, R’–A–H

where A ¼ O, N and R’ is the remainder of the molecule under study). Typical

conventional hydrogen bond or proton acceptors are the atoms F, N, O, P, S,

Cl, Se, Br, and I which are characterized by larger electronegativities relative to

hydrogen and having an unshared electron pair (or molecular groups that

contain these atoms). When a hydrogen atom H belonging to the A–H group

of one molecule approaches the electronegative atom B sufficiently close, it

interacts with B and forms a bond by sharing its proton between A and B . Such

bonding (sharing), graphically designated by a dotted line ‘‘� � �’’ rearranges the

electron densities of the A–H group and B in such a manner that H partially

loses its charge compared to the monomer A–H. Within the A–H� � �B hydrogen
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bond, H is treated as a bridging ‘‘hydron’’ Hþd(0 � d < 1) or, in the extreme

case of strong symmetric hydrogen bonds, as a bridging proton Hþ.

The geometric description of a hydrogen (H–) bond A–H� � �B relies on the

two bond lengths, R(A–H) and r(H� � �B), and the bond angle wH � ffAHB.

r(H� � �B), defined as the distance between the bridging proton (hydron) and the

proton acceptor B, is often called the hydrogen bond separation. It is also

useful, especially for those bonds which are characterized by larger deviations

of wH from p, to define the donor–acceptor distance r(A� � �B) as another

characteristic of a given H-bond. Sometimes, instead of wH, the another angle

cH � p� wH is also used to directly measure the deviation of A–H� � �B from

collinearity. Spectroscopically, the formation of a hydrogen bond A–H� � �B
gives rise to a new vibrational mode ns that describes the H-bond A� � �B stretch

and perturbs the intermolecular bending modes.

It is usually assumed that a conventional hydrogen bond A–H� � �B is formed

if the following structural and spectroscopic criteria (rules) are obeyed [15–30]:

1. There exists clear evidence for the bond formation A–H� � �B (‘‘association

or chelation’’ [16]). This might be, for example, the appearance of the

H-bond stretching mode ns(A � � �B). The energy EHB of formation of

a hydrogen bond is defined as EHB � E(A�H � � �B)� [E(A�H)þ E(B)].

If a hydrogen bond is formed, EHB < 0. Another evidence can be based on

the energy criteria [18]: the absolute value, jEHBj, is larger than the dipolar or

London dispersion energies.

2. There exists clear evidence that the formed bond specifically involves a

hydrogen atom as bonded to B predominantly along the bond direction

A–H2.

3. The A–H bond elongates, i.e.

DR(A�H) > 0(1)

relative to that in the monomer implying that this covalent bond weakens.

A measure of such elongation is

DR(A�H) � RA�H���B(A�H)� RA�H(A�H)(2)

4. The so-called van der Waals cutoff criterion: the hydrogen bond separation

r(H� � �B) is shorter than the sum of van der Waals radii of H and B, i.e.

r(H � � �B) < wH þ wB(3)

where wX is the van der Waals radius of X. In addition, the following

necessary but insufficient condition is often imposed on r(A� � �B): a H-

bond is formed if r(A � � �B) < wA þ wB. In some cases, the van der Waals

cutoff constraint is too strong from the experimental point of view and it is

2 This criterion is not apparently a necessary requisite of a hydrogen bond; see, e.g., Ref. [16].
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often substituted by a weaker one: r(H� � �B) � 3.0 or even 3.2 Å [20, 21, 23,

25] (see also note [21] in Ref. [25])

5. The proton-stretching vibrational mode n(A–H) undergoes a red shift (a

downshift to lower wavenumbers) with respect to that in the corresponding

monomer, i.e.

Dn(A�H) � nA�H���B(A�H)� nA�H(A�H) < 0(4)

and its IR absorption increases

IRA�H���B(n(A�H) )=IRA�H(n(A�H) ) > 1(5)

The last two criteria, (4) and (5), are the most unequivocal and powerful

signs for the formation of the hydrogen bond. Dn(A–H) and

IRA�H���B(n(A�H) )= IRA�H(n(A�H) ) are the most important character-

istics of H-bonding, its ‘‘fingerprints’’ or ‘‘signature’’ [33], say literally.

6. Proton nuclear magnetic resonance (1H NMR) chemical shifts in the

A–H� � �B hydrogen bond are shifted downfield compared to the monomer,

i.e.

Dsiso(H) � sA�H���B
iso (H)� sA�H

iso (H) < 0(6)

This is another powerful indicator of hydrogen bonding [34]. The negative

character of Dsiso(H) is explained by the deshielding of the bridging hydron

H that is induced by the formation of the hydrogen bond.

The bridging hydron loses its electron density, that is, becomes more posi-

tively charged. Upon formation of a hydrogen bond, there is also a transfer

of net charge between the proton donor and the proton acceptor caused by

the Coulomb repulsion between the lone-pair electrons of the proton donor

and those of the proton acceptor: the electron density flows from lone

electron pairs of the proton acceptor B to the s�-antibonding molecular

orbital of the proton donor A–H [35] (see also Ref. [36]) that induces a larger

negative charge on the proton donor and a more positive one on the proton

acceptor, and increases the electron density on the s�-antibonding molecular

orbital of the A–H. This causes a weakening of the A–H bond, its elonga-

tion, and a concomitant red-shifting of the n(A–H) stretching vibrational

mode.

The criteria 1–6 are related to the geometric and spectroscopic features of the

interaction upon which crystallographers, molecular spectroscopists, and quan-

tum chemists (with adding the energetic criterion, see Table 1) primarily rely

and most widely use, considering them as an evidence of an attractive inter-

action that involves a rearrangement of the electronic density distribution

within a given system. Note that criteria 3–6 can be also treated as an indirect

confirmation of criterion 1 and criterion 2, meaning that the set of criteria 1–6

is apparently overcomplete. In addition, there are also other features that are

related to the H-bond formation such as, e.g., an increase of the polarity of the
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A–H bond, an increase of the total dipole moment of the system relative to the

vector sum of the dipole moments of monomers, etc. However, the features

gathered by the criteria 1–6 are quintessential witnesses of the existence of

the hydrogen bonding interaction. If they are satisfied, the hydrogen bond

A–H� � �B is formed and A–H is then called a proton donor and B a proton

acceptor.

Let us stress once more that the above definition of a hydrogen bond

operates with the geometric, spectroscopic, and energetic features of a H-

bonded system under consideration. A simpler definition of the hydrogen

bond was proposed by Pauling [7]: ‘‘ . . . under certain conditions an atom of

hydrogen is attracted by rather strong forces to two atoms, instead of only one,

so that it may be considered to be acting as a bond between them. This is called

the hydrogen bond.’’ Pauling’s definition has been further revisited by Lippert

[39] (‘‘A H-bond exists if one hydrogen atom H is bonded to more than one

other atom, for instance, to two atoms named X and Y.’’), and by Perrin and

Nielson [40] (‘‘A hydrogen bond is an attractive interaction between a hydron

donor A–H and hydron acceptor B.’’), and recently by Steiner [25]3:

AA�H � � �B interaction is called a hydrogen bond if(7)

(a) it constitutes a local bond and (b) if A–H acts as a proton donor with respect

to B.

Hydrogen bonds are classified, according to Table 1, as strong or proton-

shared (ion-pair), moderate (medium), and normal or weak (conventional).

Strong H-bonds are two-center bonds with short H-bond distances such

that r(A� � �B) 2 (2.2 Å, 2.60 Å) (notice that for very strong H-bonds, r(A� � �B)

< 2.45 Å). For symmetric strong H-bonds, the graphic notation ‘� � �’ for the

hydrogen bonding H� � �B loses its sense since the involved proton is equally

Table 1. Jeffrey’s classification of hydrogen bonds [21] (see also Refs. [25, 36–38]). All notations in

the first column are defined in the criteria 1–6

Type of H-bond Strong (proton-shared) Moderate (medium) Weak (conventional)

Type of

interaction

Strongly covalent,

ionic

Dominant

electrostatic

Electrostatic and

dispersion

r(H� � �B), Å 1.2–1.5 1.5–2.2 �2.2

DR(A–H), Å 0.08–0.25 0.02–0.08 �0.02

R(A–H)/r(H� � �B) �1 <1 	1

r(A� � �B), Å 2.2–2.5 (2.6) 2.5 (2.6)–3.2 �3.2

wH 170–1808 130–1708 90–1308
jEHBj,kcal �mol�1 15–40 (60 [36, 37]) 4–15 �4

Dn(A–H)/n(A–H), % 25 10–25 �10

jDsiso(H)j, ppm 14–22 <14

3 Actually, this definition relies on the definitions of a local bond and a proton donor.
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shared and thus centered between A and B (for other strong H-bonds, a shorter

distance, either between A and H or between B and H, determines a donor

group). They are therefore depicted as A–H–B. Strong hydrogen bonds are

practically linear and their H-bond formation energies fall within the range of

15 kcal �mol�1 � jEHBj � 60 kcal �mol�1.

Weak or conventional hydrogen bonds are characterized by longer distances

r(A� � �B) and r(H� � �B). Their A–H bonds are slightly elongated relative to the

monomeric R(A–H) and their r(H� � �B) bond lengths are much longer than

a covalent H� � �B distance. The strength of a conventional hydrogen bond

A–H� � �B is typically estimated by the electrostatic attraction of the bond dipole

A–H with a negative charge on B [18]. Usually, this strength is an order of

magnitude weaker than a covalent bond.

The archetypical system with a typical conventional hydrogen bond is the

water dimer [41] depicted in Fig. 1. It is solely stabilized by the hydrogen bond

O�0:54
2 �Hþ0:30

5 � � �O�0:51
1 where the superscripts indicate the corresponding

Mulliken charges. The ZPVE-corrected EHB of water dimer amounts to

�2:82 kcal �mol�1 at the B3LYP/6-311þþ(2d,2p) computational level (for the

H6

H4

H5

H3

O2

O1

0.960

0.969 1.957

172.1

0.962

Figure 1. TheH-bonded structure ofwater dimer at theB3LYP/6-311þþ(2d,2p) computational level.

The distance r(O1 � � �O2) ¼ 2:919 Å. The Mulliken charges are the following: DqM(O1) ¼ �0:507,

DqM(O2) ¼ �0:536, DqM(H3) ¼ DqM(H4) ¼ 0:258, DqM(H5) ¼ 0:296, and DqM(H6) ¼ 0:232jej
(to be compared with those of the water monomer: DqM(O1) ¼ �0:468 and DqM(H3,4) ¼ 0:234jej).
The stretching vibrational modes are: n(O2�H5) ¼ 3707 cm�1 (330 km �mol�1), nsym(O1�H3,4)

¼ 3816 cm�1(14 km �mol�1), nasym(O1�H3,4) ¼ 3914 cm�1(84 km �mol�1), n(O2�H6) ¼ 3897 cm�1

(85 km �mol�1) (the water monomer is characterized by the stretching modes nsym(O1�H3,4) ¼
3821 cm�1(7 km �mol�1) and nasym(O1�H3,4)¼ 3923 cm�1 (62 km �mol�1) ). Throughout the present

work, bond lengths are given in Å and bond angles in degree. The electronic energy E (in hartree) and

ZPVE (in kcal �mol�1) of the water monomer and water dimer are the following: E(H2O) ¼
�76:462041 and E( (H2O)2) ¼ �152:931994; ZPVE(H2O)¼ 13:41, and ZPVE( (H2O)2) ¼ 28:97.
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computational methodology of the present work see footnote4 DR(O2�H5) as

defined in criterion 3 is equal to 0.008 Å. The red shift of the stretching

vibrational mode n(O1�H5) caused by the formation of the H-bond in water

dimer is equal to 114 cm�1 (relative to nsym(H2O)), that is about 3.0% of the

stretching frequency of the water monomer, and the ratio of the IR activities

amounts to ca. 47. The NMR chemical shift dsiso(H5) of the bridging hydron

Hþ0:30
5 amounts to �3.2 ppm. The formation of the H-bond in this system

induces a flow of the electron density that can be traced by the changes in the

Mulliken atomic and the Natural Population Analysis (NPA) charges:

DqM(O2) ¼ �0:070, DqM(O1) ¼ �0:040, DqM(H5) ¼ þ0:060, and DqM(H3) ¼
DqM(H4)¼þ0:020 and DqNPA(O2)¼�0:031, DqNPA(O1)¼�0:012, DqNPA(H5)

¼ þ0:022, and DqNPA(H3) ¼ DqNPA(H4) ¼ þ0:013jej.

3 BLUE-SHIFTING C–H� � �B HYDROGEN BONDS

In fact, as noticed by Hobza and Havlas [1e], ‘‘the published definitions of the

H-bond are not unambiguous and many exist.’’ Nowadays, the concept of a

hydrogen bond is much broader than it was expected nearly century ago (see

Refs. [23, 25, 43–45] and references therein), and that is why it permits, together

with the conventional H-bonds, the existence of a wide class of those, say

‘‘nonconventional’’ ones, identified during the last three decades experimen-

tally and theoretically, which do not partially satisfy either the traditional view

on the proton donor and proton acceptors or/and the conditions (criteria 1–6).

A class of nonconventional hydrogen bonds particularly include the A–H� � �M
ones which are formed, on the one hand, between conventional hydrogen bond

donors and electron-rich transition metals M, such as Co, Ru, Rh, Os, Ir, and

Pt functioning as weak nonconventional proton acceptors [46], and on the

other, between the conventional hydrogen bond donors and clusters of such

coinage metals as Ag and Au [47]. A major part of a class of nonconventional

hydrogen bonds belongs to the C–H� � �B bonds, particularly the C–H� � �O ones

[15, 16, 23].

The very first, to our knowledge, reference to C–H� � �O hydrogen bonds goes

back to 1936 when Huggins published his work [14] where he suggested that ‘‘If

a carbon atom is sufficiently polarized by attachment to one or more electro-

negative atoms, the hydrogen in question may become loose enough bound to

serve as a bridge.’’ One year later Glasstone [48] suggested that the complex

4 These computations were conducted with the GAUSSIAN 03 package of quantum chemical

programs [42]. The Kohn–Sham self-consistent field formalism with the hybrid density functional

B3LYP potential was used together with the basis set 6-311þþG(2d,2p) for oxygen and hydrogen.

All geometrical optimizations were performed with the keywords ‘‘Tight’’ and ‘‘Int¼UltraFine.’’

The unscaled harmonic vibrational frequencies, zero-point vibrational energies (ZPVE), and enthal-

pies were also calculated. The binding energy Eb[AB] of the complex AB is defined as the energy

difference, Eb[AB]� jE[AB] – (E[A] þ E[B])j. The ZPVE-corrected binding energies Eb are reported

throughout this work.
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between chloroform and acetone whose existence was known at least from 1914

is formed due to the Cl3C�H � � �O hydrogen bonding.

In 1938 Marvel and co-workers started a series of papers under the title

‘‘Hydrogen bonds involving the C–H link’’ [49] (see also Ref. [50]). In parallel,

infrared spectroscopic studies involving chloroform and bromoform were con-

ducted in this period [51] revealing small red shifts of the n(C–H) stretching

vibrational modes. The year of 1943 was marked by the first work by Huggins

[52] on C–H� � �O bonds in proteins. As Martin and Derewenda [32] wrote,

Huggins’ ‘‘idea . . . took over 50 years to resurface but which is now generally

accepted’’ [53].

The first review on the C–H� � �B hydrogen bonding [54] was quite pessimistic:

‘‘So weak is the tendency of the C–H group to form a hydrogen bond that it is

manifested only under the influence of activating atoms or groups tending to

promote ionization of the hydrogen atom, as in chloroform, hydrogen cyanide

and phenyl acetylene.’’ Clearly, the first evidence of the C–H� � �B hydrogen

bond with B ¼ N was reported four years later [55] (see also the 1960th edition

of Ref. [7], p. 458, and Ref. [56]). Dougill and Jeffrey [57] used a term of the

C–H� � �O¼C ‘‘polarization bonding’’ for the explanation of the anomalously

high melting point of dimethyloxalate. However, the history of the C–H� � �B
hydrogen bonding was not quite successful as that of the classical ones: there

were definitely moments in time when the C–H� � �B bond was not even con-

sidered at all as a hydrogen bond. Recall, for example, the response by Dono-

hue to the question ‘‘The C–H� � �O hydrogen bond: what is it? It isn’t!’’ [58].

The first evidence of the C–H� � �O hydrogen bonding in organic crystals was

reported more than 40 years ago [59], and only in the 1990s this type of

interaction was accepted widespread, thanks particularly to theoretical results.

C–H� � �O hydrogen bonds have been recognized as important ‘‘bricks’’ that

determine the stability and specificity of biological systems [60]. The intramo-

lecular C–H� � �O H-bond was first suggested for 1,2-dimethoxyethane in the gas

phase [61] in 1979 and confirmed only in 1992 by matrix-isolation infrared

spectroscopy [62]. The theoretical study of this molecule has been conducted

one year later [63] and demonstrated the importance of the C–H� � �O hydrogen

bonding in the conformational stabilization.

The strength of the C–H� � �B hydrogen bonds and their stretching modes

n(C–H) strongly depend on the nature of the proton donor as

C(sp)�H > C(sp2)�H > C(sp3)�H and also increases when hydrogen atoms

are successively replaced by electron withdrawing groups (Ref. [33]; see also

Refs. [23, 43], and Ref. [64] for current computational studies). Surprisingly, the

C–H� � �B hydrogen bonds behave as a ‘‘two-headed Janus.’’ For some category

of molecular systems, the C–H� � �B interaction weakens the C–H bond, that in

turn results in its elongation, a concomitant red shift of the stretching vibra-

tional mode n(C–H), and an increase of its IR intensity. In other words, these

C–H� � �O interactions may be definitely referred to the classical hydrogen

bonding. For another category of systems with the C–H� � �O interaction, the
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C–H bond is strengthened and its bond length is shortened (see Refs. [1–3,

65–90] and references therein). As a result, the stretching vibrational mode

n(C–H) is shifted to higher wave numbers, namely, blue-shifted, and its IR

intensity is often reduced. This peculiar phenomenon of a shortening of the

C–H bond and a blue shifting of the respective n(C–H) stretching vibrational

mode that definitely contrasts with or even opposite to the conditions 3 and 4 of

the classical, conventional hydrogen bonding has drawn great attention during

the last years, on both, theoretical and experimental sides, and has been then

named as ‘‘anti-’’ or ‘‘improper,’’ or ‘‘blue-shifting hydrogen bonding’’ [1].

As noticed by Barnes [91], the earliest evidence on blue-shifting hydrogen

bonds was reported in the 1950s by Pinchas [79], suggesting that the upshift of

the aldehydic C–H stretch of o-nitrobenzaldehyde and related compounds

relative to the corresponding m- and p-substituted benzaldehydes arises due

to the formation of the intramolecular C–H� � �O hydrogen bonding (see also

Ref. [94]). The unusual shifts of the C–H stretching vibrational frequencies to

higher wavenumbers were early revealed for fluoroform dissolved in liquefied

Ar and N2 by Golubev et al. [93] in 1977, for fluoroparaffin derivatives contain-

ing the CHF2 groups and dissolved in mixtures of diethyl ether/methylcyclo-

hexane by Sandorfy and co-workers [80] in 1980, for fluoro- and chloroforms

by Paulson and Barnes [81] in 1982, for chloroform upon complexation with

triformylmethane by Budĕśı́nský et al. [82] (n(C–H) of chloroform is blue-

shifted from 3021 to 3028 cm�1) in 1989, and later by Tsymbal et al. [83],

[87]5, Bulanin et al. [84], Tokhadze [85], Boldeskul et al. [86], Chaney et al.

[94], Contréras et al. [95], and van der Veken and co-workers. In the work [86],

Boldeskul et al. studied the IR spectra in the region of the C–H/D stretches of

chloroform, deuterochloroform, and deuterobromoform which are H-bonded

to some molecules containing NO2, SO2, COC, and COO proton acceptor

groups. The main results of this work [86] are summarized in Table 2.

The current list of blue-shifting hydrogen bonds is quite impressive (see

Table 3 which collects most of them, basically those which in some sense

have become classical) and it considerably grows each year (interestingly,

among more than 1000 articles published in Journal of Molecular Structure

between 1982 and 1996, only nine were referred to the C–H� � �B bonding, see

Ref. [50]).

5 These authors also mentioned the early works on a blue shift of the N–H (H. Lee, S. Ya. Haikin,

and V. M. Chulanovski, in Mol. Spectrosc., Vol. 2, G. S. Denisov (Ed.) (Leningrad State University

Press, Leningrad, 1973). p. 18; E. V. Ryltsev, I. F. Tsymbal, A. K. Shurubura, and Y. P. Egorov,

Teor. Eksp. Khim. (USSR) 15, 273 (1979)) and C-H (R. C. Lord, B. Nolin, and H. D. Stidham,

J. Am. Chem. Soc. 77, 1365 (1955); V. E. Borisenko and D. N. Shchepkin, Opt. Spektrosk. (USSR)

29, 46 (1970); H. Kleeberg, C. Eisenberg, and T. Zinn, J. Mol. Struct. 240, 175 (1990)) stretches.

Neutral Blue-shifting and Blue-shifted Hydrogen Bonds 301



The horns of a dilemma are usually on the same bull.

Spanish proverb

4 BLUE-SHIFTING HYDROGEN BONDS IS A ‘‘TRUE’’

HYDROGEN BOND?

The nature of the C–H� � �B hydrogen bond still remains a rather controversial

topic [23, 25, 26, 1–3, 67–78, 87, 91, 100, 103, 119, 122], mainly on the following

issues:

(a) What is the origin of a blue shift of ‘‘nonconventional’’ C–H� � �B bonds or,

in the other words, of the biased nature of the proton-‘‘donating’’ ability of

the C–H group?

(b) Whether the C–H� � �B bonding interaction is similar or different from the

classical hydrogen bonding?

(g) How C–H� � �B bonds should be correctly classified?

(d) What is the upper bound for a blue shift if it does exist?

Evidently, the first issues overlap with each other, and therefore, if (a) would

be completely resolved, the latter two are immediately answered. Since (a) is

still the problem, we may speculate with the other two, partly shedding light on

the former.

How a blue-shifting H-bond should be correctly classified: as a true or

classical, conventional hydrogen bond, or as a van der Waals interaction,

although the borderline between a weak hydrogen bonding and van der

Waals interactions are not clear-cut (see in particular Ref. [36], p. 105 ff

and Ref. [123]) and ‘‘the definition of a hydrogen bond is still controversial’’

(Ref. [123a], p. 149; see also Ref. [124])? Or, alternatively, as a nonconven-

tional, ‘‘improper, blue-shifting’’ hydrogen bond that emphasizes a new type of

bonding having ‘‘the different origin’’ from the classical one [1, 67, 87]?

Table 2. Experimental shifts of the n(C–H/D) (in cm�1) in the Cl3C�H � � �B, Cl3C�D � � �B, and

Br3C-D � � �B H-bonded complexes [86]. Note that the n(C–H) of haloforms appears to be in Fermi

resonance with the overtone of the C–H bending vibrational modes. The corresponding corrections

for Fermi resonance have been recently made in Ref. [78a] for fluoroform dissolved in liquefied Ar,

N2, CO, and CO2 and as shown therein, their effect is rather insignificant

Proton acceptor molecule B

Proton

acceptor

n(C–H)

CHCl3

n(C–D)

CDCl3

n(C–D)

CDBr3

Nitromethane NO2 þ8 þ5 þ6

Nitrobenzene NO2 þ5

Ethyl methylsulfonate SO2 þ7 þ6

3,4-Dimethylthiofansulphone SO2 þ8 þ3

p-CH3C6H4SO2NHC6H11 SO2 þ5

p-CH3C6H4SO2(O(CH2)2)4OH SO2 þ5 þ6

COC �7 �5

1,2-Dimethoxy-4-bromobenzene COC þ5

Ethyl acetate COO þ3

Acetic anhydride COO þ7

302 Kryachko



Table 3. List of the neutral C–H� � �B ‘‘nonconventional’’ hydrogen bonds. The abbreviation ‘‘HB’’

means ‘‘hydrogen-bonded.’’ The MP2 indicates the frozen-core approximation, in contrast to the

MP2 (full). A(C–H) indicates the IR activity (in km �mol�1) of the vibrational mode n(C–H)

Molecular system/experimental data Computational data

Intermolecular C–H� � �B hydrogen

bonding

I. F3C�H � � �OH2 MP2/6-311þG(d,p) [71,100a]:

(quasi-linear complex; two

geometries 1 and 2 are reported)

ffC–H� � �O ¼ 176.28
DR(C–H) ¼ �0.0023 Å

r(O� � �H) ¼ 2.1970 Å

Dn(C�H) ¼ 37:9 cm�1

F

F'

H

H
F'

C−H···O

1 (Refs. [74,100a])

F

F'

H

HF'

C−H···O

2 (Refs.[3, 70, 67a,b, 72b])

DE ¼ �4:6 kcal �mol�1 DEBSSE ¼ �3:3 kcal �mol�1

DR(C–F) ¼ 0.0029 Å DR(C–F’) ¼ 0.0044 Å

DR(O–H) ¼ 0.0009 Å

MP2/6-31þG(d) [74]:

r(O� � �H) ¼ 2.143 Å DR(C–H) ¼ �0.0016 Å

DR(C–F) ¼ 0.004 Å DE ¼ �5:2 kcal �mol�1

MP2/SDD** [67a]:

ffC–H� � �O ¼ 169.38 r(O� � �H) ¼ 2.1532 Å

DR(C–H) ¼ �0.0020 Å Dn(C�H) ¼ 29 cm�1

DE ¼ �3:73 kcal �mol�1

DR(C–F) ¼ 0.0041 Å DR(C–F’) ¼ 0.0045 Å

MP2/6-31G(d,p) [67e]:

DR(C–H) ¼ �0.0040 Å Dn(C�H) ¼ 55 cm�1

MP2/6-31þG(d,p) [70a]:

Note: Ref. [101] does not report

any unusual frequency shift for

this system. Upon imposing the

restriction of the linearity of the

C–H� � �O bond of the structure 2,

DR(C–H) ¼ �0.002 Å,

Dn(C�H) ¼ 42 cm�1, and

DEBSSE ¼ �2:3 kcal �mol�1

(MP2/6-311þG(d,p), Ref. [3])

Dnexp(C�H) ¼ 12 cm�1

(fluoroform–water mixture in an

argon matrix [81], uncertainty in

the assignment [91])

Dnsym
exp (O�H) ¼ �23 cm�1 [102]

Dnasym
exp (O�H) ¼ �30 cm�1 [102]

DR(C–H) ¼ �0.0016 Å

DEBSSE ¼ �3:72 kcal �mol�1

DR(H� � �O) ¼ 2.164 Å

MP2/6-311G(d,p) [67b]:

ffC–H� � �O ¼ 164.08
DR(C–H) ¼ �0.0023 Å

Dn(C�H) ¼ 35 cm�1

DR(C–F) ¼ 0.0030 Å

HF/6-311þþG(d,p) [72b]:

DR(C–H) ¼ �0.0023 Å

Dn(C�H) ¼ 38 cm�1

DEBSSE ¼ �3:44 kcal �mol�1

Dn(C�H) ¼ 27�33 cm�1

(isotope effect, see

Table 2 of Ref. [71a])

r(O� � �H) ¼ 2.2024 Å

DE ¼ �3:01 kcal �mol�1

DR(C–F’) ¼ 0.0057 Å

DE ¼ �3:82 kcal �mol�1

B3LYP/6-311þþG(d,p) [72b]:

DR(C–H) ¼ �0.0009 Å

Dn(C�H) ¼ 14 cm�1 DE ¼ �4:25 kcal �mol�1

DEBSSE ¼ �3:73 kcal �mol�1

MP2/6-311þþG(d,p) [73b]:

DR(C–H) ¼ �0.0022 Å

Dn(C�H) ¼ 33 cm�1 DE ¼ �4:64 kcal �mol�1

DEBSSE ¼ �3:37 kcal �mol�1
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II. Cl3C�H � � �OH2 MP2/6-311G(d,p) [67b]:

ffC�H � � �O ¼ 136:6
 r(O� � �H) ¼ 2.1900 Å

Note: With only few exceptions,

chloroform forms complexes with

conventional H-bonds; more than

75 of them are collected in Ref. [43].

The complex Br3C�H � � �OH2 also

refers to that with conventional

H-bond [46b]. A red shift of the

n (C–H) stretch is experimentally

observed for the CCl3H–water

complex [81,91]. See also Ref. [100p]

for the blue-shifting complex

Br3C�H � � � (OH2)2

DR(C–H) ¼ �0.0011 Å

Dn(C�H) ¼ 17 cm�1 DE ¼ �2:99 kcal �mol�1

DR(C–Cl) ¼ �0.0033 Å DR(C–Cl’) ¼ 0.0050 Å

MP2/6-31G(d,p) [67e]:

DR(C–H) ¼ �0.0002 Å Dn(C�H) ¼ 8 cm�1

MP2/6-31þG(d,p) [70a]:

DR(C–H) ¼ �0.0006 Å

DEBSSE ¼ �3:68 kcal �mol�1

DR(H� � �O) ¼ 2.077 Å

Dn(C�H) ¼ 16�23 cm�1

(isotope effect, see Table 2

of Ref. [71a])

III. F3C–H···N≡CH

F

F
F

C–H NC–H···

MP2/6-311þG(d,p) [100a]:

r(N� � �H) ¼ 2.4021 Å

Dn(C�H) ¼ 36 cm�1

DR(C–F) ¼ 0.0031 Å

DR(C–H) ¼ �0.0021 Å

DE ¼ �3:5 kcal �mol�1

DR(N–C) ¼ �0.0010 Å

F3C�H � � �FH

(quasi-linear complex)

MP2/6-311þG(d,p) [71]:

ffC�H � � �F ¼ 172:9
 r(F� � �H) ¼ 2.2719 Å

DR(C–H) ¼ �0.0026 Å Dn(C�H) ¼ 45:8 cm�1

DE ¼ �2:6 kcal �mol�1 DEBSSE ¼ �1:9 kcal �mol�1

MP2/6-31þG(d) [74]:

r(F� � �H) ¼ 2.266 Å DR(C–H) ¼ �0.0020 Å

DR(C–F) ¼ 0.002 Å DE ¼ �2:6 kcal �mol�1

IV. F3C�H � � �FH

(cyclic complex)

MP2/6-311þþG(2d,2p) [76a]:

ffC�H � � �F00 ¼ 112:6
 r (F’’� � �H) ¼ 2.6046 Å

DR(C–H) ¼ �0.0007 Å

DE ¼ �3:3 kcal �mol�1

Dn(C�H) ¼ 16 cm�1

(9 km �mol�1)

DEBSSE ¼ �2:2 kcal �mol�1

C

H

F

F"

H"F'

F'

DR(C–F) ¼ 0.0172 Å DR(C–F’) ¼ �0.0050 Å

DR(H–F) ¼ 0.0034 Å

MP2/aug-cc-pVTZ [76a]:

ffC–H� � �F’’ ¼113.38 r(F’’� � �H) ¼ 2.5757 Å

DR(C–H) ¼ �0.0007 Å

DE ¼ �3:1 kcal �mol�1

DR(C–F) ¼ 0.0164 Å

DR(H–F) ¼ 0.0035 Å

Dn(C�H) ¼ 15 cm�1

(8 km �mol�1)

DEBSSE ¼ �2:5 kcal �mol�1

DR(C–F’) ¼ �0.0046 Å
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V–VII. F3C�H � � �B (B ¼ N2, B MP2/6-311þþG(3df,3pd) [78a]:

CO, CO2) [79a] N2 DR(C–H) ¼ �0.0010 Å Dn(C�H) ¼ 30 cm�1

(see also Ref. [78f]) DEBSSE ¼ 1:54 kcal �mol�1

Dnexp(C�H; N2) ¼ 14:1 cm�1 CO DR(C–H) ¼ �0.0010 Å Dn(C�H) ¼ 26 cm�1

Dnexp(C�H; CO) ¼ 19:1 cm�1 DEBSSE ¼ 1:94 kcal �mol�1

Dnexp(C�H; CO2) ¼ 23:6 cm�1 CO2 DR(C–H) ¼ �0.0013 Å Dn(C�H) ¼ 37 cm�1

DEBSSE ¼ 1:93 kcal �mol�1

B B3LYP/6-311þþG(3df,3pd) [78a]:

N2 DR(C–H) ¼ �0.0008 Å Dn(C�H) ¼ 17 cm�1

CO DR(C–H) ¼ �0.0008 Å Dn(C�H) ¼ 16 cm�1

CO2 DR(C–H) ¼ �0.0013 Å Dn(C�H) ¼ 27 cm�1

VIII. F3C�H � � �SH2 MP2/6-311þG(d,p) [71]:

ffC–H� � �S ¼ 177.98 r(S� � �H) ¼ 2.8290 Å

DR(C–H) ¼ �0.0016 Å Dn(C�H) ¼ 22:5 cm�1

DE ¼ �2:7 kcal �mol�1 DEBSSE ¼ �1:2 kcal �mol�1

MP2/6-31þG(d) [75]:

r(S� � �H) ¼ 2.788 Å DR(C–H) ¼ �0.0013 Å

DR(C–F) ¼ 0.002 Å

DE ¼ �2:8 kcal �mol�1

IX. F3C�H � � �ClH MP2/6-311þG(d,p) [71]:

ffC–H� � �Cl ¼ 119.08 r(Cl� � �H) ¼ 3.0295 Å

DR(C–H) ¼ �0.0010 Å Dn(C�H) ¼ 15:1 cm�1

DE ¼ �2:5 kcal �mol�1 DEBSSE ¼ �1:1 kcal �mol�1

MP2/6-31þG(d) [75]:

r(Cl� � �H) ¼ 2.776 Å DR(C–H) ¼ �0.0015 Å

DR(C–F) ¼ 0.0000 Å DE ¼ �1:8 kcal �mol�1

X. F3 C�H � � �O¼¼CH2

(formaldehyde)

HF/6-311þþG(d,p) [72b]:

DR(C–H) ¼ �0.0027 Å Dn(C�H) ¼ 49 cm�1

F

F

F

C–H···O–CH2

DE ¼ �3:31 kcal �mol�1 DEBSSE ¼ �3:12 kcal �mol�1

B3LYP/6-311þþG(d,p) [72b]:

DR(C–H) ¼ �0.0016 Å Dn(C�H) ¼ 29 cm�1

DE ¼ �3:16 kcal �mol�1 DEBSSE ¼ �2:98 kcal �mol�1

MP2/6-311þþG(d,p) [72b]:

DR(C–H) ¼ �0.0028 Å Dn(C�H) ¼ 46 cm�1

Note: Upon imposing the

restriction of the linearity

of the C–H� � �O bond,

DR(C–H) ¼ �0.003 Å,

Dn(C�H) ¼ 20 cm�1, and

DEBSSE ¼ �2:6 kcal �mol�1

(MP2/6-311þG(d,p), Ref. [68a])

DE ¼ �3:55 kcal �mol�1 DEBSSE ¼ �2:82 kcal �mol�1
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XI. F3C�H � � �O(CH2)2 (oxirane)

F

F
F

C–H···O

CH2

CH2

1

Note: The ‘‘planar’’ structure 1

has the C–H� � �O H-bond. The

nonplanar structure 2 with two

C–H� � �F–C bonds and single

C–H� � �O bond reported in

Ref. [1a] is not confirmed in

Ref. [72b]. Instead, Ref. [72b]

reports the existence of another,

‘‘reversed’’ and less stable

minimum 3 at the HF/6-311

þþG(d,p) and MP2/6-311

þþG(d,p) which splits into

two ‘‘reversed’’ minima at the

B3LYP/6-311þþG(d,p)

O

C

C
H

H

H

H

C

H

F

F

F

2

OC

C
H

H

H

H

C

F

F

F

H

3

MP2/6-31þþG(2d,p) [1a,e]:

1. ‘planar’ 1: DR(C–H)

¼ �0.0012 Å

Dn(C�H) ¼ 29 cm�1 DE ¼ �3:45 kcal �mol�1

DEBSSE ¼ �3:47 kcal �mol�1

2. nonplanar 2: DR(C–H)

¼ �0.0029 Å

Dn(C�H) ¼ 43 cm�1 DE ¼ �3:84 kcal �mol�1

DEBSSE ¼ �3:93 kcal �mol�1

HF/6-311þþG(d,p) (1) [72b]:

DR(C–H) ¼ �0.0025 Å Dn(C�H) ¼ 40 cm�1

DE ¼ �3:80 kcal �mol�1 DEBSSE ¼ �3:47 kcal �mol�1

B3LYP/6-311þþG(d,p) (1) [72b]:

DR(C–H) ¼ �0.0007 Å Dn(C�H) ¼ 8 cm�1

DE ¼ �3:96 kcal �mol�1 DEBSSE ¼ �3:54 kcal �mol�1

MP2/6-311þþG(d,p) (1) [72b]:

DR(C–H) ¼ �0.0018 Å Dn(C�H) ¼ 23 cm�1

DE ¼ �4:89 kcal �mol�1 DEBSSE ¼ �3:40 kcal �mol�1

MP2/6-31þG(d)

(global minimum 2) [74]:

r(O� � �H) ¼ 2.337 Å DR(C–H) ¼ �0.0032 Å

DR(C–F) ¼ 0.002 Å DE ¼ �5:7 kcal �mol�1

MP2/6-311þþG(2df,2p)

(global minimum 2) [89]

DR(C–H; CF3H) ¼ �0.0031 Å

DR(C–H; C2H4O, HB)

¼ �0.0005 Å

DR(C–H; C2H4O, free)

¼ �0.0004 Å

Dn(C�H;CF3H) ¼ 50 cm�1

Dn(C�H; C2H4O) ¼ 7�10 cm�1

DEBSSE ¼ �3:75 kcal �mol�1

DR(O� � �H) ¼ 2.367 Å DR(F� � �H) ¼ 2.683 Å

Rotational constants (in MHz):

Theory Experiment [90]

A 5362 5264.8472(47)

B 1219 1177.6737(20)

C 1129 1096.6055(19)

Note: The experimental rotational constants of the

fluoroform-oxirane complex measured in Ref. [89a] are

consistent with the two Cs stationary structures. One of

them is 2 whereas the other has a bifurcated

C–H� � �F� � �C–H bond. 2 is the global minimum at the

MP2/6-311þþG(2df,2p) level [89a]. The latter is the

transition structure, distinguished by the energy offset

of only 0:22 kcal �mol�1 [89a]. The topological analysis of

the electron density in 1 is investigated in Ref. [103]
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XII. F3C�H � � �O(CH3)2
(dimethyl ether)

CH2

CH3

C–H···O

F

F'
F'

H

Dnexp(C�H) ¼ 17:7 cm�1 [87a]

Note: Dnexp(C�H;) ¼ 10:6 cm�1 for

ClF2C�H � � �O(CH3)2, Dnexp(C�H;)

¼ 4:8 cm�1 for Cl2FC�H � � �
O(CH3)2, and Dnexp(C�H;)

¼ �8:3 cm�1 for

Cl3C�H � � �O(CH3)2 [87b].

MP2/6-31þG(d) [74]:

r(O� � �H) ¼ 2.123 Å DR(C–H) ¼ �0.0009 Å

DR(C–F) ¼ �0.005 Å DE ¼ �5:5 kcal �mol�1

MP2/6-31G(d) [87a]:

DR(C–H) ¼ �0.0015 Å Dn(C�H) ¼ 31 cm�1

DE ¼ �3:24 kcal �mol�1

DR(C–F) ¼ 0.0048 Å DR(C–F’) ¼ 0.0034 Å

R(H� � �O) ¼ 2.247 Å

XIII. F3C�H � � �OH�CH¼¼CH2 HF/6-311þþG(3d,3p) [100b]:

DR(C–H) ¼ �0.0019 Å Dn(C�H) ¼ 33:7 cm�1

DEBSSE ¼ �1:58 kcal �mol�1

MP2/6-311þþG(d,p) [100b]:

DR(C–H) ¼ �0.0023 Å Dn(C�H) ¼ 37:4 cm�1

DEBSSE ¼ �1:70 kcal �mol�1

MP2(full)/6-311þG(d) [100b]:

DR(C–H) ¼ �0.0025 Å Dn(C�H) ¼ 43:0 cm�1

DEBSSE ¼ �1:77 kcal �mol�1

XIV. F3C�H � � �N�CCH3

(H-bonded minimum)

F

F
F

C–H···NCCH3

HF/6-311þþG(d,p) [72b]:

DR(C–H) ¼ �0.0025 Å Dn(C�H) ¼ 41 cm�1

DE ¼ �3:84 kcal �mol�1 DEBSSE ¼ �3:59 kcal �mol�1

B3LYP/6-311þþG(d,p) [72b]:

DR(C–H) ¼ �0.0013 Å Dn(C�H) ¼ 18 cm�1

DE ¼ �4:03 kcal �mol�1 DEBSSE ¼ �3:83 kcal �mol�1

MP2/6-311þþG(d,p) [72b]:

Note: Ref. [72b] also reports the

existence of the ‘‘reversed’’ and

less stable minimum which

exhibits Dn(C�H) ¼ 6�7 cm�1

DR(C–H) ¼ �0.0021 Å Dn(C�H) ¼ 31 cm�1

DE ¼ �4:50 kcal �mol�1 DEBSSE ¼ �3:75 kcal �mol�1

XV. F3C�H � � �OHCH3 Upon imposing the restriction of the linearity of the

C–H� � �O bond, DR(C–H) ¼ �0.002 Å, Dn(C�H)

¼ 47 cm�1, and DEBSSE ¼ �1:8 kcal �mol�1

(MP2/6-311þG(d,p), Ref. [3])

XVI. F3C�H � � �O2NCH3 MP2/6-31G(d,p) [68e]:

DR(C–H) ¼ �0.0037 Å Dn(C�H) ¼ 58 cm�1
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XVII–XXIV. F3C�H � � �
OH�C6H4-4-X [100b]

C−H···O

X

H

HH

H

F'
F'

F

H

X HF/6-311þþG(d,p) MP2/6-31G(d)

NH2 DR(C–H) ¼ �0.0022 Å DR(C–H) ¼ �0.0024 Å

Dn(C�H) ¼ 37:3 cm�1 Dn(C�H) ¼ 43:2cm�1

DE ¼ �8:9 kcal �mol�1 DE ¼ �11:2 kcal �mol�1

CH3 DR(C–H) ¼ �0.0022 Å DR(C–H) ¼ �0.0024 Å

Dn(C�H) ¼ 36:3 cm�1 Dn(C�H) ¼ 42:9 cm�1

DE ¼ �7:9 kcal �mol�1 DE ¼ �10:0 kcal �mol�1

OH DR(C–H) ¼ �0.0023 Å DR(C–H) ¼ �0.0024 Å

Dn(C�H) ¼ 37:3 cm�1 Dn(C�H) ¼ 42:9 cm�1

DE ¼ �7:9 kcal �mol�1 DE ¼ �10:6 kcal �mol�1

H DR(C–H) ¼ �0.0021 Å DR(C–H) ¼ �0.0024 Å

Dn(C�H) ¼ 35:6 cm�1 Dn(C�H) ¼ 42:7 cm�1

DE ¼ �7:5 kcal �mol�1 DE ¼ �9:7 kcal �mol�1

F DR(C–H) ¼ �0.0021 Å DR(C–H) ¼ �0.0024 Å

Dn(C�H) ¼ 35:7 cm�1 Dn(C�H) ¼ 42:3 cm�1

DE ¼ �6:6 kcal �mol�1 DE ¼ �9:1 kcal �mol�1

Cl DR(C–H) ¼ �0.0021 Å DR(C–H) ¼ �0.0024 Å

Dn(C�H) ¼ 34:8 cm�1 Dn(C�H) ¼ 41:8 cm�1

DE ¼ �5:7 kcal �mol�1 DE ¼ �9:0 kcal �mol�1

CN DR(C–H) ¼ �0.0019 Å DR(C–H) ¼ �0.0023 Å

Dn(C�H) ¼ 31:4 cm�1 Dn(C�H) ¼ 40:1 cm�1

DE ¼ �4:1 kcal �mol�1 DE ¼ �7:2 kcal �mol�1

NO2 DR(C–H) ¼ �0.0018 Å diverge

Dn(C�H) ¼ 30:1 cm�1

DE ¼ �3:9 kcal �mol�1

XXV–XXXII. F3C�H � � �
F�C6H4-4-X [100b]

C-H···F

X

H

HH

H

F'
F'

F

X HF/6-311þþG(d,p) MP2/6-31G(d)

NH2 DR(C–H) ¼ �0.0023 Å DR(C–H) ¼ �0.0030 Å

Dn(C�H) ¼ 37:6 cm�1 Dn(C�H) ¼ 52:5cm�1

DE ¼ �6:7 kcal �mol�1 DE ¼ �5:6 kcal �mol�1

CH3 DR(C–H) ¼ �0.0022 Å DR(C–H) ¼ �0.0029 Å

Dn(C�H) ¼ 35:5 cm�1 Dn(C�H) ¼ 51:4 cm�1

DE ¼ �6:1 kcal �mol�1 DE ¼ �4:3 kcal �mol�1

OH DR(C–H) ¼ �0.0022 Å DR(C–H) ¼ �0.0029 Å

Dn(C�H) ¼ 35:2 cm�1 Dn(C�H) ¼ 51:2 cm�1

DE ¼ �5:8 kcal �mol�1 DE ¼ �4:8 kcal �mol�1

H DR(C–H) ¼ �0.0021 Å DR(C–H) ¼ �0.0029 Å

Dn(C�H) ¼ 34:2 cm�1 Dn(C�H) ¼ 50:9 cm�1

DE ¼ �5:7 kcal �mol�1 DE ¼ �4:7 kcal �mol�1

F DR(C�H) ¼ �0:0020A DR(C�H) ¼ �0:0028A

Dn(C�H) ¼ 31:8 cm�1 Dn(C�H) ¼ 49:2 cm�1

DE ¼ �5:7 kcal �mol�1 DE ¼ �4:3 kcal �mol�1

Cl DR(C�H) ¼ �0:0019A DR(C�H) ¼ �0:0028A

Dn(C�H) ¼ 31:1 cm�1 Dn(C�H) ¼ 48:2 cm�1

DE ¼ �4:7 kcal �mol�1 DE ¼ �3:9 kcal �mol�1

CN DR(C�H) ¼ �0:0015A DR(C�H) ¼ �0:0026A

Dn(C�H) ¼ 24:5 cm�1 Dn(C�H) ¼ 44:8 cm�1

DE ¼ �3:5 kcal �mol�1 DE ¼ �2:7 kcal �mol�1

NO2 DR(C�H) ¼ �0:0014A diverge

Dn(C�H) ¼ 22:5 cm�1

DE ¼ �3:7 kcal �mol�1
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XXXIII–XL. F3C�H � � �
NH2�C6H4-4-X [100b]

C–H···N

X

H

HH

H

F'
F'

F

H
H

X HF/6-311þþG(d,p) MP2/6-31G(d)

NH2 DR(C�H) ¼ �0:0026A DR(C�H) ¼ �0:0026A

Dn(C�H) ¼ 39:2 cm�1 Dn(C�H) ¼ 40:7 cm�1

DE ¼ �10:0 kcal �mol�1 DE ¼ �10:3 kcal �mol�1

CH3 DR(C�H) ¼ �0:0026A DR(C�H) ¼ �0:0025A

Dn(C�H) ¼ 38:7 cm�1 Dn(C�H) ¼ 39:7 cm�1

DE ¼ �9:1 kcal �mol�1 DE ¼ �9:6 kcal �mol�1

OH DR(C�H) ¼ �0:0025A DR(C�H) ¼ �0:0025A

Dn(C�H) ¼ 37:2 cm�1 Dn(C�H) ¼ 38:9 cm�1

DE ¼ �9:2 kcal �mol�1 DE ¼ �9:6 kcal �mol�1

H DR(C�H) ¼ �0:0026A DR(C�H) ¼ �0:0025A

Dn(C�H) ¼ 38:8 cm�1 Dn(C�H) ¼ 39:0 cm�1

DE ¼ �8:4 kcal �mol�1 DE ¼ �8:9 kcal �mol�1

F DR(C�H) ¼ �0:0024A DR(C�H) ¼ �0:0023A

Dn(C�H) ¼ 36:3 cm�1 Dn(C�H) ¼ 36:9 cm�1

DE ¼ �7:7 kcal �mol�1 DE ¼ �7:9 kcal �mol�1

Cl DR(C�H) ¼ �0:0025A DR(C�H) ¼ �0:0023A

Dn(C�H) ¼ 36:4 cm�1 Dn(C�H) ¼ 36:0 cm�1

DE ¼ �6:9 kcal �mol�1 DE ¼ �7:5 kcal �mol�1

CN DR(C�H) ¼ �0:0021A DR(C�H) ¼ �0:0021A

Dn(C�H) ¼ 30:3 cm�1 Dn(C�H) ¼ 33:3 cm�1

DE ¼ �4:8 kcal �mol�1 DE ¼ �5:3 kcal �mol�1

NO2 DR(C�H) ¼ �0:0019A diverge

Dn(C�H) ¼ 27:0 cm�1

DE ¼ �4:3 kcal �mol�1

XLI. F3Si�H � � �OH2 MP2/6� 311þG(d,p) [71]:

ffSi–H� � �O ¼ 78.38 r(O� � �H) ¼ 2.6776 Å

D R (C–H) ¼ �0.0046 Å Dn(Si�H) ¼ 22:2 cm�1

DE ¼ �6:2 kcal �mol�1 DEBSSE ¼ �3:6 kcal �mol�1

XLII. F3Si�H � � �SH2 MP2/6-311þG(d,p) [71]:

ffSi–H� � �S ¼ 83.78 r(S� � �H) ¼ 3.5503 Å

DR(C�H) ¼ �0:0025A Dn(Si�H) ¼ 13:6 cm�1

DE ¼ �3:1 kcal �mol�1 DEBSSE ¼ �1:2 kcal �mol�1

XLIII. F3Si�H � � �NH3 MP2/6- 311þG(d,p) [71]:

ffSi–H� � �N ¼ 179.88 r(N� � � H) ¼ 2.6992 Å

D R (Si–H) ¼ � 0.0010 Å Dn(Si�H) ¼ 1:6 cm�1

DE ¼ �2:3 kcal �mol�1 DEBSSE ¼ �1:4 kcal �mol�1

XLIV. F2HC�H � � �OH2

(constraint: a linearity of

C–H� � �O bond)

Note: The global minimum is

similar to that of CH3F�H2O.

It is characterized by the

MP2/6-31þG (d,p) interaction

energy of �3:40 kcal �mol�1 [70a].

Upon imposing the restriction of

the linearity of the C–H� � �O bond,

DR(C�H) ¼ �0:003A, Dn(C�H)

¼ 26 cm�1, and DEBSSE

¼ �2:7 kcal �mol�1 (MP2/6-311þ
G(d,p), Ref. [3]). See Refs. [89b,c]

for the experimental work

MP2/6-31þ G(d,p) [70a]:

D R (C–H) ¼ � 0.0024 Å

Dn(C�H) ¼ 34�43 cm�1

(isotope effect, see Table 2 of Ref. [70a])

DEBSSE ¼ �2:62 kcal �mol�1

DR (H� � �O) ¼ 2.254 Å

(Continued )
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Table 3. —(Continued)

Molecular system/

experimental data Computational data

XLV. CH2F2 � � �HF

C

F

F'

H

H

H

F

MP2/aug-cc-pVTZ [76b]:

D R (C–H) ¼ � 0.0007, � 0.0014 Å

Dn(C�H) ¼ 13,20 cm�1 DA(C�H) ¼ �13,� 12 km �mol�1

DE ¼ �4:3 kcal �mol�1 DEBSSE ¼ �3:7 kcal �mol�1

D R (C–F) ¼ 0.019 Å D R (C–F’) ¼ �0.0085 Å

DR (H–F) ¼ 0.0063 Å

XLVI. F2HC�H � � �O¼¼CH2 Upon imposing the restriction of the linearity of the C–H� � �O
bond, DR(C�H) ¼ �0:003A, Dn(C�H) ¼ 24 cm�1, and DEBSSE

¼ �2:5 kcal �mol�1 (MP2/6-311þG(d,p), Ref. [3])

XLVII. F2HC�H � � �OHCH3 Upon imposing the restriction of the linearity of the C–H� � �O
bond, DR(C�H) ¼ �0:002A, Dn(C�H) ¼ 20 cm�1, and DEBSSE

¼ �2:4 kcal �mol�1 (MP2/6-311þG(d,p), Ref. [3])

XLVIII. F2N�H � � �FH

Note: It is mentioned in Ref.

[67c] that the full optimization

of the complex NF2H�FH

leads to the cyclic complex

with two H-bonds, N–H� � �F
and F–H� � �F. The former is

blue-shifted by 17 cm�1. The

results of Refs. [67c,71] are

partially criticized in Ref.

[100c] which reports that this

complex is cyclic and has the

H-bond N–H� � �F which

shows a red shift Dn(N�H)

¼ �12 cm�1 at the B3LYP/6-311

þþG(3df,3pd) computational

level and a blue shift Dn(N�H)

¼ 16 cm�1 at MP2(full)/6-311þ
G(d,p). More recent results [76e]

confirm that the cyclic structure

is a minimum. At MP2/aug-cc-

pVTZ a red shift Dn(N�H)

¼ �8 cm�1 is reported. The

global minimum has, however, a

conventional F-H� � �N hydrogen

bond and no N-H� � �F hydrogen

bond. In this global minimum a

blue shift Dn(N�H) ¼ 12 cm�1 is

obtained (see Table 6 for more

details)

MP2/6-311þG(d,p) [71]:

ff N–H� � �F ¼ 136.18 r (F� � �H) ¼ 2.1649 Å

D R (N–H) ¼ � 0.0003 Å Dn(N�H) ¼ 13:4 cm�1

DE ¼ �4:3 kcal �mol�1 DEBSSE ¼ �3:2 kcal �mol�1

MP2/6-31G(d,p) [67c] (linear constraint on the

N–H� � �F H–bond geometry is imposed):

DR(N�H) ¼ �0:0011A Dn(N�H) ¼ 45 cm�1

DEBSSE ¼ �3:3 kcal �mol�1

B3LYP/6-311þ þG(3df,3pd) [100c]:

DR(N�H) ¼ 0:002A Dn(N�H) ¼ �12 cm�1

MP2(full)/6-311þG(d,p) [100c]:

DR(N�H) ¼ 0:001A Dn(N�H) ¼ 16 cm�1

MP2/aug-cc-pVTZ [76e] (cyclic structure of [100c]:

DR(N–H) ¼ 0.002 Å Dn(N�H) ¼ �8 cm�1

DEBSSE ¼ �3:9 kcal �mol�1

MP2/aug-cc-pVTZ [76e] (global minimum with

N–H� � �F hydrogen bond):

DR(N–H) ¼ �0.0003 Å Dn(N�H) ¼ 12 cm�1

DEBSSE ¼ �5:0 kcal �mol�1
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Molecular system/

experimental data Computational data

XLIX. F2P�H � � �OH2 MP2/6-311þG(d,p) [71]:

ffP–H� � �O ¼ 105.18 r(O� � �H) ¼ 2.8081 Å

DR(P–H) ¼ �0.0041 Å Dn(P�H) ¼ 33:1 cm�1

DE ¼ �3:6 kcal �mol�1 DEBSSE ¼ �1:9 kcal �mol�1

L. F2P�H � � �SH2 MP2/6-311þG(d,p) [71]:

ffP–H� � �S ¼ 106.58 r(S� � �H) ¼ 3.3731 Å

DR(P–H) ¼ �0.0023 Å Dn(P�H) ¼ 18:5 cm�1

DE ¼ �2:8 kcal �mol�1 DEBSSE ¼ �1:0 kcal �mol�1

LI. F2P�H � � �NH3 MP2/6-311þG(d,p) [71]:

ffP–H� � �N ¼ 108.98 r(N� � �H) ¼ 2.7199 Å

DR(C–H) ¼ �0.0056 Å Dn(C�H) ¼ 42:7 cm�1

DE ¼ �3:5 kcal �mol�1 DEBSSE ¼ �2:0 kcal �mol�1

LII. FH2C�H � � �OH2

(linear C–H� � �O bond)

Note: The global minimum of the

CH3F � � �H2O complex with

DE ¼ �3:60 kcal �mol�1

(3:76 kcal �mol�1 at the

MP2/6-31þG(d,p), Ref. [70a])

has a bent

C F

H

O

H

H

H

H

C–F� � �H–O hydrogen bond

(MP4 /(10s6p4d/ 6s4p)/

[5s3p2d/3s2p], Ref. [104])

MP2/6-31þG(d,p) [70a]:

DR(C–H) ¼ �0.0019 Å Dn(C�H) ¼ 25�32 cm�1

DEBSSE ¼ �1:57 kcal �mol�1 (isotope effect, see Table 2

DR(H� � �O) ¼ 2.364 Å of Ref. [70a])

Note: Upon the constraint of the linearity of the C–H� � �O
bond, DR(C–H) ¼ �0.002 Å, Dn(C�H) ¼ 22 cm�1, and

DEBSSE ¼ �1:7 kcal �mol�1 (MP2/6-311þG(d,p), Ref. [3])

Ref. [105]: Expt B3LYP/6-311þþG(3df,3pd)

Dnasym
exp (O�H)(in cm�1)

CH3F � � �HOH �11 �15

CH3F � � �DOH þ5 þ12

CH3F � � �HOD �64

CH3F � � �DOD �12 �15

Dnasym
exp (O�H)(in cm�1)

CH3F � � �HOH �12 �37

CH3F � � �DOH �24 �46

CH3F � � �HOD þ9

CH3F � � �DOD �9 �23

LIII. CH3F � � �HF

C

F

H

H

H

H

F

MP2/aug-cc-pVTZ [76b]:

DR(C–H) ¼ �0.0013, �0.0020 Å

Dn(C�H) ¼ 16, 26, 29 cm�1

DA(C�H) ¼ �9,� 14,� 11 km �mol�1

DE ¼ �6:1 kcal �mol�1 DEBSSE ¼ �5:5 kcal �mol�1

DR(C–F) ¼ 0.0168 Å DR(H–F) ¼ 0.0098 Å

(Continued )
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Table 3. —(Continued)

Molecular system/

experimental data Computational data

LIV. FH2C�H � � �O¼¼CH2 Upon imposing the restriction of the linearity of the C–H� � �O
bond, DR(C–H) ¼ �0.002 Å, Dn(C�H) ¼ 19 cm�1, and

DEBSSE ¼ �1:5 kcal �mol�1 (MP2/6-311þG(d,p), Ref. [3])

LV. FH2C�H � � �OHCH3 Under the restriction of the linearity of the C–H� � �O bond,

DR(C–H) ¼ 0.001 Å, Dn(C�H) ¼ 17 cm�1, and

DEBSSE ¼ �1:4 kcal �mol�1 (MP2/6-311þG(d,p), Ref. [3])

LVI. H3C�H � � �OH2

H"

H'

H

HH'

C-H···O

MP2/6-31þG(d,p) [70a]:

DR(C–H) ¼ �0.0004 Å Dn(C�H) ¼ 12 cm�1

DEBSSE ¼ �0:29 kcal �mol�1

DR(H� � �O) ¼ 2.507 Å

LVII. H3CH2C�H � � �OH2

Note: See also Ref. [100q] for

CH3CHO�NH3

MP2/6-31G(d,p) [67e]

DR(C–H) ¼ �0.0010 Å Dn(C�H) ¼ 8 cm�1

LVIII. H3Si�H � � �NH3 MP2/6-31G(d,p) [67e]:

DR(C–H) ¼ �0.0039 Å Dn(C�H) ¼ 18 cm�1

LIX. OHC�H � � �OCH2

Note: A series of dimers built

from substituted formaldehydes

CHOX (X ¼ H, CH3, F, Cl,

Br, I) are studied in Ref. [106]

MP2/6-31G(d,p) [67e]:

DR (C–H) ¼ �0.0046 Å Dn(C�H) ¼ 54 cm�1

LX. Acetaldehyde–CO2

Dnexp(C�H) ¼ 1:3 cm�1 [107]

MP2/6-31þG(d) [107]:

DE ¼ �2:69 kcal �mol�1

LXI. [O(CH3)2]2
(dimethyl ether (DME) dimer)

O

C
H"

H"
O

CH2

H'

CH3

H2C
H2

The ground-state rotational

spectrum of the triply H-bonded

DME dimer with three C–H� � �O–C

blue-shifting H-bonds has been

studied by molecular beam Fourier

transform microwave and free jet

millimeter wave absorption

spectroscopies in Refs. [108,109a]:

Dnexp(C�H) ¼ 13�21 cm�1,

DEexp ¼ �1:36 kcal �mol�1

MP2/6-311þþG(d,p) [108]:

DR(C–H’) ¼ �0.0001 Å Dn(C�H0) ¼ 6 cm�1

DR(C–H’’) ¼ �0.0021 Å Dn(C�H00) ¼ 17 cm�1

DEBSSE ¼ �2:29 kcal �mol�1

MP2/6-31G(d) [100]:

DR(C–H’) ¼ �0.002 Å DR(C–H00) ¼ �0.003 Å

DEBSSE ¼ �0:75 kcal �mol�1

R(O� � �H’) ¼ 2.436 Å R(O� � �H00) ¼ 2.573 Å

Note: The formation of larger DME clusters (DME)3�n�4

and hydrated DME clusters H2O� (DME)2�n�4 causes

the contraction of the C–H bonds involved in the

intermolecular C–H� � �O bondings [110]. Interestingly, the

formation of the complex HO�H � � �O(CH3)2 between

water molecule and DME that solely arises due to the

formation of the conventional O–H� � �O hydrogen bond

contracts the C–H bonds of DME by 0.002 Å and

blue-shifts their stretches Dn(C�H) by 12�30 cm�1

(B3LYP/6-31G(d), Ref. [109]). The latter is consistent

with the Dnexp(C�H) ¼ 12�19 cm�1 (Ref. [111])
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Molecular system/

experimental data Computational data

LXII. Dimethyl sulfoxide

(DMSO) – (H2O)1� n� 3

n MP2/6-31G(d,p) [67d]

1 A Dn(C�H) ¼ 1�6 cm�1 DEBSSE ¼ �8:27 kcal �mol�1

1 B Dn(C�H) ¼ 2�9 cm�1 DEBSSE ¼ �2:83 kcal �mol�1

Dnn¼ 3
exp (C�H) ¼ 17 cm�1 [112] 1 C Dn(C�H) ¼ 0�8 cm�1 DEBSSE ¼ �6:59 kcal �mol�1

2 A Dn(C�H) ¼ 7�16 cm�1

2 B Dn(C�H) ¼ 1�12 cm�1

3 Dn(C�H) ¼ 8�19 cm�1

(A, B, and C indicate different energy minimum structures,

see Figs. 2–4 of Ref. [67d])

LXIII–LXVIII. Cyclic dimers

of fluoromethanes [75]:

MP2/6-31þG(d,p) [75]:

CH3F � � �CH3F Dn(C�H) ¼ 20,20 cm�1 DA(C�H) ¼ �27,� 11 km �mol�1

Dnexp(C�H) ¼ 10 cm�1 [105] DE ¼ �1:36 kcal �mol�1

CH3F � � �CH2F2 Dn(C�H) ¼ 26,17 cm�1 DA(C�H) ¼ �7,� 14 km �mol�1

DE ¼ �1:95 kcal �mol�1

CH3F � � �CHF3 (see Ref. [109b]

for a microwave structure)

Dn(C�H) ¼ 39,16 cm�1 DA(C�H) ¼ �20,� 12 km �mol�1

DE ¼ �2:30 kcal �mol�1

CH2F2 � � �CH2F2 (see Refs.

[109a,112,113]6 for a

microwave structure)

Dn(C�H) ¼ 17,18 cm�1 DA(C�H) ¼ �28,� 12 km �mol�1

DE ¼ �1:74 kcal �mol�1

Dn(C�H) ¼ 19,20 cm�1 DA(C�H) ¼ �11,� 12 km �mol�1

DE ¼ �1:89 kcal �mol�1

CH2F2 � � �CHF3 Dn(C�H) ¼ 27,14 cm�1 DA(C�H) ¼ �13,� 16 km �mol�1

DE ¼ �1:67 kcal �mol�1

CHF3 � � �CHF3

(see also Ref. [114])

Dn(C�H) ¼ 17,17 cm�1 DA(C�H) ¼ �23,� 3 km �mol�1

DE ¼ �1:22 kcal �mol�1

LXIX. C2�H2(A) � � �O2(T) bond

of the Watson–Crick DNA AzT

base pair

B3LYP/6-31þG(d) [90] (see also Ref. [117]):

DR(C2�H2) ¼ 0:0002A

Dn(C2�H2) ¼ 6 cm�1

(Refs. [115a,b, 16]; see also

Ref. [117])

LXX. Isomers of guanine dimer HF/6-31G(d,p) [116]:

The isomer K9K7-1 [118] reveals

a rather large blue shift of the

NH2 stretch

Dnsym(N�H;harmonic) ¼ 32 cm�1

Dnasym(N�H;harmonic) ¼ 55 cm�1

DE(K9K7-1) ¼ �21:92kcal �mol�1

MP2/6-31G(d,p) [116]:

Dnsym(N�H;harmonic) ¼ 90 cm�1

Dnasym(N�H; harmonic) ¼ 115 cm�1

Dnsym(N�H; anharmonic) ¼ 101 cm�1

Dnasym(N�H; anharmonic) ¼ 145 cm�1

Intramolecular C–H� � �B
Hydrogen bonding

LXXI. 1-methoxy-2-

(methylthio)ethane

Dn(C�H) ¼ 25 cm�1 [66b]

(Continued )

6 For the recent study of the potential energy surface of the CH2F2 dimer see A. Ebrahimi,

H. Roohi, and S. M. Habibi, J. Mol. Struct. (Theochem) 684, 87 (2004).
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On the one hand, there exists a rather impressive amount of computational

and experimental evidences, mainly gathered in Tables 2 and 3, that definitely

and reasonably corroborates that the ‘‘blue-shifting’’ C–H� � �B bond behaves

distinctly different from the conventional hydrogen bond, primarily concerning

the criteria 3 and 5 as the most important characteristics of the latter. It is

claimed [1, 67, 87] that the different origin of the blue-shifting H-bond stems

from a two-step mechanism that underlies its formation. The first step consists

in a flow of the electron density from the proton acceptor to the remote

(nonparticipating) part of the proton donor (e.g., to the highly electronegative

fluorine atoms of CF3H) rather than to the A–H s�-antibonding molecular

orbital (this viewpoint is disputed in Refs. [100b, 100j]). The second step

involves a structural reorganization of the proton donor submolecule resulting

in contraction of the A–H bond and thus produces some shifts of the vibrations

of the remote part of the proton donor. Hobza and Havlas [1a] (see also Refs.

[93, 125, 69d, 78a]) suggest that for fluoroform involved in some C–H� � �O
bonds such as F3C�H � � �O(CH2)2 (XI, Table 3), the blue shift originates from

a negative sign of the dipole moment derivative @mCHF3=@rCH determining the

response of the fluoroform to an external electric field. The latter is, therefore,

Table 3. —(Continued)

Molecular system/experimental data Computational data

LXXII. TG(TjG’) conformer of 1-

methoxy-2-(dimethylamino)ethane

Dn(C�H) ¼ 35 cm�1[63]

A series of complexes with intramolecular

C–H� � �B (B ¼ O, N, S) H-bonds [119]

DFT calculations of molecules with

intramolecular hydrogen bonds have been

performed at the B3LYP/6-31G**

computational level [100e]. The investigated

2,6-dinitro-3,5-diaminopyrazine-1-oxide

(LLM-105) and its derivatives contain two

types of intramolecular H-bonds (the

classical, red-shifted, and blue-shift

H-bonds) and thus two types of

intramolecular H-bonded rings.

The electron density transfer mechanisms

on the basis of natural bond orbital

(NBO) analysis have been suggested

Blue-shifted intramolecular H-bonds in

aromatic N-sulfinylamines with ortho-C–H

bonds [120]

Exceptional blue-shifted Rg–H� � �B
complexes [121]
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considerably different compared to conventional proton donors and this might

likely explain the very nature of the blue-shifting phenomenon [1a, 69d]. On the

contrary, the dipole moment derivative @mCHF3=@rCH is reported to be positive

for the F3C�H � � �NH3 system which is a typical conventional hydrogen bond

(Table 4 and Ref. [78a]). Moreover, it appears that a negative sign of

@mCHF3=@rCH is actually a necessary precondition for the blue shift that is

caused by the electric field only at rather large intermolecular distances [72a].

Hermansson suggested [72a] that in the vicinity of the equilibrium, the blue

shift mainly originates from the Pauli exchange repulsion: ‘‘ . . . the reasons for

the blue-shifting C–H bonds lie in the sign of the dipole moment derivative with

respect to the stretching coordinate combined with electronic exchange overlap

at moderate and shorter H-bonded distances’’ [72a]. Liu and Schlegel [71]

assume that the Pauli exchange repulsion balances the electrostatic attraction

and precisely this balance serves as the main origin of the blue shift (see also

Refs. [1a, 67e, 100b, 100j]).

Let us, for instance, consider the fluoroform molecule acting as the proton

donor in the majority of blue-shifting H-bonded systems (I–XL, Table 3). Its

carbon atom is highly polarized by the three electron-withdrawing fluorine

atoms and hence carries a large positive charge. The latter induces a significant

Table 4. A complement list to Table 3 consisting of the conventional hydrogen bonds closely

related to the nonconventional ones (for the additional H-bonded systems see Refs. [64,69])

Molecular system/experimental data Computational data

F3C�H � � �NH3

F H

H
F

C-H···N

F

H

Dnexp(C�H) ¼ �12 cm�1 [102]

MP2/6-311þG(d,p) [71,100a] (see also Ref. [78a]

for the MP2/6-311þþG(3df,3pd)):

ffC–H� � �N ¼ 179.78 r(N� � �H) ¼ 2.2937 Å

DR(C–H) ¼ �0.0003 Å Dn(C�H) ¼ �1to� 2 cm�1

DE ¼ �5:3 kcal �mol�1 DEBSSE ¼ �3:9 kcal �mol�1

DR(C–F) ¼ 0.0051 Å DR(N–H) ¼ 0.0024 Å

MP2/6-31þG(d) [74]:

r(N� � �H) ¼ 2.234 Å DR(C–H) ¼ 0.0012 Å

DR(C–F) ¼ 0.006 Å DE ¼ �6:1 kcal �mol�1

MP2/aug-cc-pVDZ [100a]:

r(N� � �H) ¼ 2.2804 Å DR(C–H) ¼ 0.0005 Å

Dn(C�H) ¼ �13 cm�1 DE ¼ �5:3 kcal �mol�1

DR(C–F) ¼ 0.0052 Å DR(N–H) ¼ 0.0003 Å

F2N�H � � �OH2 MP2/6-31G(d,p) [67c]:

DR(N–H) ¼ 0.0033 Å Dn(N�H) ¼ �37 cm�1

DEBSSE ¼ �6:2 kcal �mol�1

F2N�H � � �NH3 MP2/6-31G(d,p) [67c]:

DR(N–H) ¼ 0.0100 Å Dn(N�H) ¼ �165 cm�1

DEBSSE ¼ �8:7 kcal �mol�1
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attraction between C and B, in addition to the typical H� � �B interaction.

This attraction causes a shortening of the C� � �B separation and therefore, the

H of the C–H� � �B approaches closer to B and ‘‘feels’’ a considerable Pauli

exchange repulsion that ‘‘pulls’’ it out off B and finally leads to the C–H

contraction.

Regarding the role of the dispersion forces in the origin of the blue shift,

Hobza and Havlas [1a] assume that its contribution is quite negligible, as

though Pejov and Hermansson [72b] suggest that it might even cause a small

red shift (for discussion see Refs. [67e, 100a]).

Weinhold and co-workers [74] offer the following picture underlying the

mechanism of the blue shift: the bond length R(A–H) is controlled by a

balance of two main and opposite effects. One of them is the hyperconjugative

interaction n(B)! s�(A�H) that is responsible for elongation of the A–H

bond, whereas the other is the increase in the s character of the hybrid mole-

cular orbital at A accompanying the polarization of the A–H bond. If the

latter effect dominates, the A–H bond contracts and n(A–H) undergoes a

blue shift. If the former dominates, the red shift of n(A–H) occurs (see also

Ref. [100a]).

This viewpoint contrasts with some previous works [1b, 3, 70a] demonstrat-

ing that the electron density distributions of blue-shifting H-bonded systems

are not essentially different from those of the conventional ones (see also Ref.

[67e]). Additionally, there is also an early suggestion regarding the

F3C�H � � �OH2 system (I, Table 3) that its blue shift results from the charge

transfer to the fluorine atoms [1e]. This is one facet of the blue-shifting story

that basically emphasizes the essential distinctions between the ‘‘nonconven-

tional, blue-shifting’’ and conventional hydrogen bonds.

Another facet is related to the viewpoint, expressed by Scheiner and co-

workers [3, 68], Dannenberg and co-workers [69], and Kryachko and Zeegers-

Huyskens [70], that the conventional, red-shifting and nonconventional,

blue-shifting hydrogen bonds are not fundamentally different from each other.

A blue shift in the latter solely arises due to a combination of a variety of effects

including the electrostatic, polarization, charge transfer, dispersion, and ex-

change/steric repulsion forces between the proton donor and proton acceptor

(see also Ref. [73c], p. 5617; Ref. [72a], p. 4702; and Refs. [71, 74, 99]). One can

therefore treat the conventional and blue-shifting H-bonds as similar in their

basic nature exhibiting either a red or blue shift of the n(A–H) stretch as a

consequence of the balance between opposite factors [3, 68b, 70a, 74, 77]. This

point of view necessarily demands to revisit the classical definition of true

hydrogen bonding, especially in re-examining or even removing the conditions

3 and 4, or extending their domains to the negative values for DR(A–H) and

Dn(A�H), and below 1 for IRA�H���B(n(A�H) )=IRA�H(n(A�H) ). Apparently,

such viewpoint is meaningful for the following three reasons, say the least.

First: almost all known blue-shifting H-bonded systems involve the classical
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proton acceptors which, under another circumstances (viz., with the conven-

tional proton donors), participate in formation of the classical H-bonds. Sec-

ond: the C–H proton donor in a sense behaves like a ‘‘two-headed Janus’’:

almost all proton donors which demonstrate blue shifts under some conditions

(particularly those involving sp3-hybridized carbon atoms) may in contrast

exhibit red shifts under changed conditions (see, e.g., Table 4 for few examples).

And the third: there does not exist any exceptional H-bonded system that still

undermines the standard mode of thinking accepted within the H-bonded

community on that the A–H bond elongation concomitantly red-shifts the

n(A–H) stretch and, oppositely, the A–H bond contraction induces a blue

shift of the n(A–H) mode [1, 67, 71] (notice that the computational uncertainty

revealed in Ref. [100c] for the F2N�H � � �FH system (XLVIII, Table 3) is

resolved in Ref. [76e]).

The outlined discussion mainly focuses on the problems of (b), that is,

whether the C–H� � �B bonding interaction is similar or different from the

classical hydrogen bonding and (d) how C–H� � �B bonds should be correctly

classified and actually relies on the definition of the hydrogen bond that

operates with its geometric, spectroscopic, and energetic features. Invoking

instead the alternative definition proposed in the general form by Steiner [25]

(see Proposal (7) in Sect. 2), we can unify the conventional and nonconven-

tional hydrogen bonds under the general concept of the hydrogen bond. This,

in turn, allows us to straightforwardly generalize Jeffrey’s classification (Table

1) as follows (Table 5).

Despite the fact that the proposed classification based on the H-bond defin-

ition (7) unambiguously resolves the aforementioned problems (b) and (d), it

does not however give the complete answer on (a) what is the origin of a blue

shift of nonconventional C–H� � �B bonds or, in the other words, of the biased

nature of the proton-donating ability of the C–H group? The latter is a main

concern of the following section where it is shown that this problem is much

deeper than earlier thought.

Table 5. The ‘‘symmetrized’’ generalizion of Jeffrey’s classification of hydrogen bonds

Type of H-bond Strong Moderate Weak

r(H� � �B), Å 1.2–1.5 1.5–2.2 � 2.2

DR(A�H)j j, Å 0.08–0.25 0.02–0.08 � 0.02

R(A–H)/r(H� � �B) �1 <1 	1

r(A� � �B), Å 2.2–�2.6 2.6–�3.0 � �3.0

EHBj j,kcal �mol�1 15–40 (60 [36,37]) 4–15 � 4

Dn(A�H)j j=n(A�H),% �25 �10–�25 � �10

The purpose of computing is insight, not numbers. R. W. Hamming ‘‘Numerical Methods for

Scientists and Engineers’’, 2nd Ed., McGraw-Hill, 1973
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5 THE CONCEPT OF BLUE-SHIFTED HYDROGEN BOND

5.1 Introductory Background

Upon a closer inspection of Table 3, we conclude that many of the reported

nonconventional, blue-shifting hydrogen-bonded complexes are formed either

by at least two bonds, one of which is the C–H� � �B bond and the other is the C–

X� � �B’ where X indicates a halogen (mainly fluorine) or oxygen atom, or by a

single C–X� � �B’ bond (actually, the latter case cannot be adequately referred to

the C–H� � �B bond; see below for the discussion). To this class belong, for

instance, the following systems: IV: F3C�H � � �FH; XI (structure 2):

F3C�H � � �O(CH2)2; XII: F3C�H � � � O(CH3)2; XLV: CH2F2 � � �HF; LII:

FH2C�H � � �OH2; LIII: CH3F � � �HF, LIX: CH2O � � �CH2O, and likely also

IX: F3C�H � � �ClH. For the systems of the former subclass, the C–X� � �B’ hydro-

gen bond is stronger than the C–H� � �B one. Interestingly, no matter whether the

latter is formed, the C–H bond(s) of such systems contracts compared to that in

the monomer and its stretching vibrational mode n(C–H) undergoes a blue shift.

That is why the systems belonging to the former subclass are hereafter referred as

‘‘blue-shifted’’ H-bonded ones [77a, b]. The complexes between fluoromethanes

and (HF)n molecules treated in Sec. 5.2 are the remarkable examples of both

subclasses. It is also worth in this regard to recall the old experiment by Nelander

[126]who demonstrated that n(C–H) of the complexes between the formaldehyde

molecule and hydrogen bromide, chlorine, and iodine chloride undergo signifi-

cant blue shifts which are larger in nitrogen than in argon matrices.

5.2 Complexes of Fluoromethanes CH2F2 and CH3F with (HF)1 � n � 3

Let us first consider the dimers XLV: CH2F2 � � �HF and LIII: CH3F � � �HF that

are formed between fluoromethane and hydrogen fluoride [76b]. Their global

minimum structures displayed in Table 6 are open complexes due to the absence

of the C–H� � �F hydrogen bonds. In these complexes, the HF monomer is ap-

proximately oriented along the direction of the lone pair of the fluorine atom

involved in the formation of the C–F� � �H–F halogen–hydrogen bond. Therefore,

these dimers CH2F2 � � �HF (XLV) and CH3F � � �HF (LIII) neither belong to the

blue-shifting nor blue-shifted complexes, but rather to the complexes with the

single conventional C�F4 � � �H�F halogen–hydrogen bond (precisely, the sec-

ond subclass in Sect. 5.1) [76b]. The C�F4 bond of CH2F2 and CH3F acts as a

proton acceptor in the C�F4 � � �H�F bond (see the corresponding structures in

Table 6). Its formation causes an elongation of the C�F4 bond by 17–19 mÅ.

A striking feature of the complexes CH2F2 � � �HF and CH3F � � �HF is that

while the C�F4 bond is lengthened, the noninteracting C–H bonds of CH2F2

and CH3F are shortened by 1.3–2.0 and 0.7–1.4 mÅ and the C–H stretches are

blue-shifted by 16–29 and 13�20 cm�1, respectively (Table 6). Put in the other
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Table 6. The selected neutral blue-shifted hydrogen bonds. For the notations see the legend to

Table 3

XLV. CH2F2···HF

C

F4

F3

H1

H2

H

F

1.838

156.9 0.9280

111.2

MP2/aug-cc-pVTZ [76b]:

DR(C�H1) ¼ �0:0014 Å

DR(C�H2) ¼ �0:0007 Å

Dn(C�H) ¼ 13, 20 cm�1

DA(C�H) ¼ �13, � 12 km �mol�1

DE ¼ �4:3 kcal �mol�1

DEBSSE ¼ �3:7 kcal �mol�1

DR(C�F4) ¼ 0:0190 Å

DR(C�F3) ¼ �0:0085 Å

LXXIII. CH2F2···(HF)2

C

H2

F4

F3

H1

H

F H

F

1.740

0.9344

2.326

158.1
0.9366

1.726

120.4

146.9

LXXIV. CH2F2···(HF)3

MP2/aug-cc-pVTZ [76b]:

DR(C�H1) ¼ �0:0019 Å

DR(C�H2) ¼ �0:0020 Å

Dn(C�H) ¼ 24, 38 cm�1

DA(C�H) ¼ �13,� 21 km �mol�1

DE ¼ �7:7 kcal �mol�1

DEBSSE ¼ �6:7 kcal �mol�1

DR(C�F4) ¼ 0:0304 Å

DR(C�F3) ¼ �0:0100 Å

C

F4

F3

H1

H2
F

H

F

H

F
H

0.9405

0.9438

0.9391

1.669

178.6

1.630

166.7

163.2
1.668

2.5525

2.5525

133.1

95.3

LIII. CH3F···HF

MP2/aug-cc-pVTZ [76b]:

DR(C�H1) ¼ �0:0038 Å

DR(C�H2) ¼ �0:0038 Å

Dn(C�H) ¼ 43, 58 cm�1

DA(C�H) ¼ �23,�16 km �mol�1

DE ¼ �6:3 kcal �mol�1

DEBSSE ¼ �5:2 kcal �mol�1

DR(C�F4) ¼ 0:0333 Å

DR(C�F3) ¼ �0:0113 Å

(Continued )
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Table 6. —(Continued)

C

F4

H3

H1

H2

H

F

1.740

0.9315166.7
112.2

LXXV. CH3F···(HF)2

MP2/aug-cc-pVTZ [76b]:

DR(C�H1,3) ¼ �0:0020 Å

DR(C�H2) ¼ �0:0013 Å

Dn(C�H) ¼ 16, 26, 29 cm�1

DA(C�H) ¼ �9,�14,�11 km �mol�1

DE ¼ �6:1 kcal �mol�1

DEBSSE ¼ �5:5 kcal �mol�1

DR(C�F4) ¼ 0:0168 Å

C

H2

F4

H3

H1

H

F H

F

0.9353

2.403

162.2
0.9424

1.633
118.2

151.9

LXXVI. CH3F···(HF)3

MP2/aug-cc-pVTZ [76b]:

DR(C�H1) ¼ �0:0020 Å

DR(C�H2,3) ¼ �0:0027 Å

Dn(C�H) ¼ 22, 39, 40 cm�1

DA(C�H) ¼ �6,�13,�22 km �mol�1

DE ¼ �9:8 kcal �mol�1

DEBSSE ¼ �8:8 kcal �mol�1

DR(C�F4) ¼ 0:0278 Å

C

F4

H3

H1

H2
F

H

F

H

F

H

0.9478

0.9454

0.9383

1.583

179.4

1.606

172.2

167.5
1.669

2.245

123.3

168.1 MP2/aug-cc-pVTZ [76b]:

DR(C�H1) ¼ �0:0028 Å

DR(C�H2) ¼ �0:0026 Å

DR(C�H3) ¼ �0:0032 Å

Dn(C�H) ¼ 26, 42, 52 cm�1

DA(C�H) ¼ 0,�14,�20 km �mol�1

DE ¼ �8:1 kcal �mol�1

DEBSSE ¼ �7:0 kcal �mol�1

DR(C�F4) ¼ 0:0321 Å
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IV. F3C–H···FH

C

H1

F4

F

H

F3

F2

0.9213

0.9252

2.0496

2.0610

2.6046

2.5757

(the upper entry corresponds to

MP2/6-311þþG(2d,2p) and the

lower to MP2/aug-cc-pVTZ)

MP2/6-311þþG(2d,2p) [76a]:

DR(C�H1) ¼ �0:0007 Å

Dn(C�H1) ¼ 16 cm�1

DA(C�H1) ¼ �15 km �mol�1

DE ¼ �3:3 kcal �mol�1

DEBSSE ¼ �2:2 kcal �mol�1

DR(C�F4) ¼ 0:0172 Å

DR(C�F2,3) ¼ �0:0050 Å

MP2/aug-cc-pVTZ [76a]:

Dn(C�H1) ¼ �0:0007 Å

Dn(C�H1) ¼ 15 cm�1

DA(C�H1) ¼ �14 km �mol�1

DE ¼ �3:1 kcal �mol�1

DEBSSE ¼ �2:5 kcal �mol�1

DR(C�F4) ¼ 0:0164 Å

DR(C�F2,3) ¼ �0:0046 Å

LXXVII. CHF3 � � � (HF)2

C

F2

F4

F3

H1

H

F H

F

1.7828

0.9338

2.2393

0.9321

1.8677

LXXVIII. CHF3···(HF)3

MP2/aug-cc-pVTZ [76a]:

DR(C�H1) ¼ �0:0012 Å

Dn(C�H1) ¼ 30 cm�1

DA(C�H1) ¼ �20 km �mol�1

DE ¼ �10:9 kcal �mol�1

DEBSSE ¼ �9:4 kcal �mol�1

DR(C�F4) ¼ 0:0303 Å

DR(C�F2,3) ¼ �0:0076 Å

C

F4

F3

H1

F2
F

H

F

H

F
H

0.9358

0.9386

0.9421

1.7571
1.6498

1.6713

2.2444

LXXIX. H2CO···HF

MP2/aug-cc-pVTZ [76a]:

DR(C�H1) ¼ �0:0039 Å

Dn(C�H1) ¼ 60 cm�1

DA(C�H1) ¼ �19 km �mol�1

DE ¼ �20:1 kcal �mol�1

DEBSSE ¼ �17:5 kcal �mol�1

DR(C�F4) ¼ 0:0318 Å

DR(C�F2,3) ¼ �0:0074 Å

(Continued )
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Table 6. —(Continued)

LXXIX. H2CO � � �HF

CO

H1

H2

F

H

2.9400.9409

1.708

166.8

109.5

LXXX. H2CO···(HF)2

MP2/aug-cc-pVTZ [76d]:

DR(C�H1) ¼ �0:0035 Å

DR(C�H2) ¼ �0:0046 Å

Dnsym(C�H) ¼ 44 cm�1

DAsym(C�H1) ¼ �23 km �mol�1

Dnasym(C�H) ¼ 68 cm�1

DAasym(C�H1) ¼ �49 km �mol�1

DE ¼ �8:6 kcal �mol�1

DEBSSE ¼ �7:9 kcal �mol�1

DR(C–O) ¼ 0.0058 Å

CO

H1

H2

F

H

2.3270.9597

1.590

170.8

115.8

FH
1.669

0.9395

140.6

161.9

MP2/aug-cc-pVTZ [76d]:

DR(C�H1) ¼ �0:0058 Å

DR(C�H2) ¼ �0:0057 Å

Dnsym(C�H) ¼ 63 cm�1

DAsym(C�H1) ¼ þ10 km �mol�1

Dnasym(C�H) ¼ 101 cm�1

DAasym(C�H1) ¼ �76 km �mol�1

DE ¼ �13:8 kcal �mol�1

DEBSSE ¼ �12:8 kcal �mol�1

DR(C–O) ¼ 0.0103 Å

LXXXI. H2CO � � � (HF)3

CO

H1

H2

F

H

2.1530.9696

1.534

179.9

120.6

F

H

1.555

165.2

172.9
F

H

0.9517
1.634

0.9418168.0

MP2/aug-cc-pVTZ [76d]:

DR(C�H1) ¼ �0:0069 Å

DR(C�H2) ¼ �0:0061 Å

Dnsym(C�H) ¼ 67 cm�1

DAsym(C�H1) ¼ þ250 km �mol�1

Dnasym(C�H) ¼ 118 cm�1

DAasym(C�H1) ¼ �69 km �mol�1

DE ¼ �13:0 kcal �mol�1

DEBSSE ¼ �11:8 kcal �mol�1

DR(C–O) ¼ 0.0118 Å
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words: if a given, say ‘‘spectator’’ C�F4 bond of CH2F2 and CH3F that partici-

pates in the C�F4 � � �H�A halogen–hydrogen bond elongates, the nonpartici-

pating C–H bonds of CH2F2 and CH3F which are remote from the contact

region are shortened (to some extent, it partially resembles the aforementioned

two-step mechanism [1, 67, 87]). This straightforwardly implies that a shortening

of the C–H bonds and blue shifts of their stretching vibrational modes of those

fluoromethanes that occur under elongation of the C�F4 while it participates in

the formation of the halogen–hydrogen bond is the intrinsic characteristic of

CH2F2 and CH3F. We call this characteristic as a ‘‘negative response’’ (or

precisely, an ‘‘intrinsic negative response’’) [76f]. This is actually the feature

which, as we believe, underlies the subclass of blue-shifted hydrogen bonds listed

in Table 6 that particularly includes the most stable and cyclic complexes

of CH2F2 � � � (HF)2 (LXXIII), CH2F2 � � � (HF)3 (LXXIV), CH3F � � � (HF)2
(LXXV), and CH3F � � � (HF)3 (LXXVI). In addition to C–F� � �H–F halogen–

hydrogen bonds, they possess C–H� � �F–H hydrogen bonds between the fluor-

omethane and the (HF)2 or (HF)3 moiety.

The formation of the C–F� � �H–F halogen–hydrogen bond in the complexes

LXXIII�LXXVI is accompanied by a further elongation of the C�F4 proton

acceptor bond by �28–32 mÅ. All C–H bonds undergo a contraction ranging

from 1.9 to 3.8 mÅ, thus demonstrating the typical feature of blue-shifting

hydrogen bonds. All C–H stretching frequencies are therefore blue-shifted

from 22 to 58 cm�1. Summarizing: the important, if not a primary cause of

the n(C–H) blue shifts in these complexes LXXIII�LXXV is the elongation of

the C�F4 proton acceptor bond relative to that in the isolated fluoromethane

as a consequence of formation of a halogen–hydrogen bond.

A theory has only the alternative of being wrong or right. A model has a third possibility: it may be

right but irrelevant. Manfred Eigen, in ‘‘The Physicist’s Concept of Nature’’, J. Mehra (Ed.), Reidel,

Dordrecht, 1973.

5.3 The Origin of Intrinsic Negative Response: Theoretical Force-Field Model

5.3.1 Prelude

One of the major corollaries that we deduce from the list of the nonconven-

tional H-bonded systems collected in Tables 3 and 6 is that fluoromethanes act

as the proton donors in a majority of the blue-shifting and blue-shifted hydro-

gen-bonded systems. Notice that the quintessential distinction between the

blue-shifting and blue-shifted hydrogen bonds lies in the following. The former

has only nonconventional A–H� � �B bond(s), that is, the bond whose donor

A–H sub-bond contracts under the A–H� � �B bond formation and whose

corresponding stretching mode n(A–H) undergoes a blue shift with respect to

the isolated donor molecule. In contrast, the latter, which comprises of the
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interacting molecule MI and molecule MII, has at least one conventional

H-bond A1�H1 � � �B1 and at least one nonconventional A2�H2 � � �B2 where

B1 [A2�H2 2MI and B2 [A1�H1 2MII, and is therefore cyclic. Note that in

the blue-shifted complexes of fluoromethanes ( �MI)�MII, the A1�H1 � � �B1

is of the A1�H1 � � �F4�C type (see Table 6).

It is demonstrated in Sect. 5.2 that the C–H bonds of the fluoromethanes

CH2F2 and CH3F are contracted under elongation of the C�F4, and this is

their intrinsic characteristic. This effect is called an intrinsic negative response.

The first conjecture is that fluoroform CF3H does also belong to the subclass of

molecules characterized by an intrinsic negative response.

The most stable and cyclic complexes of F3CH � � �F�H (IV), F3CH � � � (HF)2
(LXXVII), and F3CH � � � (HF)3 (LXXVIII) having both the C–F� � �H–F halo-

gen–hydrogen bonds and the C–H� � �F–H ones are shown in Table 6 (Ref.

[76a]). The formation of the former elongates the C�F4 proton acceptor bond

by � 16– 32 mÅ whereas the nonparticipating C�F2,3 bonds are contracted by

�5–8 mÅ. The C�H1 bond is also shortened by 0.7 – 3.9 mÅ and its stretch

becomes blue-shifted by 15 – 60 cm�1.

The second conjecture is the following: the whole class of molecules with a

negatively response may form blue-shifted complexes with molecules contain-

ing the conventional proton donor(s). In order to understand the origin of a

negative response of fluoromethanes, we propose the following physical model

based on their harmonic force fields [76f] (notice that the idea of the force field

was also invoked for blue-shifting hydrogen bonds by Qian and Krimm [73]).

Let us consider a fluoromethane molecule CHnF4�n (1 � n � 3). It possesses

nine independent degrees of freedom four of which are the radial ones associ-

ated with the four existing bonds, either of C–H or C–F types. The remaining

five degrees of freedom are angular related to the bond angles. According to

Refs. [76a–b], the angular degrees of freedom undergo sufficiently small

changes while CHnF4�n (1 � n � 3) interacts, for example, with (HF)m (1 �
m � 3), and thus will be neglected within the proposed model.

5.3.2 Harmonic ansatz

Within the harmonic approximation that neglects the angular degrees of free-

dom, the potential energy function of CHnF4�n (1 � n � 3) in the vicinity of its

ground-state equilibrium geometry casts as

Uh
n({xi

(n)}4
i¼1) ¼ (1=2)

X4

j¼1

k
(n)
ij x

(n)
i x

(n)
j(8)

where the bond displacement x
(n)
i � ri�rie,rie is the equilibrium length of the ith

bond, x
(n)
1 , . . . , x(n)

n correspond to the C–H bonds and x
(n)
nþ1, . . . , x(n)

4 to the C–F

ones. In Eq. 8, K(n) � (k
(n)
ij 1 � i, j � 4 is the harmonic force constant matrix of

CHnF4�n (1 � n � 3). Notice that the force constant matrix K(n) is symmetric

and reflects the point-group symmetry of CHnF4�n, viz.,

324 Kryachko



n ¼ 1(CHF3): k
(1)
12 ¼ k

(1)
13 ¼ k

(1)
14 , k

(1)
22 ¼ k

(1)
33 ¼ k

(1)
44 , k

(1)
23 ¼ k

(1)
24 ¼ k

(1)
34 ;

n ¼ 2(CH2F2): k
(2)
11 ¼ k

(2)
22 , k

(2)
13 ¼ k

(2)
14 ¼ k

(2)
23 ¼ k

(2)
24 , k

(2)
33 ¼ k

(2)
44 ;

n ¼ 3(CH3F): k
(3)
11 ¼ k

(3)
22 ¼ k

(3)
33 , k

(3)
12 ¼ k

(3)
13 ¼ k

(3)
23 , k

(3)
14 ¼ k

(3)
24 ¼ k

(3)
34 :

The values of matrix elements of K(n) (1 � n � 3) evaluated by means of

the MP2/6-311þþG(2d,2p) and MP2/aug-cc-pVTZ methods are collected in

Table 7.

Let us assume that the spectator C�F4 bond has a length x
(n)
4 ¼ x(n)

o deter-

mined by the formation of the (C)F4 � � �H�A hydrogen bond. This converts

Uh
n({x

(n)
i }4

i¼1) into a reduced potential energy function [76f]

Uh
n({x

(n)
i }3

i¼1;x
(n)
o ) ¼ (1=2)

X3

i, j¼1

k
(n)
ij x

(n)
i x

(n)
j þ (1=2)xo

X3

i¼1

k
(n)
ij x

(n)
i x

(n)
j(9)

which parametrically depends on x(n)
o (notice that the constant term (1/2)

k
(n)
44 (x(n)

o )2 is removed in Eq. 9). We assume that uh
n({x

(n)
i }3

i¼1;x
(n)
o ) has an ex-

tremum at {x
(n)
io }3

i¼1. The latter linearly depend on x(n)
o because of the chosen

harmonic ansatz and obey the following system of linear algebraic equations

(the superscript (n) is removed for simplicity):

k11x1o þ k12x2o þ k13x3o ¼ �k14xo,

k12x1o þ k22x2o þ k23x3o ¼ �k24xo,

k13x1o þ k23x2o þ k33x3o ¼ �k34xo:

(10)

The solutions of (10) are simply expressed in terms of the ratios of the

corresponding minors, viz.,

xio ¼ �(�i=�)xo, i ¼ 1, 2, 3(11)

where

D¼
k11 k12 k13

k12 k22 k23

k13 k23 k33

������

������
, D1 ¼

k14 k12 k13

k24 k22 k23

k34 k23 k33

������

������
, D2 ¼

k11 k14 k13

k12 k24 k23

k13 k34 k33

������

������
, D3 ¼

k11 k12 k14

k12 k22 k24

k13 k23 k34

������

������

are equal to:

n ¼ 1:

D ¼ (k22 � k23)[k11(k22 þ k23)� 2k2
12]

D1 ¼ k12(k22 � k23)
2, D2 ¼ D3 ¼ (k22 � k23)(k11k23 � k2

12);

(12a)

n ¼ 2:

D ¼ (k11 � k12)[k33(k11 þ k12)� 2k2
13]

D1 ¼ D2 ¼ (k11 � k12)(k33 � k34)k13

D3 ¼ (k11 � k12)[k34(k11 þ k12)� 2k2
13];

(12b)
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n ¼ 3:

D ¼ (k11 � k12)[k11(k11 þ k12)� 2k2
12]

D1 ¼ D2 ¼ D3 ¼ (k11 � k12)
2k14

(12c)

and tabulated in Table 7. Using this table, one finally obtains

n ¼ 1: x1o ¼ �0:024xo, x2o ¼ x3o ¼ �0:117xo;(13a)

n ¼ 2: x1o ¼ x2o ¼ �0:032xo, x3o ¼ �0:130xo;(13b)

n ¼ 3: x1o ¼ x2o ¼ x3o ¼ �0:036xo(13c)

Since all intramolecular coupling force constants kij (i 6¼ j) are positive and

kij=knn 	 1 (see Table 7), we approximate the minors as

n ¼ 1: D � k11k
2
22, D1 � k12k

2
22, D2 ¼ D3 � k11k22k23;(12a0)

n ¼ 2: D � k2
11k33, D1 ¼ D2 � k11k33k13, D3 � k2

11k34;(12b0)

n ¼ 3: D � k3
11, D1 ¼ D2 ¼ D3 � k2

11k14(12c0)

The latter leads to the approximate values of the exact solutions (13):

n ¼ 1: x1o=xo � �k12=k11 � �0:031, x2o=xo ¼ x3o=xo � �k23=k22 � �0:134;(13a0)

n ¼ 2:x1o=xo ¼ x2o=xo � �k13=k11 � �0:037, x3o=xo � �k34=k33 � �0:132;(13b0)

n ¼ 3: x1o=xo ¼ x2o=xo ¼ x3o=xo � �k14=k11 � �0:036(13c0)

Concluding, all the ratios xio=xo (i ¼ 1, 2, 3) are negative, and therefore, all

fluoromethanes are characterized by a negative response, meaning that if a

given spectator C�F4 bond stretches, i.e. x(n)
o > 0, each fluoromethane ‘re-

sponds’ by shortening of all other C–H and C–F bonds, viz.,

ri ¼ rie � (Di=D)(r4 � r4e), (Di=D) > 0 (i ¼ 1, 2, 3)(14)

It directly follows from Eqs. 13a–c that fluoroform features the largest

negative response for its C–H bonds whereas methylene fluoride is character-

ized by the largest negative response for its nonparticipating C–F bond. Since

the estimations given in Eq. 13’ are very close to the corresponding exact

solutions 13, we conclude that a negative response of the whole series of

fluoromethanes to the stretched spectator C–F bond originates from the posi-

tivity of the intramolecular coupling force constants kij (i 6¼ j) > 0 (kii > 0 due

to stability of a given fluoromethane), precisely: the larger is the intermolecular

coupling (under the given kii > 0), the larger is a negative response, and the

larger is a blue shift of the respective C–H stretch. We finally define the so-

called harmonic response factors a
(n)
hi � D

(n)
i =D(n) which measure the strengths

of the negative response of CHnF4�n (1 � n � 3): a negative response takes

a place if a
(n)
hi > 0.

5.3.3 Generalization to formaldehyde

We believe that the concept of the negative response and the physical model

behind it can be rather useful to predict whether a given molecule M containing
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B1 [A2�H2 2M belongs to a subclass of blue-shifted H-bonded systems while

interacting with another molecule M0 2 B2 [A1�H1 and forming one conven-

tional H-bond A1�H1 � � �B1 and at least one nonconventional A2�H2 � � �B2.

Let us explain this suggestion in more details invoking the H2CO as an example

(see Refs. [76d–f]).

Within the harmonic approximation, the potential energy of H2CO in the

vicinity of its ground-state equilibrium geometry is represented by

Uh
H2CO(R, r, r0) ¼ (1=2)F11S

2
1 þ F12(S1S2 þ S1S3)þ (1=2)F22(S

2
2

þ S2
3)þ F23S2S3(15)

where R � R (C¼O), r � R(C–H), r0 � R(C–H’), S1 � (R�Re)=Re,

S2 � (r�re)=re, S3 � (r0�r0e)=r
0
e, and the subscript ‘‘e ’’ stands for the equilibrium

Table 7. The harmonic force constants (mdyne�Å�1) of CHnF4�n (1 � n � 3) evaluated within the

MP2/aug-cc-pVTZ and MP2/6-311þþG(2d,2p) approaches [76f]

CHF3 CHF3 CH2F2 CH2F2 CH3F CH3F

MP2/aug-

cc-pVTZ

MP2/6-311

þþG(2d,2p)

MP2/aug-

cc-pVTZ

MP2/6-311

þþG(2d,2p)

MP2/aug-

cc-pVTZ

MP2/6-311

þþG(2d,2p)

k11 5.621 5.693 5.502 5.571 5.491 5.540

5.684a 5.745a 5.590a

k12 0.177 0.176 0.039 0.040 0.031 0.035

0.132a 0.021a 0.020a

k22 6.474 6.283 5.502 5.571 5.491 5.540

5.567a 5.587a 5.605a

k23 0.865 0.857 0.203 0.202 0.031 0.035

0.867a 0.169a 0.022a

k13 0.865 0.857 0.203 0.202 0.031 0.035

0.138a �0.130a 0.020a

k33 6.474 6.283 6.098 5.903 5.491 5.540

6.702a 5.736a 5.605a

k34 0.865 0.857 0.807 0.795 0.198 0.197

0.885a 0.729a 0.147a

k14 0.177 0.177 0.203 0.202 0.198 0.197

0.137a 0.226a 0.136a

k44 6.474 6.283 6.098 5.903 5.776 5.586

6.746a 6.417a 5.164a

D 231.060 220.220 184.141 182.743 165.634 170.014

D1 5.380 5.868 5.905 5.970

5.182 5.707

D2 27.109 5.868 5.905 5.970

26.305 5.707

D3 27.109 23.980 5.905 5.970

26.305 24.219

a The selected force constants of the optimized structures CHnF4�n�(HF2(1 � n � 3; see the

structures LXXIII, LXXV, and LXXVII in Table 6)
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(see, e.g., Ref. [127]). Since the equilibrium structure of H2CO in the ground

electronic state is characterized by C2h symmetry, we define the symmetry-

adapted relative stretching displacements Q23 � (S2 þ S3)=2 and q23 �
S2 � S3, and rewrite Uh(R, r, r0) as

Uh
H2CO sym(R, Q23, q23) ¼ (1=2)F11S

2
1 þ 2F12S1Q23 þ (F22

þ F23)Q
2
23 þ (1=4)(F22 � F23)q

2
23(16)

Let us consider the C¼O bond as a spectator bond fixed at some length Ro that

corresponds to So
1 � (Ro�Re)=Re:U

h
H2CO sym(R, Q23, q23) transforms then to

the reduced form

uh
H2CO sym(Q23;Ro) ¼ 2F12S

o
1Q23 þ (F22 þ F23)Q

2
23(17)

that determines a function of Q23 parametrically depending on Ro via So
1 .

Notice that the last term on the rhs of Eq. 16 is removed as decoupled from

S1. An extremum of uh
H2CO sym(Q23;Ro) is attained at Qo

23 ¼ Qo
23(S

o
1 ) which

satisfies the following linear algebraic equation:

F12S
o
1 þ (F22 þ F23)Q

o
23 ¼ 0:(18)

Therefore,

Qo
23 ¼ �[F12=(F22 þ F23)]S

o
1 � �ahS

o
1(19)

where ah is a so-called harmonic response factor introduced here by analogy

with Sect. 5.3.2. Substituting the values of the harmonic force constants

F12 ¼ 0:714, F22 ¼ 2:964, and F23 ¼ 0:086 aJ given in Ref. [127] into Eq. 19

yields ah ¼ 0:234 [76d].

Therefore, since the ratio Qo
23=S

o
1 (S

o
1 > 0) is negative or, equivalently, the

harmonic response factor is positive, an elongation of the spectator C¼O bond

causes a contraction of the C–H bonds. Obviously, a positivity of the harmonic

response factor is completely determined by the sign of the intramolecular

coupling F12. Table 6 demonstrates that formaldehyde H2CO forms noncon-

ventional blue-shifted hydrogen bonds with hydrogen fluoride clusters

(HF)2 � m � 3 [76d].

With hydrogen fluoride, formaldehyde interacts quite strongly, forming a

stable dimeric complex LXXIX (Table 6) with the binding energy of ca.

�8 kcal �mol�1, that indicates a strong F–H� � �O¼C hydrogen bond. The dis-

tance r(H1 � � �F) of about 2.94 Å slightly exceeds the sum of the van der Waals

radii of F and H (�2.90 Å), hence their contact C�H1 � � �F cannot be definitely

treated as a hydrogen bond, according to the rule 4. However, together with the

remote C�H2 bond, the C�H1 one, undergoes substantial changes relative to

the isolated H2CO molecule: their bond lengths are shortened by 3.5 and

4.6 mÅ and their symmetric and asymmetric stretching modes are blue-shifted
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by 44 and 68 cm�1. We may thus conclude that it is definitely the formation of

the F–H� � �O¼C hydrogen bond that causes an elongation of the C¼O bond by

about 0.006 Å and simultaneously contracts both C–H bonds, and consider-

ably blue shifts their stretches.

The complexes H2CO � � � (HF)2 (LXXX) and H2CO � � � (HF)3 (LXXXI) are

cyclic, characterized by the planar, Cs-symmetric equilibrium structures

and the binding energies amounting, respectively, to �12:8 kcal �mol�1 and

�11:8 kcal �mol�1 (see Table 6). In addition to the strong, conventional and

red-shifted hydrogen bonds F–H� � �O¼C and F–H� � �F, they possess the blue-

shifted C�H1 � � �F contact since r(H1 � � �F) ¼ 2.33 Å in LXXX and 2.15 Å in

LXXXI. Both C–H bonds in the complexes LXXX and LXXXI are considerably

contracted that correlates with a further elongation of the C¼O bond as the

ring size increases. Relative to the monomer, the nsym(C�H) and nasym(C–H)

undergo enormous blue shifts equal, correspondingly, to 63 cm�1 and 101 cm�1

for (LXXX), and 67 cm�1 and 118 cm�1 for (LXXXI) [76d]. These are the

largest theoretical blue shifts obtained so far for C–H� � �F nonconventional

hydrogen bonds (together with the complex H2CO � � � (HF)4 whose

Dnsym(C�H) and Dnasym(C�H) reach þ77 and þ127 cm�1, respectively [76d]).

It is worth finally mentioning that in comparison with the dimer LXXIX, the

infrared intensities of nsym(C�H) and nasym(C�H) of the trimer LXXX are

correspondingly larger and lower.

Why did it stop where it did?

Cheshire Cat

Lewis Carrol ‘‘Alice in Wonderland’’

6 CONCLUSIONS AND PERSPECTIVES

The aim of the present review is mainly threefold. First of all, it is considered as

an attempt to consolidate the conventional and nonconventional, blue-shifting

hydrogen bonds by modifying the obsolete classification of the former ones

in order to include the latter. Second, it provides the most complete list of

C–H� � �B nonconventional hydrogen bonds gathering more than 80 systems.

Third, it discusses the concept of blue-shifted hydrogen bonds which form a

quite large subclass of the blue-shifting ones and whose intramolecular coup-

ling(s) play the predominant role in the blue shifts of their C–H stretching

vibrational frequencies. Finally, it presents some cyclic H2CO � � � (HF)1� n� 3

clusters which are primarily stabilized by the strong F–H� � �O¼C and F–H� � �F
hydrogen bonds and which reveal unusually large blue shifts of the C–H

stretching modes, exceeding 100 cm�1 and thus comparable, by the absolute

value, with the red shift of the archetypical water dimer with its typical classical

hydrogen bond. We believe that the force-field model proposed in Sect. 5.3 will

be a useful tool to predict new blue-shifted hydrogen bonds.
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CHAPTER 9

HYDROGEN–HYDROGEN BONDING:

THE NON-ELECTROSTATIC LIMIT OF

CLOSED-SHELL INTERACTION BETWEEN

TWO HYDROGEN ATOMS.

A CRITICAL REVIEW

CHÉRIF F. MATTA

Department of Chemistry, Dalhousie University, Halifax, Nova Scotia, Canada B3H 4J3 and

Department of Chemistry, McMaster University, Hamilton, Ontario, Canada L8S 4M1.

Abstract This chapter reviews some of the recent work about hydrogen–hydrogen bonding (an

essentially non-electrostatic closed-shell interaction) and contrasts it with dihydrogen

bonding (a predominantly electrostatic closed-shell interaction). These two modes are

shown to represent the two extremes of a continuum of closed-shell interactions

between pairs of hydrogen atoms in molecules.

Keywords: Hydrogen bonding; hydrogen–hydrogen bonding; dihydrogen bonding; topology of

the electron density; quantum theory of atoms in molecules (QTAIM); bond path.

A class must be defined in terms of observable properties, and this often intro-

duces difficulties of two kinds. The first difficulty is associated with the fact that

most properties can vary continuously, at least from a practical viewpoint, so that

clean-cut separations of things are often somewhat arbitrary. . . . The other

difficulty concerns the fact that it is often necessary to amend definitions many

times in order that the class may continue to be useful [1].

E. B. Wilson, Jr. (1952)

1 INTRODUCTION

In a typical first year textbook, the hydrogen bond is introduced as a largely

electrostatic interaction in which a negatively charged heteroatom X is cova-

lently bonded to a positively charged hydrogen atom which in turn attracts

another negatively charged heteoratom B. The hydrogen bond is, thus, sym-

bolically denoted by Xd�---Hdþ � � �Yd�---Zdþ, where the X–H group is known as
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the hydrogen donor (or electron acceptor) and atom Y, which usually possesses

a lone pair, as the hydrogen acceptor (or electron donor). The stabilisation

arising from hydrogen bonding is primarily a result of Coulombic attraction

which also imparts this bonding interaction with its directional nature.

In addition to this broad class of ‘‘conventional’’ hydrogen bonds, several

non-conventional variants also exist in nature [2–7]. For example, hydrogen

bonds occur in systems with non-conventional hydrogen acceptors, such as

isonitriles [8, 9], carbanions [10, 11], carbenes and silynes [12], p-systems

[8, 9, 13]. Non-conventional hydrogen bonds also include those known as

hydridic, also termed ‘‘inverse hydrogen bonds’’ since they are characterised

by an inverted polarity [9], that is Xdþ---Hd� � � �Ydþ, and a newly characterised

p � � �Hdþ � � �p bonding interaction [14]. Koch and Popelier presented for the

first time a complete characterisation of the hydrogen bond on the basis of the

topological properties of the electron density [15].

The domain of the hydrogen bond was further enlarged with the discovery of

the dihydrogen bond in the 1990s by Crabtree et al. [16–21] and by others [22–

24]. These groups reported unusually short H� � �H contacts, dH���H ¼ 1:7---2:2 Å

(significantly shorter than twice the van der Waals radius of a hydrogen atom,

�2.4 Å) [25], in X-ray crystallographic structures of organometallics. The

dihydrogen bonds are generally of the type Xd�---Hdþ � � �Hd�---Mdþ [19], where

M is a metal atom such as Ir, and X is an electronegative atom such as O or N

[17], or of the type Nd�---Hdþ � � �Hd�---Bdþ as revealed by neutron diffraction

crystallography of BH3NH3 [18, 20].

The dihydrogen bond is thus a type of hydrogen bond in which the acceptor

happens to be a hydrogen atom bearing a negative charge due to its bonding to a

less electronegative atom such as a metal atom. The qualifier ‘‘dihydrogen’’ is a

good choice since, in my opinion, it stresses the fact that this is a hydrogen

bonding interaction, it just happens to have a second hydrogen as the acceptor.

As any other hydrogen bond, a major source of stability in the dihydrogen bonds

is electrostatic including for example dominant dipole–monopole and dipole–

dipole contributions. The dihydrogen bond is the subject of considerable current

theoretical [3, 26–40] and chemical informatics [41] interest and has been fully

characterised based on the topological properties of the electron density [26].

In contrast to this largely electrostatic and rather directional interaction,

evidence also suggests that a closed-shell stabilising interaction can occur

between hydrogen atoms that are electrically neutral, close to electrical

neutrality, or bearing identical or similar charges. The identity or similarity of

these charges is due to molecular symmetry or similarity of the electronic

environment, respectively, of the two hydrogen atoms involved in this bond-

ing. To my knowledge, the earliest definitive low temperature neutron diffrac-

tion crystallographic report of a very short intramolecular H� � �H contact

(dH���H ¼ 1:713(3) Å, in norbornene derivatives) was published as early as

1983 [42]. In another experimental study, Reid et al [43]. were able to obtain

an isotropic interaction potential for (CH4) � � � (CH4) from crossed molecular
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beam experiments with De � 0:40 kcal=mol at a carbon–carbon separation

(dC���C) of 4.02 Å, data consistent with a previous, also isotropic, experimental

determination (De � 0:35 kcal=mol at dC���C ¼ 4:18 Å) [44]. These results were

reproduced in a theoretical study in the cases of two (out of six) possible

arrangements of the CH4 dimer (D2h and D3d) [45]. For these two geometries,

De was found to be 0.22 and 0.30 kcal/mol with an equilibrium dC���C separation

of 4.256 and 3.765 Å, respectively [45], at the MP2/6-311G(2d,2p) level of

theory after correction for basis set superposition error (BSSE) by the coun-

terpoise (CP) method [46, 47]. MP2 calculations performed on the remaining

geometrical arrangements with a variety of basis sets, with and without BSSE

correction, showed that all (CH4) � � � (CH4) complexes are bound (with energies

ranging from 0.06 to 0.43 kcal/mol, the shortest dH���H in each system ranging

from 2.226 to 3.447 Å, and dC���C from 3.765 to 4.868 Å) [45].

Thus, based on energetic considerations obtained from experiment and from

theory, it becomes clear that systems with C–H� � �H–C in which there is no net

electrical charges on the hydrogen atoms (or very small charges of the same

sign) can exhibit energetic stability, potentials typical of bound systems, and

stable equilibrium geometries. The absence, identity, or close similarity of the

electrical charges on the hydrogen atoms obviously sets this type of interaction

apart from dihydrogen bonding, or for that matter, from hydrogen bonding all

together. On these grounds, interactions of the type C–H� � �H–C deserve a

separate class since they cannot be regarded as variants of the hydrogen

bond, lacking, as they do, a donor and an acceptor. We have suggested,

therefore, to refer to this interaction as hydrogen–hydrogen bonding [48] (or in

short, H–H bonding) to distinguish it from dihydrogen bonding. The qualifier

‘‘hydrogen–hydrogen’’ emphasises the similarity of these two atoms by listing

them on an equal footing.

Several experimental [42, 49–56], theoretical [27, 48, 57–62], and informatics

[41] studies report intermolecular [41, 50, 51, 54–56, 60] and intramolecular

[27, 40, 42, 48, 49, 52, 53, 57–59, 61, 62] H–H bonding interactions, the majority

referring to it as ‘‘dihydrogen bonding’’, and some referring to it as a

non-bonding repulsive interaction [57] or ‘‘non-bonded distance’’ [42]. In this

chapter we will review some of the evidence showing that this interaction is

indeed stabilising, and hence should be described as a ‘‘bonding interaction’’.

It is unfortunate that, so far, the majority of publications about closed-shell

interactions between a pair of hydrogen atoms do not discriminate between H–H

bonding and dihydrogen bonding and lump them together under the designation

‘‘dihydrogen bonding’’. One of the goals of this chapter is to encourage authors

and educators to clearly indicate which end of the continuum they refer to, since

H–H bonding is qualitatively different than dihydrogen bonding.

In the spirit of the opening quote of this chapter, the quantum theory of

atoms in molecules (QTAIM) [63] has been extensively applied to classify and

understand bonding interactions in terms of a quantum mechanical observable:

the electron density r(r). In this chapter we will take advantage of this theory to
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draw the distinction between the two ends of the hydrogen–hydrogen bon-

ding� � �dihydrogen bonding continuum, with a particular focus on the former.

In view of the explosion of literature on the topic, and despite my best effort,

I may have missed important and/or relevant literature. If this is so, I do

apologise to the reader and to the author(s) whom I could have missed unin-

tentionally. Some of the material here complements [64] what has already been

published (see in particular Ref. [48]) and effort was made to keep duplication

at a minimum.

2 SOME BASIC CONCEPTS OF THE QUANTUM

THEORY OF ATOMS IN MOLECULES (QTAIM)

Parallel to the exciting reports about new types of hydrogen–hydrogen inter-

actions, a paradigm shift was (and is) taking place in interpretative theoretical

chemistry. Since the publication of Bader’s classic monograph in 1990 [63],

the quantum theory of atoms in molecules (QTAIM) has become a standard

tool for the interpretation of theoretical and experimental [65–69] electron

density distribution maps. The theory and its applications have been reviewed

on a number of occasions by its principal author [63, 70–78] and by others

[65–67, 69, 79–84]. A brief reminder of some of the basic concepts of QTAIM

will be presented here with the sole purpose of keeping this chapter self-con-

tained, but the interested reader is referred to the previously cited literature for

in-depth treatments.

The starting point in QTAIM is the topology of the electron density r(r). The

topology of the density dictates a natural partitioning of the molecular space

into disjoint, generally mononuclear regions (with the uncommon exception

when non-nuclear attractors are present [85, 86]), which are identified as atoms

in molecules, or AIMs. The atoms in a molecule are bounded by surfaces of

zero-flux in the gradient vector field of the electron density, i.e., the surfaces

bounding each atom are not crossed by any of the gradient vectors (rr(r) ) at

any point belonging to the surface (see Fig. 1). A zero-flux surface is also

sometimes referred to as an interatomic surface (IAS). All points belonging to

a zero-flux surface satisfy the condition:

rr(r) . n(r) ¼ 0(1)

where r is the position vector and n(r) is the unit vector normal to the surface.

Figure 1a is a plot of the electron density and its associated gradient vector

field of a planar molecule BF3 in the molecular plane. The figure illustrates how

the zero-flux surfaces partition the molecular space into disjoint mononuclear

regions, namely atomic basins, and how such surfaces differ from an arbitrary

surface for which rr(r) . n(r) 6¼ 0. The left half of Fig. 1a is a contour plot of

the electron density r(r), the contours increase in value as they approach the

nuclei. Each contour line is a line with a constant value of the electron density.
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(a)

(b)

Figure 1 (see color section). (a) Plot of the electron density distribution (left) and the associated

gradient vector field of the electron density (right) in the molecular plane of BF3. The lines

connecting the nuclei (denoted by the blue arrows) are the lines of maximal density in space, the

B–F bond paths, and the lines delimiting each atom (green arrows) are the intersection of the

respective interatomic zero-flux surface with the plane of the drawing. The density contours on

the left part of the figure increase from the outermost 0.001 au isodensity contour in steps of

2� 10n, 4� 10n, and 8� 10n au with n starting at �3 and increasing in steps of unity. The three

bond critical points (BCPs) are denoted by the small red circles on the bond paths. One can see that

an arbitrary surface does not satisfy the dot product in Eq. 1 since in this case the vectors are no

longer orthogonal. (b) Three-dimensional renderings of the volume occupied by the electron density

with atomic fragments in the BF3 molecule up to the outer 0.002 au isodensity surface. The

interatomic zero-flux surfaces are denoted by the vertical bars between the atomic symbols, FjB.

The large spheres represent the nuclei of the fluorine atoms (golden) and of the boron atom (blue-

grey). The lines linking the nuclei of bonded atoms are the bond paths and the smaller red dots

represent the BCPs.
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The right half of Fig. 1a depicts the gradient vector field rr(r) associated with

the density. The gradient vector lines represent the directions of steepest ascent

from infinity and converging onto the nuclei (with the exception of the finite set

of lines that terminate, each, at a bond critical point which is defined below). It

is immediately apparent from the figure that the gradient vector field lines

partition the molecular space into four separate atomic basins, three fluorine

basins and one boron basin at the centre of the figure (in Fig. 1a, the atomic

basin of one fluorine atom is shaded in grey, another is coloured, the third as

well as the central boron atoms are left without shading or colours).

QTAIM provides a definitive answer to the question of whether two atoms

are bonded or not even in ambiguous cases [87, 88] and, as a consequence, the

molecular graph, i.e., the chemical structure, is readily defined by this theory.

Two atoms are bonded if their nuclei are linked in space by a line of maximal

electron density termed the bond path [89, 90] (see Fig. 1). A single bond path

links the nuclei of chemically bonded atoms irrespective of the mode of the

bonding: covalent (single or multiple), hydrogen, van der Waals, ionic, metallic,

etc. The properties of the electron density determined at the point of lowest

density along the bond path, where

rr ¼ i
@r

@x
þ j

@r

@y
þ k

@r

@z
¼~00(2)

are a basis for the classification of bonding interactions both qualitatively

(covalent/shared, polar-covalent, or closed-shell) and quantitatively (bond

order/bond strength) [63]. Points in the electron density satisfying Eq. 2 are

termed critical points (CPs) and the critical point that falls on the bond path

between the nuclei of two bonded atoms is called bond critical point (BCP). It is

at the BCP that the bond path intersects with the zero-flux interatomic surface

shared by the two bonded atoms (see Fig. 1).

Thus, while ‘‘a bond’’ has no definition in physics and is not an observable,

a bonding interaction is well characterised in terms of observable physical

quantities measured at the BCP. The collection of all bond paths found in a

molecule defines the molecular graph. Every molecular graph is mirrored in

space by a ‘‘shadow’’ graph composed of the lines of maximally negative

potential energy density, i.e., lines of ‘‘maximal stability’’ in space, linking the

same nuclei which are linked by a bond path [91]. The line of maximally

negative potential energy density linking the nuclei of two bonded atoms is

termed a ‘‘virial path’’ and the shadow graph composed of all the virial paths in

a system is referred to as the ‘‘virial graph’’. This line of maximal stability that

always connects the same nuclei sharing a bond path brings the chemist’s

intuition associating stability to bonding into the realm of physical three-

dimensional space.

Traditionally, the full power of quantum mechanics was only applicable to

whole undivided (closed) systems such as an isolated molecule, a crystal, an

isolated atom, whether unperturbed or bathed in an external field. Before the
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inception of QTAIM [92], there seemed to be no way to obtain the quantum

expectation value of an operator averaged over an open quantum system, that is,

a system capable of exchanging matter and energy with its surrounding such as

an atom within a molecule.

Bader has shown that the topological partitioning of the molecules into

atomic basins coincides with the requirements of formulating quantum mech-

anics for open systems [93], and in this way all the so-called theorems of

quantum mechanics can be derived for an open system [94]. Furthermore, the

zero-flux condition, Eq. 1, turns out to be the necessary constraint for the

application of Schwinger’s principle of stationary action [95] to a part of a

quantum system [93]. The successful application of QTAIM to numerous

chemical problems has thus deep physical roots since it is a theory which

expands and generalises quantum mechanics themselves to include open and

total systems, both treated on equal formal footing.

The partitioning of the molecular space into well-defined disjoint atomic

basins is a necessary requirement for translating the chemist’s intuition of

expressing molecular properties in terms of atomic and group contributions.

In this manner, the expectation value of an observable averaged over all the

molecular space is equal to that obtained from the sum of the expectation

values of this operator averaged over all the atoms in the molecule (or in the

extended system or crystal), and one can write

ÂA
D E

molecule
¼
X

all atoms
in the

molecule

i

N

ð

Vi

ð
1

2
[C�ÂACþ (ÂAC)�C]dt0

� �
dr

0
B@

1
CA

¼
X

all atoms
in the

molecule

i

ð

Vi

rAdr

� �
¼
X

all atoms
in the

molecule

i

A(Vi)(3)

where ÂA
D E

molecule
is the molecular expectation value of the operator ÂA, A(Vi) is

the average value of the property A over the volume Vi of the ith atom in the

molecule, the symbol
Ð

dt0 implies integration over the coordinates of all

electrons but one and summation over all spins, and N is the total number of

electrons in the molecule.

Equation 3 expresses any global (molecular) property as a sum of atomic

contributions, each obtained by averaging the appropriate operator over the

volume of the atom. This partitioning takes advantage of the fact that all

molecular properties can be expressed in terms of corresponding densities in

three-dimensional space rA(r). An atomic population, for example, is the

expectation values of the number operator averaged over the atomic basin in

questions, and is, thus, a quantum mechanical observable [96, 97]. As a second

example, in Sect. 4 we will see how the energy density is used to define the

energy of an atom in a molecule.
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The QTAIM atomic properties have been applied in numerous fields (see, for

example, the reviews in Refs. [70, 96] and references therein). Even molecular

vibration-induced changes in QTAIM properties, such as changes in atomic

polarisabilities and in atomic dipolar polarisations, have been used for the

accurate prediction of Raman [98–101] and infrared [102–104] intensities,

respectively.

3 THE CLASSIFICATION OF BONDING INTERACTIONS

ACCORDING TO QTAIM

3.1 Electron Density at the Bond Critical Point

The strength of a chemical bond, reflected in its bond order (BO), is strongly

correlated to the electron density at the BCP (rb) [63]:

BO ¼ exp [a(rb � b)](4)

where a and b are constants dependent on the nature of the bonded atoms.

Generally, rb > 0:20 au for shared or polar interactions (covalent bonding) and

<0.10 au for closed-shell interactions (ionic, van der Waals, hydrogen, dihy-

drogen, H–H bonding, etc.)

The electron density at the BCP has been shown to be strongly correlated

with the binding energy for several hydrogen bonded systems, a separate

regression being necessary for each class of hydrogen bonding (see, for ex-

ample, Refs. [31, 35, 105–109]).

3.2 Laplacian of the Electron Density at the Bond Critical Point

The trace of the diagonalised Hessian matrix is known as the Laplacian which

is written explicitly:

r2r(r) ¼ r � rr(r) ¼ @
2r(r)

@x2

|{z}
l1

þ @
2r(r)

@y2

|{z}
l2

þ @
2r(r)

@z2

|{z}
l3

(5)

When evaluated at the BCP, r2rb is the sum of two negative curvatures

perpendicular to the bond path (l1 and l2) and a positive curvature (l3)

tangent to it (by convention, jl1j > jl2j). In a shared interaction, the two

negative curvatures dominate as density is accumulated between the nuclei,

therefore rb is large and r2rb < 0. In a typical C–H bond, for instance,

rb ¼ 0:29 au and r2rb ¼ �1:1 au. On the other hand, in a closed-shell inter-

action the density is depleted in the region of contact of the two atoms and

hence rb is small and r2rb > 0. A hydrogen bond such as N–(H� � �O)¼C, for

example, has rb ¼ 0:01 au and r2rb ¼ þ0:03 au. In polar bonding, e.g. C–X

(e.g., X ¼ O, N, F), there is a significant charge accumulation between the
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nuclei, as in any shared interactions, but the Laplacian in this type of bonding

can be of either sign.

3.3 Bond Ellipticity

The ellipticity, defined as « ¼ (l1=l2 � 1), measures the preferential accumula-

tion of electron density in a given plane containing the bond path at the BCP.

When « ¼ 0, in other words when l1 ¼ l2, the bond is cylindrically symmet-

rical. The extent of the departure from cylindrical symmetry measures the

p-character of the bonding up to the limit of the ‘‘double bond’’ for which

the ellipticity is maximal. The ellipticity decreases again with an increasing

triple bond character since at the limit of BO ¼ 3 the bonding regains its

cylindrical symmetry (having two perpendicular p-bonding interactions). A

carbon–carbon bond with « ¼ 0 includes H3(C---C)H3 for example, this value

rises to 0.23 in benzene and 0.45 in ethylene to fall back to zero for acetylene.

3.4 Energy Densities at the Bond Critical Point

Energy densities are determined by the one-electron density matrix and when

determined at the BCP they provide a means to classify chemical bonding. The

potential energy density V (r), also known as the virial field, is the average

effective potential field felt by a single electron at point r in a many-particle

system. At an equilibrium geometry, the integral of V (r), which is negative

everywhere, yields the total potential energy of the molecule. The virial field,

the kinetic energy density, and the Laplacian are interrelated through the local

expression of the virial theorem, which when written for a stationary state is

[63, 77, 93]:

�h2

4m

� �
r2r(r) ¼ 2G(r)þ V(r)(6)

where

G(r) ¼ �h2

2m
N

ð
dt0rC� � rC(7)

where G(r) is the gradient kinetic energy density and � is an antisymmetric

many-electron wave function.

The application of the local virial theorem at the BCP implies that inter-

actions for which r2rb < 0 are dominated by a local lowering of the potential

energy, while those for which r2rb > 0 are dominated by a local excess in the

kinetic energy (since G(r) > 0 and V (r) < 0, always).

To compare the kinetic and potential energy densities on an equal standing,

instead of the 2:1 virial ratio, Cremer and Kraka [110] evaluate the total

electronic energy density at the BCP:
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Hb ¼ Gb þ Vb(8)

which when integrated over the whole space yields the total electronic energy.

Hb assumes negative values for all interactions with significant sharing of

electrons, its magnitude reflecting the ‘‘covalent character’’ of the interaction

[110].

3.5 Electron Delocalisation (Exchange) Between Bonded atoms as a Measure

of Bond Order

The bond order traditionally means the number of electron pairs shared be-

tween two bonded atoms. The sharing of electrons between any two atoms in a

molecule is measured by the delocalisation index d(A,B). This index is the

magnitude of the exchange of the electrons in the basin of atom A with those

in the basin of atom B [111]:

d(A,B) ¼ 2 Fa(A,B)j j þ 2 Fb(A,B)
�� ��(9)

where

Fs(A,B) ¼ �
X

i

X

j

ð

A

dr1

ð

B

dr2{f�i (r1)fj(r1)f
�
j (r2)fi(r2)}

¼ �
X

i

X

j

Sij(A)Sji(B)(10)

where Sij(A) ¼ Sji(A) is the overlap integral of two spin orbitals over a region

A, and s represents spin (a or b).

A delocalisation index can be calculated between any two atoms in a mol-

ecule, a complex, or a crystal, whether these two atoms are bonded or not. When

d(A,B) is calculated for two bonded atoms it is a measure of the bond order

between them [111, 112]. Since rb and the BO are strongly correlated (Eq. 4),

Matta and Hernández-Trujillo suggested to calibrate this correlation using the

delocalisation index rather than arbitrarily assigned bond orders [113]:

d(A, B) ¼ exp [a(rb � b)](11)

3.6 Classification of Bonding Interactions

Bianchi et al. present a concise pictorial summary of the QTAIM characterisa-

tion and classification of bonding interactions in the conclusion of their paper

about the electron density of Mn2(CO)10 [114]. Figure 2 is an adaptation (with

modifications) of their scheme. The classification is to be taken as a general

guide since exceptions and special cases do arise as one attempts to draw a

correspondence between classical bonding descriptors (ionic, covalent, etc.) and

quantum mechanical quantities.
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4 ATOMIC ENERGIES

Since the atomic energies are used to complement the characterisation of the

H–H bonding by unravelling regions of local stabilisation or destabilisation

within the molecule, a brief discussion of how these energies are obtained is

recapped here (see Bader’s book [63] for a complete treatment).

4.1 The Partitioning of the Total Molecular Energy into Atomic Contributions

An expression alternative to Eq. 7 can be written for the kinetic energy density:

K(r) ¼ � �h2

4m
N

ð
dt0[Cr2C� þC�r2C](12)

Shared
interactions

Covalent
bonding

Polar-covalent
bonding

Dative
bonding

Metallic
bonding

Closed-shell
interactions

lonic bonding

Hydrogen
bonding and

van der Waals
bonding

Increasing
 Gb, |Vb|, |Hb|

rb high

d(A, B) high

rb low

d(A, B) low

2rb > 0

 2r
b > 0

Vb << 0
Gb << |Vb|
Hb << 0

Vb < 0

Vb < 0

Gb ≈ |Vb|

|Hb| ≈ 0

Gb ≈ |Vb|

Hb < 0

Hb < 0

Vb < 0

|Hb| ≈ 0

Gb ≈ |Vb|
Hb > 0

Vb < 0

|Hb| ≈ 0

Gb ≈ |Vb|
Hb > 0 (but can also
             be negative)

2r
b can be of

either sign

Vb << 0
Gb << |Vb|
Hb << 0

Figure 2. Classification of chemical bonding (adapted with modifications after Ref. [114]).
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the two expressions being related by

K(r) ¼ G(r)� �h2

4m
r2r(r)(13)

From Eq. 13, it is clear that the integral of the kinetic energy densities K(r) and

G(r) over an arbitrary volume (v) would generally yield two different values,

since the integral of the term proportional to r2r(r) does not generally vanish

when the integral is over an arbitrary volume. Obtaining two different values

for the kinetic energy of the same region of space depending on which (equiva-

lent) expression one uses is clearly physical nonsense. One can therefore say

that the kinetic energy is not well-defined for an arbitrary region of space. As a

corollary, the kinetic energy of an open system is well-defined if the integral of the

Laplacian over that system vanishes, since this is the only way that would result

in the equality K(v) ¼ G(v). The Laplacian integral vanishes over the total

system (as expected) and only over ‘‘proper’’ open systems, designated as

‘‘proper’’ since they are the only open systems (out of an infinity of possible

open systems) for which the kinetic energy is well defined. To see this point

more clearly, we write the integral of Eq. 13 over v:

K(v) ¼ G(v)� �h2

4m
N

ð

v

dt0 r � rr(14)

The volume integral in the right-hand side of Eq. 14 can be transformed into a

surface integral:

K(v) ¼ G(v)� �h2

4m
N

ð
dS(v,r)rr � n(r)(15)

The second term in the right-hand side vanishes only for systems bounded by

a zero-flux surface, i.e., satisfying Eq. 1. Such systems include the total system

and proper open systems such as atoms in molecules. A proper open system

will be referred to as V to distinguish it from an arbitrary bounded region of

space v.

Thus, for a proper open system one can write

K(V) ¼ G(V) ¼ T(V)(16)

Since the integral of the Laplacian vanishes over V, the integral of the local

statement of the virial theorem (Eq. 6) over the volume of an atom V in a

molecule yields the atomic virial theorem:

�2T(V) ¼ V(V)(17)

where the V(V) is the total atomic virial.

The atomic electronic energy Ee(V) is

Ee(V) ¼ T(V)þ V(V)(18)
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For systems in equilibrium there are no (Hellmann–Feynman) forces acting on

the nuclei and the virial equals the average potential energy of the molecule, i.e.,

V ¼ V. Under this condition Eq. 17 becomes

�2T(V) ¼ V (V)(19)

where V(V) is the potential energy of atom V, and Eq. 18 becomes

E(V) ¼ Ee(V) ¼ T(V)þ V (V) ¼ �T(V)(20)

where E(V) is the total energy of atom V.

Thus, the energy of an atom in a molecule at its equilibrium geometry is

obtained from the atomic statement of the virial theorem, E(V) ¼ �T(V). The

sum of atomic energies yields, naturally, the total energy of the molecule

(obtained directly from the electronic structure calculation) to within a small

numerical integration error. This additivity of the atomic energies is expressed:

Etotal ¼
X

V

E(V):(21)

Equation 21 is, truly, a remarkable result by virtue of which the total molecular

energy is given an atomic basis. Such partitioning of the total energy is indis-

pensable if one is to understand the atomic origins of the energetic difference

between two isomers for example.

4.2 A ‘‘Technical’’ Caveat

The well-known molecular virial theorem is expressed:

g ¼ �V

T
¼ 2(22)

In an electronic structure calculation, however, Eq. 22 is generally not satisfied

exactly and the virial ratio (g) can sometimes deviate by as much as 0.01 from

the ideal value of 2. Due to this deviation of the virial ratio, atomic energy will

not sum to yield the molecular energy, i.e., Eq. 21 will not be satisfied to an

acceptable accuracy. A numerical rectification for this problem is performed

(by default) by the atomic integration software [115–119]. The rectification

consists of multiplying each atomic kinetic energy, T(V), by (1�g) rather

than by (�1). These numerically corrected (scaled) atomic energies do satisfy

Eq. 21, and their sum equals or is very close to the total molecular energy

(within a numerical integration error). The virial corrections generally scale

linearly with respect to T(V), being smallest for hydrogen atoms, which—

fortunately—leaves the relative stabilities of the atoms unchanged.

In benchmark calculations [48, 120], however, one needs to perform atomic

integrations of energy densities obtained from systems which satisfy the mo-

lecular virial theorem exactly (see discussion in Ref. [120]). Dr. Keith has

written a link [121] for the Gaussian program [122] that implements Löwdin’s

scaling of the electronic coordinates [123, 124], the so-called self-consistent
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virial scaling (or SCVS), so that the final wave function satisfies the molecular

virial theorem, Eq. 22, exactly. Calculations using this link [121] yield wave

functions which satisfy the virial theorem to the eighth decimal place.

5 METHOD

In this review, we describe the basic steps in theoretical (molecular, non-

periodic) calculations to study the H–H bonding interactions. For the analysis

of electron density obtained by high-resolution low-temperature X-ray diffrac-

tion experiments coupled with multipolar refinement [125], the reader is re-

ferred to the literature [65, 66].

First, a wave function is calculated from first principles using an available

electronic structure program such as Gaussian 03 [122]. Second, the topology of

the electron density is analysed with software such as AIMPAC [115, 116] or

AIM 2000 [118, 119] to locate the critical points and the interatomic zero-flux

surfaces. Third, numerical integrations are performed over the atomic basins to

obtain the atomic averages of the various quantum mechanical operators. The

first and (particularly) the third steps are the most expensive in terms of

computer time. The delocalisation indices are then calculated from the atomic

overlap matrices (produced in the output of AIMPAC-PROAIM, i.e., the

atomic integration files) using AIMDELOC [126]. Molecular graphs and vol-

ume renderings can be plotted using AIM 2000 [118].

Since in this work we are also interested in analysing energies, particularly

atomic energies and the different energy densities evaluated at the BCP, an

electronic method which yields a first-order density matrix (not just its diagonal

elements, that is, the electron density) must be used. Such methods include the

Hartree–Fock approximation (HF) and various schemes of post self-consistent

field (SCF) configuration interaction methods such as CISD, QCISD, MP2,

and so forth. Density functional theory (DFT) is, thus, not a good choice in

principle. However, experience has shown that the numerical values and trends

are well reproduced by the DFT hybrid functional B3LYP [48]. Further, we

have previously shown [48] that the relative ordering of the atomic energies is

insensitive to the basis set or to the inclusion of Coulombic correlation. The

same insensitivity to the level of theory is also found for bond properties.

As mentioned above, SCVS corrections scale linearly with respect to T(V),

and hence its application should not alter the relative stability of the atoms too

much. In an SCVS calculation, the electronic coordinates are scaled so as to

satisfy the virial theorem while simultaneously re-optimising the geometry.

6 THE CHARACTERISATION OF THE HYDROGEN–HYDROGEN

BONDING INTERACTION

Cioslowski and Mixon [57] reported atomic interaction lines connecting hydro-

gen atoms separated by short distances (dH���H � 2:18 Å) in several polycyclic

aromatic hydrocarbons (PAHs). These authors describe this interaction as
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‘‘non-bonding repulsive’’ [57]. While we disagree with this description for

reasons that will become apparent shortly, the Cioslowski and Mixon paper

is credited for being the first to report the existence of this interaction in angular

PAHs and for obtaining functional dependencies between dH���H and several

properties determined directly at the BCP or derived from them.

Since the H–H is locally stabilising (vide infra), and since these paths are

present in equilibrium geometries where there are no net forces on the nuclei,

they will be referred to as ‘‘bond paths’’. The H–H bond path turns out to be

ubiquitous in angular PAHs [48, 57, 58] and in several methylated hydrocar-

bons [48] serving as a ‘‘corset’’ stabilising structures that otherwise would fly

apart [48].

6.1 Case Study I: An Atomic Basis for the Stability of Phenanthrene

over its Isomer Anthracene

Our interest in bonding and aromaticity in PAHs [113, 127] led us to revisit the

old problem of the stability of phenanthrene relative to its isomer anthracene.

Phenanthrene is more stable than anthracene by �5.4 kcal/mol at the RHF/

6–31G(d,p) level [48], and by 7.8 kcal/mol based on the difference of their

empirical resonance energies estimated from heats of combustion [128]. The

classical explanation for this difference usually stops at the resonance energy

argument.

H
H

4

5

Anthracene Phenanthrene

10
9

A resonance energy is a global ‘‘property’’ of a molecule. Therefore, differences

between resonance energies of two isomers or conformers cannot provide any

information on regional or atomically resolved relative stabilisation or destabil-

isation. The quantum theory of atoms in molecules, on the other hand, pro-

vides the required atomically resolved partitioning of the total energy, as

described in Sect. 4.

To apply QTAIM, one first determines the molecular graph. The molecular

graph of phenanthrene [48] exhibits a H–H bond path between the two nuclei of

H4 and H5 which are separated by �2.03 Å. The formation of the H–H bond

in phenanthrene closes a 6-membered ring (6-MR) and is accompanied by the

appearance of a ring critical point (RCP), as required for the satisfaction of

the Poincaré–Hopf relationship [63]. In contrast, there are no H–H bond paths

in phenanthrene’s isomer anthracene (see the comparison of the molecular

graphs in Fig. 3).
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Figure 4 displays the electron density distribution in the molecular plane of

anthracene and contrasts it with that of phenanthrene along with the associated

gradient vector field of the latter. In this figure, one can see the curved bond

path linking the nuclei of the two hydrogen atoms, H4 and H5, in phenanthrene

as well as the zero-flux interatomic surface they share, features lacking in the

map of anthracene.

Anthracene Phenanthrene

Figure 3 (see color section). Molecular graphs of the two isomers anthracene and phenanthrene.

The lines linking the nuclei are the bond paths, the red dots on the bond paths are the BCPs, and the

yellow dots are the ring critical points (RCPs). The H–H bond path between H4 and H5 exists only

in phenanthrene.

H|H zero-flux surface

H−H bond path

Anthracene Phenanthrene Phenanthrene

(a) (b) (c)

Figure 4. (a and b) Displays of the electron density r(r) contours in the molecular plane of

anthracene and phenanthrene, respectively. The density increases from the outermost 0.001 au

contour in the order 2� 10n, 4� 10n, and 8� 10n au with n starting at �3 and increasing in

steps of unity. The intersections of the interatomic zero-flux surfaces with the planes of the figures

and the bond paths are superimposed on the plots. (c) A display of the gradient vector field of

phenanthrene in the same orientation and plane as in (b). The gradient vector rr(r) field clearly

shows the shape of each atomic basin and its bounding zero-flux surface.
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As mentioned earlier (Sect.2), to each molecular graph there exists a shadow

graph in the virial field, consisting of the collection of all the virial paths in the

molecule, known as the virial graph. The virial graph and the molecular graph

are homeomorphic [91]. The virial graph of phenanthrene (Fig. 5) clearly shows

the H–H virial path, a line of maximally stabilising potential energy density in

space, linking the nuclei of the two hydrogen atoms H4 and H5.

At the RHF/6–31G(d,p) level, the atomic integration reveals that the carbon

skeleton of phenanthrene is less stable than in anthracene by�10.5 kcal/mol, at

the same time the hydrogen atoms are collectively more stable by �15.9 kcal/

mol in phenanthrene compared to anthracene. The net balance yields, of

course, the known result that phenanthrene is more stable than anthracene by

�5.1 kcal/mol at this level of theory, a value that increases to 6.4 kcal/mol at

the MP2 level and 6.9 kcal/mol at the MP2(SCVS) level [48].

In phenanthrene, two hydrogen atoms, H4 and H5, stand out with a signifi-

cantly lower energy than the other hydrogen atoms (whether gauged against the

eight remaining ‘‘normal’’ hydrogen atoms in phenanthrene or against any of

the ten hydrogen atoms of anthracene). Gauging the energy of one of these two

symmetry-equivalent hydrogen atoms involved in the H–H bonding interaction

against the average energy of the eight ‘‘normal’’ hydrogen atoms in this

molecule, one gets

X10

i¼1 i 6¼4,5

E(Hi)

8
� E(H4 or 5)

" #

Phenanthr:

¼ 6:0 kcal=mol(23)

and if we gauge this energy against the hydrogen atoms in anthracene, we get

X10

i¼1

E(Hi)

10

" #

Anthr:

�[E(H4 or 5)]Phenanthr: ¼ 6:4 kcal=mol(24)

which is essentially the same result as in Eq. 23. In sharp contrast, the energies

of the remaining hydrogen atoms which are not involved in the H–H bonding

Figure 5 (see color section). The virial graph of phenanthrene.
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vary very little. Thus, the standard deviation of the atomic energies of the eight

‘‘normal’’ hydrogen atoms in phenanthrene is as little as �� 0:5 kcal/mol, and

the corresponding standard deviation of the energies of all the hydrogen atoms

in anthracene is even lower being only �+ 0.3 kcal/mol. These observations

clearly indicate a significant stability imparted to the two hydrogen atoms

involved in the H–H bond, that is, H4 and H5 of phenanthrene. These two

atoms alone lower the energy of phenanthrene by �12 kcal/mol when com-

pared to anthracene. In other words, the H–H bonding interaction in phenan-

threne is accompanied by 12 kcal/mol of local stabilisation at the RHF/

6–31G(d,p) level (and 9.4 kcal/mol at the B3LYP/6–31G(d,p) level) [48].

Dibenz[a,j]anthracene possesses two regions similar to the one in which the

H–H bonding takes place in phenanthrene, but these two regions share a

hydrogen atom (see the chemical structure below). This molecule exhibits two

H–H bonding interactions involving this common hydrogen atom [H(a)], H(b)–

H(a)–H(b), providing an example of a bifurcated H–H bonding interaction.

The remaining hydrogen atoms not involved in the H–H bonding interactions

will, once more, be referred to as ‘‘normal’’ hydrogen atoms.

H
H

H

Dibenz[a,j]anthracene

a
b b

At the RHF/6–31G(d,p) level, each H(b) is �5.7 kcal/mol more stable than

the average normal hydrogen atom. Interestingly, the relative stability of

H(a) (�12.8 kcal/mol), which is the terminus of two H–H bonds, is approxi-

mately twice that of H(b), the terminus of only one H–H bond [64] (see also

Ref. [48]).

6.2 Case Study II: An Atomic Basis for the Stability of

Twisted vs. Planar Biphenyl

It is well known that the gas-phase equilibrium geometries of biphenyl and its

substituted derivatives are twisted with a significant dihedral angle f between

the two ring planes. Gas-phase electron diffraction experiments yield a value

of f ¼ 41.68(+2.08) for the biphenyl molecule [129]. The classical explanation

for the twisting of the biphenyl molecule is that the proximal ortho-hydrogens

repel each other sterically which causes the molecule to twist. This view, also

adopted by Cioslowski and Mixon [57], does not hold upon comparing the

atomic energies in the planar and twisted conformations of biphenyl as we

shall see.
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In the planar conformation, biphenyl exhibits two H–H bond paths connect-

ing the nuclei of the proximal ortho-hydrogen atoms (H2–H12 and H6–H8, see

Fig. 6). These bond paths persist up to f � 278 at the RHF/6–31G(d,p) level of

theory [57]. Figure 6, depicts the biphenyl in three conformations: (1) the planar

transition state (TS); (2) an intermediate geometry (f ¼ 208) where the BCP

exists still, but comes closer in space to the RCP; and (3) the equilibrium (EQU)

geometry (f � 45.58) lacking H–H bond paths. The figure also displays the

atom numbering system and the coordinate system.

As the dihedral angle is increased from f ¼ 08 to the ‘‘critical’’ value beyond

which the bond path vanishes (278), the H–H BCP and the corresponding 6-

MR RCP come closer and closer. The annihilation of the H–H BCP at ca. 278
entails a sudden change in ‘‘structure’’, a ‘‘catastrophe’’ [130], known as the

fold catastrophe [63] (see change in structure in Fig. 6). As the BCP and the

RCP approach one another, the property densities evaluated at each CP

assume closer and closer values until the two points eventually merge and

annihilate each other [57]. The plot in Fig. 7a shows the change in the distance

f = 0�

f = 20�

f ≈ 46�

4

3
2

1 7

12 11

10 X

9

3 2
1 7

8 9

10
11

12

6
5

4

86
5

Z

Figure 6 (see color section). Molecular graphs of biphenyl as functions of the dihedral angle

between the ring planes (f). The coordinate system is indicated along with the atom numbering

system. Hydrogen atoms take the same number as the carbon atoms to which they are bonded. At

the critical value of f � 278 there is a sudden ‘‘catastrophic’’ change in structure with the rupture of

the two H–H bond paths (H2–H12 and H6–H8).
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between the BCP and the RCP (expressed as the z-coordinate) as a function of

the dihedral angle f, and the plots in Fig. 7b,c display the electron density and

its Laplacian, determined at the two critical points as a function of f and show

how the respective values approach one another until the two critical points

coalesce and vanish.

The twisted equilibrium geometry of biphenyl (f ¼ 45.58) is more stable than

the planar TS geometry by 3.4 kcal/mol at the RHF/6–31G(d,p) level. Table 1 is

an atom-by-atom comparison of the atomic energies in these two structures;

such a comparison is indispensable to establish an atomic basis for their

difference in stability. Thus, the table lists the atomic energies of every atom

(V) in biphenyl in the planar geometry (E0	 (V)) and in the equilibrium geom-

etry (E45:5	 (V)) in atomic units and lists their difference in kcal/mol:

4.1
Attractors

Bond point

Bond point

Bond point

Ring point

Ring point

3.9

3.7

3.5

z 
[a

u]

3.3

3.1

2.9

2.7

0.015

0.014

0.013

0.012

0.011

0.010

0.070

0.065

0.060

2 
r 

[a
u]

0.055

0.050

0.045

r 
[a

u]

0� 5� 10� 15�

f
20� 25� 30�

0� 5� 10� 15�
f

20� 25� 30�

0� 5� 10� 15�

f
20� 25� 30�

Ring point

(a)

(c)

(b)

Figure 7. (a) The z-coordinate of the critical points relevant to the H–H bonding interaction as a

function of the dihedral angle f in biphenyl (the coordinate system is defined in Fig. 6). (b) The

electron density r(r) at the BCP and RCP as a function of f. (c) The Laplacian, r2r(r), at the BCP

and RCP as a function of f (reproduced with permission from Ref. [57]).
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DE(V) ¼ E0	 (V)� E45:5	 (V)(25)

Since atomic energies are always negative, values of DE(V) > 0 indicate that

the atom is destabilised in the planar TS structure, and values of DE(V) < 0

mean that the atom is more stable in the planar TS. Examination of Table 1

reveals that the only two atoms which are considerably destabilised in the

planar TS are C1 and C7, the two carbon atoms linking the two rings. These

two carbon atoms alone jointly contribute 44.8 kcal/mol (out of the 46.6 kcal/

mol) of destabilisation of the TS with respect to the equilibrium geometry. On

the other hand, the atoms which are more stable in the planar TS relative to the

equilibrium structure are many (the majority of the atoms actually), but the

Table 1. Comparison of the atomic energies of biphenyl in the planar transition state geometry

(TS, f ¼ 08) vs. the corresponding atomic energies in the equilibrium twisted geometry (EQU,

f ¼ 45.498)a,b

Atom E0	 (V) (au) E45:5	 (V) (au)

E0	 (V)� E45:5	 (V)

(kcal/mol)

Atoms destabilised in TS

C1 �37.8145 �37.8502 þ22.4

C7 �37.8145 �37.8502 þ22.4

H4 �0.6513 �0.6519 þ0.4

H10 �0.6513 �0.6519 þ0.4

C2 �37.8081 �37.8086 þ0.3

C12 �37.8081 �37.8086 þ0.3

C6 �37.8082 �37.8086 þ0.2

C8 �37.8082 �37.8086 þ0.2

Total destabilisation þ46.6

Atoms stabilised in TS

H2 �0.6647 �0.6523 �7.7

H12 �0.6647 �0.6523 �7.7

H6 �0.6647 �0.6523 �7.7

H8 �0.6647 �0.6523 �7.7

C4 �37.8070 �37.8015 �3.4

C10 �37.8071 �37.8015 �3.5

C3 �37.8046 �37.8031 �1.0

C11 �37.8047 �37.8031 �1.0

C5 �37.8047 �37.8031 �1.0

C9 �37.8047 �37.8031 �1.0

H9 �0.6529 �0.6521 �0.5

H5 �0.6529 �0.6521 �0.5

H3 �0.6529 �0.6521 �0.5

H11 �0.6529 �0.6521 �0.5

Total stabilisation �43.7

Molecular totals DifferencesP
E(V) (au) �460.2673 �460.2718 þ2.8

SCF (au) �460.2664 �460.2719 þ3.4

a Results based on a RHF/6–31G(d,p) calculation [64]
b Atomic numbering corresponds to the numbering indicated in Fig. 6
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prime contribution comes from the four symmetry-equivalent ortho-hydrogen

atoms (H2, H12, H6, and H8). These hydrogen atoms are each 7.7 kcal/mol

more stable in the TS than their counterpart in the equilibrium geometry. A

bookkeeping of these changes in atomic energy on going from f ¼ 08 to f ¼
45.58 should of course recover the DE(SCF) energy favouring the equilibrium

geometry. The (small) numerical integration errors are manifested collectively

in a small discrepancy between the difference in stability of the two structures

(2.8 kcal/mol obtained by summing the differences in atomic energies vs. a

DE(SCF) value of 3.4 kcal/mol). At the bottom of Table 1 the SCF total

energies of the two biphenyl structures are listed along with the sum of the

atomic energies of each structure. The SCF values differ slightly from the sum

of the atomic energies of the respective structures due to the accumulation of

numerical integration errors. This error is only �0.57 and �0.06 kcal/mol for

the planar and the equilibrium structures, respectively, and is of no conse-

quence with regard to any of the conclusions reached here.

From the above, one concludes that the lower stability of the planar TS

compared to the twisted equilibrium structure is thus to a large extent driven

by two opposing effects: (1) a stabilisation of TS imparted by the four ortho-

hydrogen atoms involved in the H–H bonding and (2) an overwhelming desta-

bilisation of the TS imparted by the two carbon atoms joining the two rings. The

destabilisation of the C1 and C7 carbon atoms in the TS could be the result

of the accompanying stretching of the C1–C7 bond in the planar structure by

�0.009 Å to accommodate the H–H bonds. Each H–H bond thus contributes

15.4 kcal/mol at the RHF(SCVS)/6–31G(d,p), a value that increases to

15.8 kcal/mol upon using the larger basis set (6–311þþG(2d,2p)) and which

is 10.4 kcal/mol at the B3LYP/6–31G(d,p) DFT level. We will call this energy the

H–H bond stabilisation energy (EH---H), not to be confused with a ‘‘bond energy’’

or ‘‘bond dissociation energy, De’’. Unlike De, EH---H refers to the stabilisation

imparted by the H–H bond to a region in a molecule and does not refer to, nor

carries the usual ambiguities of, the energy needed to break the bond [48].

6.3 Properties of H–H Bonding and How They Differ from Those

Characterising Dihydrogen Bonding

The H–H bond has recently been characterised [48]. To avoid repeating what

has already been published (at the B3LYP/6–31G(d,p) level) [48], Table 2 lists

some of the characteristics of the H–H bonding calculated at the RHF/

6–31G(d,p) [64]. Neither the trends nor the numerical values listed in Table 2

differ significantly from the corresponding values calculated at the B3LYP level.

The data in the table clearly indicate a closed-shell interaction characterised by a

small rb, a small d(H,H0),r2rb > 0, and a very small (but positive) Hb.

We have calculated the bond stabilisation energies for a number of molecules

at the B3LYP/6-31G(d,p) [48] and at the RHF/6–31G(d,p) [64] levels. Table 2

lists EH---H calculated for a number of polycyclic aromatic hydrocarbons at the
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latter level of theory, since these were not published previously, along with

some of the key bond properties. It is remarkable that we find a very good

linear correlation between the estimated EH---H and the listed bond properties,

one of these linear relationships, the one with the density at the BCP rb, can be

described by the following regression equation:

EH---H(kcal=mol) ¼ 22:662� 2934:74� rb (au) [r2 ¼ 0:934, S

¼ 1:05 kcal=mol, n ¼ 5](26)

where S is the standard error. The plot in Fig. 8 corresponds to this regression

equation along with the individual data points.

The detailed comparison contrasting the properties of the H–H bond with

those of the dihydrogen bond [48] is distilled here and presented in the form of a

tabular summary of the main points in Table 3 (for details, see Ref. [48]).

Table 2. Bond properties of some H–H bonding interactions in angular polycyclic aromatic

hydrocarbonsa

Moleculeb

EH---H
(kcal/mol)

dH---H
(Å) d(H,H0)

rb

(au)

r2rb

(au) «

Gb

(au)

Vb

(au)

Hb

(au)

I �12.0 2.029 0.025 0.0115 0.050 0.466 0.010 �0.007 0.003

II �5.5 2.174 0.018 0.0098 0.046 1.795 0.009 �0.006 0.003

III �13.5 1.977 0.027 0.0127 0.055 0.401 0.011 �0.008 0.003

IV �13.5 2.003 0.026 0.0120 0.052 0.411 0.010 �0.008 0.003

V �15.4 1.966 0.028 0.0130 0.056 0.370 0.011 �0.009 0.003

a Results based on a RHF/6–31G(d,p) calculation [64]
b I ¼ Phenanthrene; II ¼ 9,10-Dihydrophenanthrene; III ¼ Chrysene; IV ¼ Dibenz[a,j]anthracene;

V ¼ Planar biphenyl

9,10-Dihydrophenanthrene

Phenanthrene

Dibenz[a,j]anthracene

Planar biphenyl (TS)
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Figure 8. H–H stabilisation energy calculated for some polycyclic aromatic hydrocarbons as a

function of the density at the BCP (rb). The regression line is based on Eq. 26.
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6.4 The ‘‘Direct’’ Evaluation of the Change in Energy Arising from the

Formation of the HjH Interatomic Zero-Flux Surface

To partition the stabilisation experienced by an atom V in a molecule in its

equilibrium geometry by ‘‘bond contributions’’, we write the atomic statement

of the virial theorem:

�2T(V) ¼ Vb(V)þ VS(V)(27)

where Vb(V) and VS(V) refer to the virial of the Ehrenfest forces exerted on the

atomic basin (the basin virial) and on the zero-flux surface(s) bounding the

atom (the surface virial), respectively.

For a free unbound atom, the sum [2T(V)þ Vb(V)] vanishes. For a bound

atom in a molecule, however, this sum is equal to � VS(V), the negative of the

Table 3. Contrasting H–H bonding and dihydrogen bonding (distilled from Ref. [48])

Comparison criteria H–H bonding X–H � � � H–Y

Dihydrogen bonding

Xd��Hdþ � � �Hd��Ydþ

Nature of atoms

involved

X,Y are both not highly

electronegative, usually both

are carbon atoms

X ¼ an electronegative atom such

as oxygen or nitrogen

Y ¼ an electronegative atom such

as metal atom

X–H bond length and

vibrational frequency

X–H bond length decreases upon

the formation of the bond, and

hence its stretching vibration

shifts to a higher frequency (blue

shift)

X–H bond length increases upon

the formation of the dihydrogen

bond (as is the case for any

hydrogen bond), and thus the

stretching vibration of X–H shifts

to a lower frequency (red shift)

Electric charges on the

hydrogen atoms

Both hydrogen atoms are either

electrically neutral or carry min-

ute charges which are usually of

similar sign

One of the two hydrogen atoms,

the acidic hydrogen, bears a

significant positive charge (and

thus clearly belongs to the proton

donor group) while the other is

negatively charged (hydridic) and

acts as the proton acceptor

Change in the atomic

volume of H upon the

formation of the bond

The volume decreases but to a

smaller (absolutely and

proportionately) than the

electropositive hydrogen of

the dihydrogen bond. The two

hydrogen atoms experience

identical or similar change

The volume of the electropositive

hydrogen atom is significantly

reduced due to the transfer of

electronic charge to both the

hydridic hydrogen and X. The

volume of the hydridic hydrogen,

on the other hand, increases

Change in the atomic

energies of H upon the

formation of the bond

Both hydrogen atoms are

stabilised by typically 2 to

7 kcal/mol each

The acidic hydrogen experiences

a marked destabilisation of up to

20 to 40 kcal/mol

360 Matta



virial of the forces acting on the surface of the atom [63]. Therefore, one can

write [63]

2DT(V)þ DVb(V) ¼ �VS(V)(28)

where D signifies the change in the respective quantity when the atom becomes

bound. For a molecule in equilibrium, DT(V) ¼ �DE(V). Substituting this

equality into Eq. 28 yields [63]

DE(V)� 1

2
D Vb(V) ¼ 1

2
VS(V) ¼ 1

2

X

V0 6¼V

VS(VjV0)(29)

where DE(V) is the change in the energy of an atom on going from its free ground

state to becoming a bound atom in a molecule. The last equality states that the

total surface virial of the bound atom is, in general, equal to a sum of contribu-

tions from the different interatomic zero-flux surfaces that this atom, V, shares

with other atoms to which it is bounded, V
0. The interatomic surfaces shared

between V and its bonded neighbours V0 are denoted by the vertical bar in

(VjV0). VS(VjV0) is the virial of the forces acting on the VjV0 interatomic surface,

i.e., the potential energy contribution to DE associated with this surface [63].

For planar biphenyl, VS(HjH) was found to be �14.5 kcal/mol [B3LYP/6–

31G(d,p)] and �20.6 kcal/mol [RHF(SCVS)6–31G(d,p)] [48]. Both values of

VS(HjH) exceed the calculated EH---H of 10.4 and 15.4 kcal/mol at the two levels

of theory, respectively, by ca. 5 kcal/mol. This difference is accounted for

by a destabilising contribution, VS(CjH) � 2:5 kcal=mol, from each of the

two C–H interatomic surfaces (CjH). Similar results were obtained in the

case of phenanthrene, for which VS(HjH) ¼ �16:6 kcal=mol compared to an

EH---H ¼ �12:8 kcal=mol [RHF(SCVS)6–31G(d,p)] [48]. In both cases, thus, the

H–H interatomic surface contributes �5 kcal/mol in excess of the stabilisation

energy EH---H, an energy recovered upon the addition of the destabilising

contributions from the CjH interatomic surfaces.

6.5 Examples of Intramolecular H–H Bonding Interactions

The H–H bonding interaction is ubiquitous and has been found in a number of

systems. The earliest experimental account I am aware of reporting unusually

short intramolecular H� � �H distances is that of Ermer and Mason [42]. These

authors find H� � �H distances as short as 1.754(4) Å and 1.713(3) Å between

neighbouring bridgehead hydrogen atoms in fused norbornenes based on

low temperature neutron diffraction experiments [42]. Even shorter H� � �H
distances were suggested in another norbornene derivative on the basis of an

X-ray diffraction determination (dH���H ¼ 1:62 Å) [49]. While the latter result

awaits confirmation by neutron diffraction, it still indicates that norbornene or

norbornane derivatives are candidates for very short, perhaps the shortest,

intramolecular H� � �H distances. The molecular graph of the parent compound

in this series (exo, exo-tetracyclo[6:2:1:13, 6:02, 7]dodecane) obtained at the
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B3LYP/6-311þþG(d,p)//AM1 level is displayed in Fig. 9. The bond properties

obtained at this level reveal a moderately strong interaction (dH���H ¼ 1:7303 Å,

rb ¼ 0:0206 au,r2rb ¼ þ0:0671 au) [131]. Work is underway in our laboratory

to completely characterise this interaction in calculated electron density maps,

including an analysis of atomic energies [131].

Recently, EH---H stabilisation energies ranging from 0.8–1.6 kcal/mol in tetra-

tert-butyltetrahedrane, 4.6 kcal/mol in tetra-tert-butycyclobutadiene, and

3.8 kcal/mol in tetra-tert-butylindacene were obtained [48]. In the later, each

apical hydrogen atoms participates in four H–H bonding interaction, in other

words, each apical hydrogen atom is involved in tetrafurcated H–H bonding

(see Fig. 10). Since in this molecule there is no ‘‘normal hydrogen’’ that can be

used as a reference, the same energy of hydrogen atoms after a 608 rotation of

the methyl groups (which results in the disappearance of the H–H bond paths)

Figure 9 (see color section). The calculated molecular graph of exo, exo-tetracyclo[6:2:1:13,6:02,7]

dodecane which consists of two fused norbornanes rings. The H–H bond path links the nuclei of the

two bridgehead hydrogen atoms. This results in the closure of two rings concomitant with the

appearance of two ring critical points (yellow) and a cage critical point between them (green).

(a) (b)

Figure 10 (see color section). The calculated molecular graph (a) and its corresponding virial graph

(b) of tetra-tert-butylindacene.
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was used as the reference [48]. The molecular graph and the topological

properties of tetra-tert-butylindacene were subsequently closely reproduced

by high resolution X-ray crystallography with multipolar refinement [52].

A detailed analysis of atomic energies by Cortés-Guzmán, Hernández-

Trujillo, and Cuevas revealed the origin of the 1,3-diaxial interaction [59].

These authors find that the 1,3-syn-diaxial interaction between two hydrogen

atoms, one belonging to the cyclohexane ring and the other to a methyl substitu-

ent, is actually stabilising (locally) and is associated with the formation of a H–H

bond path [59]. The overall bookkeeping of the atomic energy, which recovers

the DE(SCF) energetic difference between the substituted cyclohexane con-

formers, indicates that the relative destabilisation of the 1,3-syn conformation

has its origin in the carbon skeleton. This destabilisation overwhelms the stabil-

isation accompanying the H–H bonding interaction, and the net result is that the

1,3-syn conformer is the least stable [59]. These new findings call, perhaps, for a

reconsideration of the junior undergraduate textbook explanation to the effect

that the 1,3-diaxial interaction is a ‘‘repulsive’’ interaction and that it is the

‘‘reason’’ for the relative destabilisation of conformations in which it exists.

In another interesting study, Glukhov et al. [61] performed a potential energy

scan around the dihedral angle defining the orientation of the plane of a phenyl

ring attached to ortho-carborane. The scan covered the range from 08 to 908
and was done at 108 steps. They find very small barriers to this rotation (ca.

0.5 kcal/mol) at the RHF/6–31G(d) level, which means that this rotation is

practically uninhibited [61], a fact consistent with experiment and previous

calculations [132].

H

C
H

C

A cartoon representing 1-Phenyl-0-carborane

Along the ‘‘reaction’’ path, these authors report several H–H interactions of

the types Cphenyl---H � � �H---Ccarborane and Cphenyl---H � � �H---Bcarborane which make

and break as the phenyl is rotated. All the interactions characterised along the

reaction path have positive Laplacians with small magnitude and 0.0093 au

< rb < 0.0139 au [61]. It is possible, in my opinion, that the low barrier
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reported for this rotation could be partly due to the formation of new H–H

stabilising interaction(s) as others are broken during the rotation, effectively

cancelling any net stabilisation or destabilisation. This opinion, however, re-

mains to be tested by calculation.

Other interesting examples of H–H interactions were recently observed in

a compound with crowded methyl groups (4), i.e., C(sp3)---H � � �H---C(sp3), and

in another compound (7) between crowded aromatic rings, i.e., C(sp2)---H � � �
H---C(sp2) [40] (see Fig. 11).

Finally, examples of intramolecular H–H bonding interactions were also

found in biological molecules. Based on B3LYP/6–311þþG(d,p) calculations

on model fragments of DNA at their crystallographic geometries, up to ten

different H–H bonding interactions have been found and characterised [27].

The interactions characterised include H–H bonding between stacked base-

pairs, interactions linking hydrogen atoms in the nucleic acid bases to the

DNA backbone, and interactions between pairs of hydrogen atoms belonging

to the backbone [27]. Figure 12 provides examples of H–H bonding interactions

between the nucleic acid base cytosine and the backbone, and between two

hydrogen atoms both of which belong to the backbone [27].

As another biological example, a H–H bonding interaction was found in the

electron density of the hormone estrone at its optimised geometry (B3LYP/

 

 

F F

H

H
H H

H

H

F F

H H

H H

(4) 

(7)

Figure 11 (see color section). The chemical structure and the molecular graph of compounds (4)

and (7) exhibiting C(sp3)---H � � �H---C(sp3) and C(sp2)---H � � �H---C(sp2) bond paths, respectively

(adapted after Ref. [40]).
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6–31þG(d)) [133]. This bond path links the nuclei of two hydrogen atoms separ-

ated by �2.50 Å and is characterised by a rb ¼ 0.0114 au [133] (see Fig. 9–13).

6.6 Examples of Intermolecular H–H Bonding Interactions

Robertson [50], Knop, and Cameron [51] (RKC) observed and characterised

topologically 15 H–H bonding interactions in the crystal structures of tetra-

phenylborates of dabcoHþ, guanidinium, and biguanidinium cations. These

authors obtain accurate electron density maps determined by multipolar re-

finement and describe several interesting C–H� � �H–C intermolecular bond

paths, some exhibiting marked and quite unusual curvatures, generally falling

within the distance range dH���H ¼ 2.18 �2.57 Å [50, 51]. Figure 14 provides two

examples of H–H bond paths traced by RKC in experimental electron densities.

The longer end of this distance range within which the H–H bonding inter-

actions are observed is interesting since it shows that the H–H bond path can

(a) (b)

Figure 12 (see color section). An idealised (a) and actual (b) molecular graph of a piece of DNA

consisting of two consecutive cytosine bases attached to the phosphate–sugar backbone along a

strand of DNA showing the several closed-shell interactions including three H–H bond paths

(indicated by the arrows) (adapted after Ref. [27]).

O
CH3

HO

H
H

Figure 13 (see color section). Example of a H–H bond path in biological molecules. The chemical

structure and the molecular graph of the hormone estrone (the blue arrow indicates the H–H bond

path) (adapted from Ref. [133]).

Hydrogen–Hydrogen Bonding 365



link the nuclei of two hydrogen atoms even if their separation exceeds the sum

of their van der Waals radii. To my knowledge, the longest H–H bond path

observed experimentally is found intermolecularly between furan molecules in

solid furan [60]. The H� � �H separation in the furan crystal is 3.026 Å, with rb as

low as 0.0013 au and r2rb ¼ 0.0044 au [60].

RKC also analysed the results of MP2/6–31G(d,p) calculations on a series of

33 small model complexes which represents a range of interactions stretching

from the two ends of the scale, namely, from dihydrogen bonding to H–H

bonding [51]. Based on these calculations, RKC report several correlations

between different topological properties of the dihydrogen and H–H inter-

actions [51]. A particularly interesting correlation is found between the differ-

ence in the Mulliken charges of the two hydrogen atoms in the separated

monomers (D«(H)m) and the Laplacian at the H–H BCP. They found that

X2_H(44)

X3_H(13)

X3_H(13)

X3_H(12)

X1_H(16)

X1_C(16)

X3_H(12)

X3_C(14)

X2_C(44)
X2_C(43)

X2_C(45)

H(35)

H(34)

H(35)

C(35)

C(34)
C(33)

H(33)

H(34)

CP

C(35)

C(34)

C(36)

C(32) C(33)
H(33)

CP

CP

CP

C(44b)

H(44a)
H(35)

H(34)

C(33)
H(33)

H(12a)
C(12a)

C(31)
C(35)

C(33)

H(35)

H(16b)
C(16b)

H(13a)
C(13a)

Figure 14. Examples of several intramolecular H–H bond path found by RKC in tetraphenyl

borates by high resolution X-ray crystallographic experiments followed by multipolar refinement.

‘‘CP’’ mark the positions of the H–H BCPs. See Refs. [50,51] for details (reproduced with permis-

sion from Ref. [50]).
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within the range 0 e < D«(H)m < �0.54 e the Laplacian is positive and of small

magnitude (�þ0.2 au < r2rb < �þ1.2 au), they symbolise the interaction in

this range by X–H� � �H–Y [51]. At D«(H)m � 0.54 e, however, there is a sudden

downturn in the relationship and beyond this value the Laplacian assumes

negative values of significant magnitudes r2rb ��22.0 au to �32.8 au). Ac-

companying this sudden change in the Laplacian is a sudden shrinking in the

H� � �H distance, which can now be as short as 0.738 Å in the ‘‘strong’’ dihydro-

gen bonded regime as the one in the LiH � � �HNFþ3 complex [51]. They desig-

nate such a system as X� � �H–H� � �Y, since now the bond linking the two

hydrogen is characterised by the traits of a shared interaction [51], and the

system consists essentially of a hydrogen molecule trapped between two

charged bracketing groups (the bond length in a hydrogen molecule at its

equilibrium position is �0.734 Å at this level of theory [51]).

Several other recent crystallographic evidences of H–H bonding interactions

have also appeared in the literature. For example, Pozzi et al.[55] conducted a

100 K single crystal neutron diffraction study of a methoxylated derivative of

1-methyl-2-quinolone. They reported several intermolecular H–H bond paths

(among other closed-shell interactions) connecting the individual molecules in

the crystals. The dH���H between a methene hydrogen of one molecule and a

methyl hydrogen of a neighbouring molecule was determined to be 2.290(11) Å

[55]. Nemes et al.[56] describe several interesting intramolecular short contacts

and an extended H–H bonding pattern that appears to contribute in holding a

double-chain arrangement based on the results of an X-ray crystallographic

study of (9,9’-disubstituted difluorenyl)(dimethyl) derivative of germanium.

Finally, Damodharan and Pattabhi [41] report a search of the Cambridge

Structural Database [134–137] for H� � �H contacts which are shorter than

2.40 Å. They only include good quality X-ray crystallographic determinations

(Rfactor < 0:05) and exclude from their search any H� � �H close contact involving

methyl group since free rotation of the methyl can cause the positions of the

hydrogen to be highly uncertain. A search of the C–H� � �H–C interactions,

unconstrained by angle, results in 23 hits and shows that both C–H� � �H angles

cluster around 100–1408 and that the majority of the dH���H tend to be around

2.3�2.4 Å (a dH���H as short as 1.95 was found though). On the other hand, a

search of the database for N–H� � �H–N interactions results in 234 hits with

a wide range of angular preference of �60–1708, and a preference for dH���H of

2.2�2.4 Å. The authors conjecture that these interactions may have a role in the

stabilisation of the crystals in which they occur intermolecularly.

7 CONCLUSIONS

The hydrogen–hydrogen bonding interaction is a phenomenon that occurs in a

wide variety of organic and organometallic molecules, intra- and intermolecu-

larly. We have used the quantum theory of atoms in molecules to classify,

characterise, and calculate the local changes in the energy associated with this
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interaction. Our analysis shows that this mode of closed-shell chemical bonding

can impart a significant local stabilising contribution to the systems where it is

found, a contribution which can be as high as 12 kcal/mol. The H–H bonding

interaction along with its cousin, the dihydrogen bonding interaction, appears

to contribute to the stability of several crystalline structures as revealed by

chemical informatics [41] (a count including at least �250 structures from those

deposited at the Cambridge Structural Database [134–137] as of 2004).

The H–H and the dihydrogen bonding interactions are shown to be qualita-

tively different, yet there is no sharp demarcation line separating these two

modes of chemical bonding. These two distinct modes of closed-shell bonding

represent the two ends of a continuum: a non-directional non-electrostatic van

der Waals–like interaction (H–H bonding) at one extreme, and a directional

electrostatic attraction between a pair of oppositely charged hydrogen atoms

(dihydrogen bonding) at the other extreme. Thus, for the sake of precision,

authors are encouraged to distinguish between these two modes of bonding in

their publications by using the proper term instead of lumping both under the

common designation ‘‘dihydrogen bonding’’. Furthermore, terms such as

‘‘steric non-bonded repulsive interactions’’ must be introduced with caution

to our undergraduate students, perhaps gradually abandoned all together, in

view of the accumulating evidence of the local stabilising contribution that can

be associated with a H–H bonding interaction.

Finally, it is hoped that this presentation has sparked the interest of some

readers in the quantum theory of atoms in molecules by showing how the

topological properties of an experimental observable, the electron density,

can be used to classify and categorise chemical bonding, in the spirit of the

opening quote of this chapter.
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CHAPTER 10

POTENTIAL ENERGY SHAPE FOR THE PROTON

MOTION IN HYDROGEN BONDS REFLECTED

IN INFRARED AND NMR SPECTRA

GLEB S. DENISOV1, JANEZ MAVRI2 and LUCJAN SOBCZYK3,*

1 Institute of Physics, St. Petersburg State University, Petrodvorets, Ulyanowskaya 1, 198504 Sankt

Petersburg, Russia; 2National Institute of Chemistry, Hajdrihova 19, SL-1000 Ljubljana, Slovenia;
3Faculty of Chemistry, University of Wrocław, Joliot-Curie 14, 50–383 Wrocław, Poland

Abstract The importance of the shape of the potential for the proton motion in hydrogen bonds

is emphasized in various molecular phenomena. There are discussed such problems as

anharmonicity, empirical equations describing potentials, variational solutions of the

Schrödinger equation, Car–Parrinello simulation and quantum-dynamical simulation

of the proton motion. Critical review is presented with respect to the relationship

between the anharmonic potential energy shape and infrared spectra. Possibilities of

application of NMR spectra with various nuclei are presented as applied to complexes

of neutral molecules and with participation of ions. An attention is also paid to

intramolecular hydrogen bonds in such systems like enols of b-diketones.

Keywords: Potential for the proton motion; theoretical treatment; anharmonicity and IR spectra;

NMR spectra.

1 INTRODUCTION

The shape of the potential for the proton motion, particularly when the proton

is engaged in hydrogen bond formation, is one of the most fascinating problems

of molecular physics and chemistry. Because of very low mass the stretching

protonic vibrations are characterized by high frequencies and, if independent of

additional interactions, they are anharmonic. It is commonly known that

expression of quantum-chemical calculations in the harmonic approximation,

on various levels of the quantum-mechanical approach, needs the application

of some scaling factors [1, 2]. For stretching protonic vibrations this factor is

* L. Sobczyk is the corresponding author.
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less than unity: where the calculated frequencies are markedly higher than the

experimental ones. The hydrogen bond interaction increases these effects.

The anharmonicity of the stretching protonic vibrations has several effects

specific in character for hydrogen bonds. In particular, it leads to coupling with

low frequency modes, arising from the bridge stretching vibrations. This phe-

nomenon is of great importance in the relaxation of excited vibrational levels,

and thus in broadening of IR bands and in the formation of the substructure of

these bands [3]. It also results in the coupling of protonic stretching vibrations

with overtones and summation frequencies of modes in the medium frequency

range below 1800 cm�1, particularly those which the d(AH) and g(AH) pro-

tonic deformation vibrations contribute.

In the case of a very strong hydrogen bond the situation becomes much more

complicated, in particular when we approach the so-called critical region where

a double minimum potential appears. A variety of situations are illustrated in

Fig. 1 for the simplified one-dimensional model.

One can expect that particular situation should appear for the double min-

imum potential with very low barrier. The anharmonicity of the potential

in such a critical region is unusual; it can be opposite to that observed in

usual hydrogen bonded systems. On the other hand, it is commonly accepted

A

A–H...B

B

C D

E F

Figure 1. Various one-dimensional potential energy curves for the proton motion in AH� � �B
hydrogen bonds.
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that low-barrier hydrogen bonds are of great importance in chemistry and

enzymology [4]. They will be one of the main topics to be discussed in this

chapter.

There are a plethora of isotope effects accompanying hydrogen bond forma-

tion [5]. Isotopic substitution leads to a substantial decrease of anharmonicity

of stretching vibrations, while also producing major effects when the barrier

height is lowered. In this case the fundamental vibrational level is lowered with

respect to the barrier top and a marked reduction of the tunnelling effect takes

place.

In this review we would like to focus on three main topics:
. Theoretical aspects of the potential energy surface (Sects. 4–7).
. Correlation of infrared spectra with the shape of the potential (Sects. 8–10).
. NMR spectra of hydrogen bonded systems (Sects. 11–14).

The approaches described in Sects. 4–7 and the analytical approaches in the

subsequent sections are complementary. Construction of the multidimensional

hypersurface on medium high ab initio or DFT level and solving the vibrational

Schrödinger equation require several thousand hours of CPU time. The

obtained expectation values are reliable and usually compare well with the

experiment. The approach may, however, be classified as a numerical experi-

ment since there are no analytical solutions.

The application of one-dimensional model potentials provides many insights

and helps predict trends, which can be of significant benefit to experimentalists

rationalizing their measurements and in designing new experiments.

2 EMPIRICAL EQUATIONS DESCRIBING ONE–AND

TWO–DIMENSIONAL POTENTIALS

The one-dimensional potential energy curve describes precisely the electronic

term of a system only in the simple case of diatomic molecules. With A–H

bonds, where A is part of a multiatom molecule, the diatomic approximation is

valid. But in the general case the potential energy as a function of the A–H

bond length, V(r), should be expressed using a polynomial expansion

V (r) ¼ V (re)þ
@V

@r

� �

r¼re

(r� re)þ
1

2!

@2V

@r2

� �

r¼re

(r� re)
2

þ 1

3!

@3V

@r3

� �

r¼re

(r� re)
3 þ � � �(1)

where re is the equilibrium bond length. The first non-zero square component

of the polynomial has the parabolic shape that corresponds to the harmonic

potential. However, the A–H bond, especially when forming the hydrogen

bond, can never be approximated by a harmonic potential; and higher terms

of the polynomial (i.e. cubic, etc.) corresponding to anharmonic potentials

should be taken into account. The real potential may also be approximated
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by simple functions based on experimental data or on quantum-chemical

calculations of the energy for varying r.

The Morse potential, the oldest, and to date the most widely applicable

expression, is presented for the diatomic molecule in the form

V (r) ¼ De[1� exp (�a(r� re) )]2(2)

where constants De and a express the depth and width of the potential well, and

re is the equilibrium distance. The comparison of the harmonic potential with

the real anharmonic potential is shown in Fig. 2, where Do is the dissociation

energy and De is the bond energy. The Morse potential is much more realistic

than the potential function described in the harmonic approximation. The

chemical bond described by the Morse function can dissociate. A combination

of Morse functions is the basis for the empirical valence bond (EVB) method,

which can realistically describe parts of the Born–Oppenheimer (BO) surface

responsible for chemical reactivity [6].

The Morse function describes quite satisfactorily the potential where r > re,

but it is less reliable where r < re because there is a strong repulsion at small

interatomic distances.

A somewhat modified version of the Morse potential was proposed [7] in the

form

V (r) ¼ De[1� exp (�n(r� re)
2=2r)](3)

De
Do

re R

V

Figure 2. Harmonic (dashed curve) vs. real anharmonic potential V(r) with vibrational levels; re is

equal to the equilibrium distance.
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where the coefficient n ¼ kere=De replaces the parameter a (ke is the force

constant of the stretching vibrations). The diatomic approximation is applic-

able to AH stretching vibrations, since they can be described as a separate mode

due to small mass of a proton and high frequency.

For strong hydrogen bonds a second potential minimum appears, and that

leads to a substantial modification of the potential energy curve. The simplest

solution of the problem was the application of the double Morse function [8],

shown in the form

V (r) ¼ De{ exp [�2a(r� re)]� 2 exp [�a(r� re)]}(4)

This has been applied successfully to the analysis of tunnelling phenomena and

isotope effects in strongly hydrogen-bonded crystals.

The best description of the one- and the two-dimensional potential is the

Lippincott–Schröder equation [7]. The Lippincott–Schröder function consists

of three parts assigned to three interaction components V1,V2,V3, respectively,

A–H, Bþ---H (proton transfer state) and A� � �B:

V (r0, R) ¼ V (r0)þ V2(r
0, R)þ V3(r

0, R)

# # #
A---H Bþ---H A � � �B

(5)

The geometrical parameters used in the description of the above components

are presented in Fig. 3.

The values of particular components are expressed in the following equa-

tions:

V1(r
0) ¼ D 1� exp

�n(r� r� cos a2)

2r0 cos a

� �� �
(6)

H

Q

a

R

A B

r �*r �

r
r*

Figure 3. Geometrical parameters used in the Lippincott–Schröder equation.
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V2(r
0, R) ¼ �D

n�[R� r� r�� cos (aþQ)]2

2(R� r0) cos (aþQ)

� �
(7)

V3(r
0, R) ¼ A(r0) exp (�bR�) exp �b(R� R�)�

1

2
(R�=R)m

� �� �
(8)

while

A(r0) ¼� n�D� 1� [r��=(R� � r0)]2
� �

exp
n�[R� � r0 � r�� cos (aþQ)]2

2(R� � r0) cos (aþQ)

� �

� [2 cos (aþQ) exp (�bR�)(b�m=2R�)]
�1

where, n ¼ koro=D(ko is the force constant of vibration of the free A–H group);

n� ¼ k�r�D�, and is related to the Bþ---H group; D and D� are the A–H and

Bþ---H bond energies; b represents the repulsion between A and B while the

exponent m is close to unity.

The parameter values of the Lippincott–Schröder equation for the three most

common types of hydrogen bonds are summarized in Table 1 [9].

The usefulness of Lippincott–Schröder potential was shown, e.g., in studies

of isotope effects and vibrational levels [10].

The fourth-order polynomial proposed for the first time by Somorjai and

Hornig [11] appeared to be useful in semiquantitatvie analysis, and can be

expressed in the general form

V (r, R) ¼ a2(R)r2 þ a3(R)r3 þ a4(R)r4(9)

where R is the bridge coordinate (the A� � �B distance) and r is the A–H distance.

The coefficients a2, a3, a4 are normally a function of R. The first component of

the equation expresses the harmonic potential with a single minimum, while the

third component presents a symmetrical double minimum potential. The second

component describes the asymmetry of the potential. The coefficients a2 and a4

can be fitted to experimental spectroscopic correlations for particular types of

hydrogen bonds [12]. The equation was successfully applied in a semiquantita-

tive analysis of IR spectra of hydrogen bonded systems [13, 14]. A simple double

minimum potential was proposed by Laane [15] in studies on the influence of the

Table 1. Values of the Lippincott–Schröder potential parameters for OH� � �O, NH� � �O and

N-H� � �N hydrogen bonds

OH� � �O NH� � �O NH� � �N

D (kcal �mol�1) 118.6 112.4 112.5

n (108 cm�1) 9.18 8.60 9.01

n� (108 cm�1) 13.32 13.15 13.49

ro (A) 0.97 0.99 1.033

r�o (A) 0.97 0.97 1.038

b (108 cm�1) 4.8 4.8 4.8
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barrier height on the IR spectroscopic behaviour of hydrogen bonds. A detailed

analysis of the hydrogen and proton transfer processes in hydrogen bonded

systems was recently performed based on the modified Lippincott–Schröder

potential [16]. This showed good agreement of calculated barrier heights with

experimental data and with advanced ab initio calculations.

3 EMPIRICAL VALENCE BOND APPROACH

Ab initio and DFT calculations of the BO surfaces, which are used to describe

hydrogen-bonded systems, are computationally demanding. Computational

practice has shown that a flexible basis set is required. The Hartree–Fock

(HF) level is typically insufficient, and electron correlation must be included.

DFT is an attractive alternative to the post HF calculations. The hypersurface

is obtained in such a way pointwise. One can fit it to a computationally efficient

form that allows for an inexpensive evaluation needed in thermal averaging or

calculation of matrix elements when performing vibrational analysis.

The EVB method proposed by Warshel [6] is an elegant and computationally

very efficient method of describing the entire BO surface, thus allowing treat-

ment of chemical reactions such as proton transfer in hydrogen bonds. It can

also be used in vibrational analysis. In conjunction with the environment

described at the molecular mechanics level it was the first QM/MM method.

Vibrational analyses of hydrogen bonded systems and of enzymatic catalysis

have a lot in common.

In both cases it is necessary to describe parts of the hypersurface relatively

high above the minimum. In a typical enzymatic reaction proton transfer is

associated with the rearrangement of covalent bonds, where the free energy

of activation is about 20 kcal �mol�1. The vibrational transition 0!1 in a

hydrogen bond has an OH stretching frequency of 3000 cm�1 with a ground

vibrational state at 4:3 kcal �mol�1 and the first excited state at around

12:9 kcal �mol�1. In EVB the system wave function is represented by two or

more resonant forms.

A proton transfer across a heteronuclear hydrogen bond can typically be

represented with two resonant forms; one corresponding to the neutral state

and the second one corresponding to the ionic state. In the EVB approach a

Hamiltonian matrix is constructed. Diagonal matrix elements are usually de-

scribed by Morse functions, while the off-diagonal elements are either constants

or distance dependent functions. Hamiltonian diagonalization gives rise to

eigenstates and eigenfunctions. EVB has strong transferability, which is essen-

tial for computational support of biocatalysis. Nuclear quantum effects can be

easily studied by EVB, since matrix elements necessary for quantum treatment

of nuclei can be calculated with minimal CPU time. EVB has been used

frequently in studies of hydrogen-bonded systems, including proton transfer

reactions in enzymes. For a recent discussion concerning EVB and closely

related methods see Ref. [17].
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4 VARIATIONAL SOLUTIONS OF THE SCHRÖDINGER EQUATION

Hydrogen bonded systems are highly anharmonic and therefore their compu-

tational treatment in a harmonic approximation is of very limited value. On the

other hand, rapid progress in advanced experimental techniques, such as the

pulse-echo treatment of hydrogen bonding dynamics, requires computational

support that should, ideally, be state-resolved. The ideal solution would consist

of a numerical solution of the time-dependent Schrödinger equation (SE) for

the nuclei. The time-independent SE still provides solutions that are of high

value for the interpretation of experimental data. Thus, they are useful for the

interpretation of vibrational spectra, or for H/D isotope effects on the chemical

shift of hydrogen bonded systems.

A software program was developed for variational solutions of the time-

independent SE in one and two dimensions [18]. Extension to more dimensions

is straightforward. The first part of the program includes the fitting program

(FIT), which allows points calculated by ab initio or DFT to be fitted to a

computationally efficient and functional form. Proper fitting of the potential

energy surface is crucial for the quality of the results. The second part of the

program provides for the variational solution of the 2D Schrödinger, using

either a shifted Gaussian basis set or a rectangular basis set [19]. The third part

of the program calculates the expectation values, includes IR and Raman

spectra (XPECT) and plots the results (PLOT). This program was applied

to study the nature of the strong hydrogen bond in picolinic acid N-oxide

(Fig. 4).

Potential energy surfaces calculated by ab initio or DFT are fitted to various

functional forms that include: polynomial expansion, linear combination of

Gaussians, splines and an EVB form. Proper fitting of the potential energy

surface is essential for the calculated eigenvalues and eigenfunctions. In the case

of picolinic acid N-oxide we have found satisfactory representation of the two-

dimensional potential energy surface (2D PES) by a superposition of about ten

shifted Gaussians. Shifted Gaussians or local constants on a rectangular grid

were used as basis functions for the variational solution. As a criterion of

reliability a given number of eigenvalues below the energy threshold were

applied. Several test runs were performed on harmonic oscillators and on the

intramolecular strong hydrogen bond in PANO. Only in nearly harmonic

systems is the Gaussian basis set more favourable than the grid basis set in

terms of CPU time and memory usage. For realistic, anharmonic systems it has

been demonstrated that the grid basis set has several advantages over the

Gaussian basis set:

– The potential part of the Hamiltonian matrix is diagonal. This becomes

important if the potential energy matrix elements are not analytical.

– For sufficiently fine grids, the integration of the potential energy matrix

elements can be approximated by the potential function above the centre of

the basis function.
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– The grid basis set requires no orthogonalization. On the other hand, canon-

ical orthogonalization with the Gaussian basis set requires overlap matrix

diagonalization and one matrix multiplication.

– The grid basis set procedure is much easier to code.

With multidimensional problems, the grid basis set is more suitable for

matrix diagonalization procedures, which yield a desired number of the lowest

eigenvalues. Extension of the procedure to three and more dimensions is

straightforward.

At this point it is worth emphasizing that the amount of CPU time required

to construct the hypersurface depends exponentially on the number of dimen-

sions. If ten points are required for each dimension then for a four-dimensional

problem one would need 10,000 points, which is not a computationally trivial

problem. Matrix operations involving such large matrices are also not trivial,

both in terms of memory and CPU time.

It will be a challenge for the future to solve the Hadžis ABC trio of a strong

hydrogen bonded system, representing a four-dimensional problem.

5 CALCULATION OF NMR ISOTOPE EFFECTS

Chemical shifts are the most important molecular responses to external mag-

netic fields. Chemical shift calculations are extremely sensitive for the applied

level of theory. Calculated shift assist the interpretation of the NMR spectra of

complex organic compounds [20–25].
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C(6)O
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r
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Figure 4. Structure and atom numbering in picolinic acid N–oxide.
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In the case of strong hydrogen bonds a quantum nature of the proton motion

adds additional complexity to the problem. Obviously, deuteration gives rise to

different nuclear wave function for the hydrogen bond motion resulting in

changed expected values that include chemical shifts. Traditionally computa-

tional studies concerning chemical shift isotope effects were limited only to one

dimension: only OH stretching coordinate was concerned. In a recent study the

approach to two dimensions was performed [26]. Beside isotopic substitution,

the solvent effect was also considered: experiments were performed in chloro-

form and acetonitrile solution. The effects of solvation were taken into account

using the solvent reaction field method of Tomasi and Persico [27]. It is worth

emphasizing that the so-obtained hypersurfaces have meaning of free energy

hypersurfaces as shown in Fig. 5. To summarize the work, the two-dimensional

free energy and chemical shift hypersurfaces were constructed along the OH

and OO internal coordinates that are of major importance for the structure and

dynamics of hydrogen bonding in PANO. The anharmonic vibrational wave

functions and their energies were calculated and used then in the thermal

quantum averaging of the chemical shift functions. With minor exceptions,

fairly good agreement between the calculated and experimental chemical shifts

was found, especially for the relative values, signs and trends of the solvent

effect and the isotope effects on chemical shifts. In particular, a good agreement

between the experiment and the absolute values for the primary isotope effect

was found. Some of the calculated values are in rather poor agreement with the
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Figure 5. Free energy surface for picolinic acid N-oxide in chloroform solution as a function of OH

and OO distances calculated on the B3LYP/6–31þG(d,p) level. Solvent reaction field method of

Tomasi and Persico was used to calculate the free energy of solvation. The applied dielectric

permitivity was 4.9.
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experiment; this can possibly be attributed to limitations of the applied

methods, including the B3LYP functional, the reaction field model and the

limited number of vibrational degrees of freedom taken into account. In our

study the vibrational SE was solved for the free energy hypersurface. In

principle such an approach is methodologically questionable, since the quant-

ization of fast vibrational degrees of freedom is performed over averaged

solvent orientational polarization that is at least two orders of magnitude

slower. This problem is associated not only with the present approach but is

inherent to solvent reaction field in general in the context of solute electron

motion vs. solvent dynamics. One believes that the explicit solvent treatment

using a QM/MM scheme would improve the results, but we are aware that such

an approach would be very CPU demanding. It is definitively a method of

choice when dealing with isotope effects in hydrogen bonds in complex envir-

onments such as enzymes. All in all our experiment and calculations yield

evidence that the hydron distribution in the hydrogen bond has a significant

influence on the chemical shifts of all the carbon atoms in the investigated

compound. It is illustrated for the C3 atom in Fig. 6.

We are sure that measurements of chemical shifts and associated computa-

tional support will play a very important role in the studies of enzyme active

sites like in Ref. [28].
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Figure 6. Chemical shift of the C3 atom as a function of OH and OO distance in picolinic acid

N-oxide, according to Ref. [26]. Reprinted from Ref. [26] by permission granted by the American

Chemical Society. For each OH and OO value all other geometry parameters were optimized. The

inner contour labelled ‘‘2’’ pertains to the energy value of 2 kcal �mol�1 above the minimum;

successive contours are drawn at 2 kcal �mol�1 intervals. according to Ref. [26].
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6 CAR–PARRINELLO SIMULATION OF THE STRETCHING

AH VIBRATIONS

In this section preliminary results of the Car–Parrinello molecular dynamics of

PANO in the solid state are reported [29]. In particular, we are interested in

simulation of the broad band associated with the OH stretching motion.

The Car–Parrinello method belongs to the class of the methods called

ab initio molecular dynamics. These methods solve equations of motion for

atomic nuclei, where the forces are calculated quantum-mechanically. The most

widely used theory for studying the quantum-mechanical electronic structure

problem of solids and larger molecular systems is the density-functional theory

of Hohenberg and Kohn in the local-density approximation (LDA). Car and

Parrinello’s method [30] is based on the LDA, and uses pseudopotentials and

plane wave basis sets, but they added the concept of updating iteratively the

electronic wave functions simultaneously with the motion of atomic nuclei

(electron and nucleus dynamics are coupled). This is implemented in a standard

molecular dynamics paradigm, associating dynamical degrees of freedom with

each electronic Fourier component with a small mass. The procedure turned

out to be very efficient, especially for the large systems.

The application of the plane wave basis set implies that the periodicity is

taken into account and the method is therefore well suited for the simulation of

the crystal field effects. For a recent review of Car–Parrinello methodology see

Ref. [31]. With Car–Parrinello method the proton motion in PANO including

the effects of crystal environment was simulated. The molecular dynamics

simulation was carried out at a constant volume, i.e. the unit cell parameters

were fixed during the simulation. Fictitious orbital mass was set to 150 a.u.

(note that 1 a.u. corresponds to the electron mass) and the propagation time

step was set to 2 a.u.

The temperature of the system was controlled using the Nose–Hoover

thermostat for the nuclear motion. Target temperature was set to 300 K. The

structure of PANO was energy minimized prior to the dynamics run. The

simulation consisted of about 300,000 steps, the simulated time was approxi-

mately 14.5 ps. Nuclear coordinates were saved to the trajectory file every time

step of the simulation. Next, snapshots of the dynamics were extracted from the

trajectory every 5,000 steps (approx. 242 fs). In such a way, 50 distinct struc-

tures, as generated by the dynamics simulation, were obtained. From each of

these structures, two proton potential functions (one per PANO molecule in the

unit cell) were acquired by stepwise displacing the H-bonded proton along the

line that connects the proton donor and the oxygen nucleus while keeping all

the other nuclei frozen; a single point calculation was performed for each

proton position. A total number of 100 proton potentials were obtained in

such a way.

Anharmonic vibrational energies and wave functions were determined for

each of these potentials by solving the vibrational SE. The variational Fourier
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Grid Hamiltonian method was used for this purpose. The calculated anharmo-

nic OH stretching frequencies are distributed over a wide range between 1,100

and 2,100 cm�1. The frequency of each individual 0 to 1 vibrational transition is

represented as a delta function whose height is proportional to the dipole-

driven transition intensity in the approximation of electric harmonicity. The

distribution of the frequencies outlines the shape of the broad band attributed

to the OH stretching mode. The envelope shown in Fig. 7 was obtained by

representing each individual transition as a Gaussian function of a half-width

of 50 cm�1 centred at the pertinent frequency. Each of the Gaussians was scaled

in such a way that its integral was equal to the calculated transition intensity.

The calculated envelope of the OH stretching band spans over a very wide

range and at least qualitatively matches the experimental broad absorption in

the experimental infrared spectrum of solid PANO that is attributed to the OH

stretching mode. The peak of the band at about 1,400 cm�1 is in good agree-

ment with the estimated centre of the experimental broad absorption [32].

At this point it is worth to emphasize that the spectrum calculated from the

velocity autocorrelation function is in disagreement with the experiment. The
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Figure 7. Car–Parrinello calculated envelope for the OH stretching mode in picolinic acid N-oxide

in the solid state, according to Ref. [32].
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applied methodology can be easily applied to study spectra of hydrogen bonds

in solution or in a fluctuating macromolecular environment. Computational

costs associated with evaluation of the force and energies, however, still prevent

quantum-dynamical simulation of the proton motion using the Car–Parrinello

methodology.

7 QUANTUM-DYNAMICAL SIMULATION OF THE PROTON

MOTION

In this section we report quantum-dynamical simulation of the proton motion

in acetylacetone. Acetylacetone is a medium strong hydrogen bonded system

with the OH asymmetric stretching frequency band centred at 2800 cm�1. The

system is conjugated, giving rise to weak OH stretching frequency band. The

band we simulated using the following strategy. First computationally inex-

pensive functional form of the potential was constructed. The one-dimensional

OH motion was treated by time-dependent SE, while, the rest of the system,

including solvent, was treated on the level of molecular mechanics. The density

matrix evolution (DME) method is coupled with classical systems [33]. The

DME method is based on the coupling of the Liouville–von Neumann equation

with which the quantum subsystem is described with the classical equations of

motion. For the quantum subsystem a few displaced Gaussian functions are

used, what formally corresponds to the application of Gauss–Hermite polyno-

mials that are eigenfunctions for harmonic oscillator. The force acting on the

classical subsystem is just its expectation value. The DME method can be

contrasted with the surface hopping method where the force originates from

the pure quantum states, giving rise to the ad hoc scaling of the velocities of the

classical particles in order to preserve the total energy.

The spectrum was calculated from the time-dependent wave function of the

proton wave function. The proton potential in acetylacetone was first examined

by semiempirical MO methods, ab initio methods on the HF and MP2 levels, and

by the DFT method using the exchange functional proposed by Becke and the

correlation functional of Lee, Yang and Parr. The semiempirical method yields

an unreasonably high barrier to the proton transfer. The Hartree–Fock calcula-

tions also yield a too high barrier. The MP2 and B3LYP applied with large,

flexible basis sets yield a classical barrier of under 3:0 kcal �mol�1. The part of

the hypersurface relevant for the proton transfer was explored with the B3LYP/

6–311þG(2d,2p) method yielding a classical barrier of 2:12 kcal �mol�1. Vari-

ations in the proton potential with respect to the OO distance and both CO

distances were considered. The former influences the barrier height, while the

latter introduces asymmetry. The potential was fitted to the two state empirical

valence form suitable for quantum-dynamical molecular simulations.

Mixed quantum–classical simulation using the DME method was performed

in the gas phase and in a chloroform solution [34]. The effects of deuteration

were also considered. The vibrational spectrum was calculated by Fourier
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transform of the time-dependent expectation value for the OH bond length. In

the present case, we demonstrate by calculations and experimentally that

coupling of the proton to the OO and both CO bonds, which are attached to

the hydrogen bond (indirect relaxation mechanism), is more important than

coupling to the solvent degrees of freedom in determining spectral shape.

The DME method has many possible applications. Inclusion of the external

electromagnetic field into the mixed quantum–classical simulation is possible

and offers a possibility for computational support of the pulse-echo experi-

ments in the infrared region. See for example Ref. [35].

We hope to apply this method in the near future for enzymatic active centres.

Replacement of the polar solvent with a fluctuating macromolecular environ-

ment, such as an enzyme, is methodologically a straightforward step but

requires a lot of coding efforts. Quantum treatment of the nuclear motion is

essential for calculation of the kinetic isotope effects that are of vital import-

ance for enzymology. Very recently the H/D kinetic isotope effect kH=kD ¼ 80

was simulated with what is in excellent agreement with the experiment [36].

8 MAIN FEATURES OF IR SPECTRA RELATED TO THE

ANHARMONIC POTENTIAL ENERGY SHAPE

One of the most important parameters characterizing the specificity of hydro-

gen bondings and affecting the spectroscopic behaviour of hydrogen-bonded

systems is the anharmonicity of n (A–H) vibrations. According to Sándorfy [37,

38] the anharmonicity of n (A–H) stretching vibrations is defined as being

limited to the first overtone. The sign of the X12 value is assumed sometimes

to be reversed. The data related to the higher order excitations are limited and

very rarely discussed:

X12 ¼ n01(AH)� 1

2
n02(AH)(10)

The importance of anharmonicity of n (AH) vibrations results first of all from

the interpretation of the width and shape of the IR absorption bands. It is

almost commonly accepted that the anharmonicity is a source of the coupling

phenomena of n (AH) vibrations with the low frequency vibrations, mainly of

the bridge stretching mode and modes into which the bridge atoms contribute.

The theoretical basis for the coupling phenomena was formulated by Marechal

and Witkowski [39, 40] and developed taking into account the Fermi reson-

ances by Wójcik [41]. The Fermi resonance is of great importance in analysis of

the substructure of the broad absorption which is ascribed to the coupling with

overtones and combination modes into which the d(AH) and g (AH) vibrations

contribute.

Wójcik and coworkers [42] studied in particular the band shape for

asymmetric OH stretching vibrations in benzoic acid dimer. The experimental

spectra were compared with calculated ones. The calculations were based on
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the adiabatic coupling between the high frequency mode (OH), the low fre-

quency mode (OO), resonance between the two hydrogen bonds in the dimer

and Fermi resonance between the fundamental asymmetric OH stretching and

the overtone of the d(OH) bending vibration. Good agreement between the

calculated and experimental results for both OH and OD spectra was found.

As follows from the recently performed analyses [3] the shape of the n (AH)

IR absorption bands results usually from the indirect relaxation of the excited

vibrational levels, i.e. through the coupling with the low frequency internal

modes which next interact with phonons of the condensed phase. The broad

bands are characteristic not only for condensed phases. They are also observed

in the gas phase in the case of bulky expanded molecules, which can be treated

as a bath. In this case a crucial is the coupling of n (A–H) vibrations with low

frequency bridge vibrations.

As an example of hydrogen-bonded molecules which play the role of a bath

in relaxation of the excited n (A–H) vibrational level can be the dimers of

phosphinic acids studied in the gas phase at high temperatures [43]. In Fig. 8

the results of investigations of profiles of broad IR bands ascribed to n (OH)

vibrations with characteristic Hadži’s ABC trio are shown. These spectra are

very similar to those recorded for strong hydrogen bonds in condensed

phases [44].

The example of phosphinic acids illustrates very well the appearance of three

submaxima on the envelope of broad bands (continua). Let us note that till now
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Figure 8. The n(OH) bands of R2POOH dimers in the gas phase: 1—H2POOH (T ¼ 345 K);

2—(CH3)2POOH (530 K); 3—(CH2Cl)2POOH (450 K); 4—(C4H9O)2POOH (425 K). The arrows

denote the centre of gravity no of the dimer band, A, B, C denote the components of ABC structure,

reprinted from Ref. [43] by permission granted by the Polish Chemical Society.
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there is no commonly accepted view with respect to the origin of submaxima or,

as many authors believe, two subminima. The latters could correspond to the

Fermi resonance with overtones of d(OH) and g(OH) vibrations. One should

mention here that Zundel [45] has shown that the broad continuum with

submaxima can be due to the overlapping of a few transitions resulted from

the tunnel splitting for an asymmetric potential energy curve. A confirmation

of the rightness of such a point of view could be considerations of Sokolov [46]

on the isotope effect which will be discussed later.

In line of the Zundel approach results of calculations for OHO hydrogen

bonds based on Eq. 9 could be considered [12, 13]. In calculation it has been

assumed, in agreement with commonly accepted theory of the coupling between

anharmonic protonic vibrations with the bridge vibrations, that the relaxation

of the excited vibrational states undergoes through such low frequency vibra-

tions. However, it has been assumed simultaneously that the bridge vibrations

are strongly damped, particularly in condensed phases due to the interaction

with phonons. This assumption is consisted with the stochastic model [47]

which implies that the hydrogen bond length is modulated over the amplitude

of vibrations. However, the shape of the potential is modulated too. In conse-

quence we have to take into account modulation of the barrier height and

splitting of the vibrational levels.

The coefficients a2 and a4 of Eq. 9 were fitted to experimental correlations

between the n(AH) frequency and r(AH) bond length and the bridge length.

The coefficient a3 was defined by using the positions of minima and its value

was arbitrarily assumed. The calculations were performed for OHO hydrogen

bonds for which there are enough data related to the correlation between

n(OH) and r(OH) and the bridge length.

The evolution of the absorption bands starting from long asymmetric hydro-

gen bonds to symmetric short ones is shown in Fig. 9. It is seen that separated

bands corresponding to various transitions cover the whole infrared region.

For short symmetric bridges the probability of the high frequency transitions to

higher vibrational level drops almost to zero.

The confrontation of experimental spectra with those predicted in such a way

does not provide sufficient agreement. There are several reasons for that. First

of all the band widths should be larger when we assume that, in addition to the

distribution of the bridge length, additional coupling with other low frequency

vibrations takes place, especially with vibrational and translational modes. One

should also take into account the direct mechanism of relaxation according to

the Zundel polarizability of low-barrier hydrogen bonds [45].

Let us come back to the problem of anharmonicity and its relationship with

the hydrogen bond strength and hence the potential energy shape for the

proton motion.

There is little known about the correlation between the anharmonicity

expressed in Eq. 10 and the interaction strength expressed by concrete

parameters, e.g. DpKa. On the other hand, there are in our disposal numerous
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data related to the 1H=2
H isotope effects, which can be correlated with the

anharmonicity that will be discussed later.

From the data reported by Rospenk and Zeegers-Huyskens [10] related to

complexes formed by phenol derivatives and pyridine it follows that for not

very high DpKa values X12 increases, reaches a maximum and, approaching to

the critical region, starts to decrease. The detailed studies performed recently

[48] for Mannich bases over broad DpKa region are illustrated in Fig. 10. The

results unequivocally show that in the critical point a deep minimum appears

and the X12 value changes the sign. This clearly reflects a substantial change of

the shape of the potential energy curve. It becomes steeper than that of the

harmonic one. This behaviour seems to be characteristic for very strong hydro-

gen bonds. In the case of weak hydrogen bonds, as has been shown in Ref. [49],

unexpected minimum of X12 value is visible. This phenomenon is illustrated in

Fig. 11 for a large number of hydrogen-bonded alcohols. The minimum cor-

responds to Dn values of the order of 100 cm�1. Such a behaviour should be

considered as due to the coupling of n(AH) vibrations with d(AH) and g(AH)

modes which cause the weakening of hydrogen bonds. This result seems to be
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Figure 9. Simulated band profiles for various transitions in OHO hydrogen bonds of varying

length, according to Ref. [13].
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important in understanding two-dimensional potential energy surfaces. Simul-

taneously it shows the necessity of taking into account bending vibrations in

theoretical analysis.

9 FREQUENCY ISOTOPE EFFECTS

The isotope effects in hydrogen bonded systems reflected in IR spectra were

recently reviewed [5]. Here we would like to concentrate our attention on some

selected main points.
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Figure 10. X12 values for Mannich bases plotted vs. DpKa, according to Ref. [48].
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Figure 11. Correlation between the X12 value and relative frequency shift Dnr ¼ Dn(OH)=no(OH)

for hydrogen-bonded alcohols, according to Ref. [49].
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For all systems containing OH� � �O, OH� � �N and NH� � �N hydrogen bonds

there are observed deep minima on the plots of isotopic ratio (ISR) ¼ n(AH)=
n(AD) vs. relative shift of the n(AH) frequency. This minimum (close to unity)

is observed for gravity centre located at 1000---1500 cm�1 that is characteristic of

strong hydrogen bonds in condensed media. For strongest hydrogen bonds the

ISR value starts to increase reaching 2
p

and even more. However, in the case of

intramolecular OH� � �N hydrogen bonds when no continuous broad absorption

is observed, the minimum on the plot ISR ¼ f (DpKa) is not so deep as can be

seen in Fig. 12.

This result can speak in favour of the concept that broad continuous ab-

sorption extended to very low frequencies is due to overlapping of a few

transitions characterized by different isotopic ratio, as argued by Sokolov [46].

In the critical point characterized by a double minimum potential with a low

barrier we have to expect high values of ISR markedly exceeding 2
p

that is

connected with unusual anharmonicity. An evidence of that are results of

studies on the isotope effect in AH complexes with nitrogen bases in low

temperature matrices that have been reviewed in Ref. [50]. In the critical

point the ISR value markedly exceeds 2
p

while not far from this point the

ISR value is evidently lower than 2
p

.

10 LOW-BARRIER HYDROGEN BONDS

Some importance in understanding of unusual behaviour of systems with a

symmetrical double minimum potential and low barrier possess the results

collected recently for charge assisted [NHN]þ bridges, particularly in proto-

 

1.36

1.34

1.32

1.30

1.28

1.26

1.24

IS
R

0 1�1 2 3 4 5

∆pKa

Figure 12. ISR plotted vs. DpKa for Mannich bases, according to Ref. [48].

396 Denisov et al.



nated proton sponges [51, 52]. The n[NHN]þ absorption bands in protonated

naphthalene proton sponges (1,8-bis(dimethylamino)-naphthalene (DMAN)),

when the symmetric NHN bridges are present, possess unique properties as

shown in Fig. 13 comparing with bands corresponding to longer bridges.

For the hydrogen bonds of ca. 2.55 Å length this band is located at ex-

tremely low frequencies with an Evans hole assigned to the coupling with

NC3 bending vibrations. For somewhat longer bridges (2.63 or 2.70 Å) a

continuous absorption is manifested extending from 100 to 3000 cm�1 similarly

to those observed for strong OHO or OHN hydrogen bonds. One should

mention here that very short charge assisted [NHN]þ hydrogen bonds are

constrained by steric effects.

The ab initio and DFT calculations yield the results consistent with experi-

ments related to the bridge length, n[NHN] frequency as well as to isotope

effects. Moreover they allow to understand the behaviour of such bridges

owing to the possibility of analysis of the potential energy curve and distribu-

tion of protonic vibrational levels. The calculated potential energy curve for

protonated 2,7-dimethoxy-DMAN is shown in Fig. 14. The MP2 barrier height

is 462 cm�1 corresponding to 1:32 kcal �mol�1 that means that zero point

energy level for [NHN]þ is above the barrier. All data related to protonated

2,7-dimethoxy-DMAN are collected in Table 2. From the data in Table 2 it

clearly follows that anharmonicity expressed in Eq. 10 is highly negative with

unusually high frequency isotopic ratio.

1000 2000 3000
cm�1

2.55  Å
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2.70

2.84

2.93
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  [

%
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Figure 13. Examples of infrared n[NHN] bands in NHN hydrogen-bonded systems with different

N� � �N bridge length. The dashed parts of curves were obtained after separation of bands ascribed to

other internal modes, based on data cited in Ref. [53].
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The behaviour of protonated 2,7-dimethoxy-DMAN is similar to that of

other protonated 2,7-disubstituted DMANs as shown in Table 3. The data in

this table demonstrate that [NHN]þ bridge is sensitive to the environment

expressed in the buttressing effect exerted by various substituents in positions

2,7. This is well reflected in the geometry of molecules.

It is worth mentioning here that in the case of charge assisted [NHN]þ

hydrogen bonds there was reported only one system with single symmetrical

potential, namely protonated 1,6-diazabicyclo[4.4.4]tetradecane [54]. In this

case the N� � �N distance is equal to 2.526(3) Å, the shortest known so far.

The single minimum potential was confirmed based on primary H/D isotope
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Figure 14. Calculated MP2 one-dimensional potential for protonated 2,7-dimethoxy-DMAN with

indicated n[NHN]þ (solid lines) and n[NDN]þ (dashed lines) energy levels, reprinted from Ref. [52]

by permission granted by the American Chemical Society.

Table 2. Theoretically predicted anharmonic n[NHN]þ and n[NDN]þ frequencies for protonated

2,7-dimethoxy-DMAN compared to the experimental results, along with the ISR, X12 and barrier

height values

n[NHN]þ(cm�1) n[NDN]þ(cm�1) ISR ¼ n(H)=n(D) �X12(cm
�1)

Barrier

height (cm�1)

DFT 665 331 2.01 326 475

MP2 692 352 1.97 305 462

Expt. 488 235 2.08

Table 3. Geometrical and spectroscopic characteristics of protonated 2,7-X2 derivatives of DMAN

ffC1C2X (deg) ffC3C2X (deg) d(N� � �N) Å n[NHN] (cm�1) ISR

2,7-Br2 124.7(2) 113.4(2) 2.547(3) 560 1.65

2,7-Cl2 122.8(2) 115.4(2) 2.561(3) 530 1.80

2,7-(OCH3)2 116.0(2) 123.2(3) 2.567(3) 488 2.08
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effect in NMR spectra. In agreement with that the n[NHN]þ broad absorption

band centred at ca. 1000 cm�1 is observed.

It was recently evidenced [55] that also very short OHO hydrogen bonds

reveal a low-barrier double-well potential. This was shown in the case of

hydrogen bond with the length of 2.393 Å in 4-cyano-2,2,6,6-tetramethyl-3,

5-heptanedione of C2v symmetry. An unequivocal conclusion was based on

detailed INS, neutron diffraction and NMR studies. The difference between the

two lowest protonic vibrational levels equals to 371 cm�1 that convincingly

speaks against the single minimum potential. One should mention that in

both protonated DMAN and last example of tetramethylated heptanedione

the hydrogen bonds are to a large extent isolated.

11 POSSIBILITIES OF NMR SPECTROSCOPY

NMR spectroscopy provides valuable information on the structure and dy-

namics of the systems with hydrogen bonds, IR and NMR data substantially

supplement each other. Most direct information can be derived from spectra of

magnetically active nuclei of atoms, participating in hydrogen bridge and

neighbouring atoms, such as 1H,2H,13C,15N,19F and 31P, in some cases 14N

and 17O. Main parameters, measured in NMR spectroscopy, are chemical shifts

and scalar spin–spin couplings between adjacent or closely located nuclei. The

chemical shift d is a characteristic of magnetic shielding of a nucleus by electron

shell of a molecule, it is a specific characteristic of a given atom in a molecule.

Scalar spin–spin coupling constant J is a characteristic of indirect interaction

energy of magnetic moments of non-equivalent nuclei through electron shell of

a molecule, it determines the multiplet structure of signals.

Formation of AH� � �B hydrogen bond leads to low-field shift of the proton

signal of AH group (decrease of electron magnetic shielding), which grows with

the increase of the hydrogen bond energy. Signs and values of the shifts of the

signals of A and B nuclei are specific and depend on the interacting functional

groups. Scalar spin–spin couplings between nuclei of proton donor and proton

acceptor give valuable information about overlapping of electron clouds of

partner groups upon formation of hydrogen bond. One feature of NMR

spectroscopy is of fundamental importance—it is significantly larger character-

istic time t�, compared to the optical spectroscopy. The order of magnitude of

t� is defined by the inverse value of the quantum transitions frequencies in a

system studied by the given method. For NMR spectroscopy it is about

10�2---10�5 s for different cases; characteristic time in optical spectroscopy is

of the order of 10�10 (microwave) to 10�16 (UV) regions. On one hand, this

complicates NMR study of systems with dynamic equilibrium between differ-

ent molecular forms (such as hydrogen bonding, tautomeric equilibrium, in-

ternal rotation), because when t� � t, where t is the characteristic time of

chemical process, for example, the lifetime of proton between acts of exchange,

in NMR spectrum only one average signal of two or more forms participating
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in exchange is registered. On the other hand, this gives a unique opportunity

to measure kinetic parameters of averaging processes with t � t�, where

it is possible to measure directly the lifetime of exchanging forms by NMR

lineshape analysis. This can be achieved by changing the conditions of the

experiment, which can influence the lifetimes, mainly temperature and concen-

tration, but sometimes also the magnetic field strength (by using several NMR

spectrometers). In this sense processes can be described as fast or slow in

NMR timescale.

The experience shows that for many systems with hydrogen bond slow

exchange conditions t � t�= down to t � t� are fulfilled at temperatures

below 200–150 K and it is possible to detect separated signals of non-equivalent

movable protons [56, 57], 15N nuclei [57, 58], 19F nuclei [59, 60], 13C nuclei [61]

and 31P nuclei [62, 63]. In slow exchange regime the tremendous potential of

NMR for hydrogen bond investigation is disclosed. For example, proton

chemical shift range is about 20 ppm and linewidth for exchangeable protons

can be as low as 5 Hz, so that the total number of independent points in
1H NMR spectrum, which characterizes selectivity of the method, is around

2000 on average spectrometer. Unfortunately, possibility to measure spectra of

liquid state samples at low temperatures is limited by the small number of

suitable solvents. Well utilized is the freon mixture CDF3=CDClF2, which has

rather high dissolving ability even for ionic compounds and low viscosity down

to freezing temperature, below 100 K. 1:1 mixture freezes around 95 K and at

this temperature its dielectric constant rises up to 45 [59].

12 POTENTIAL SURFACES OF COMPLEXES WITH

INTERMOLECULAR HYDROGEN BOND

12.1 Complexes of Neutral Molecules

Intermolecular hydrogen bond AH� � �B in solution in majority of cases is either

linear or close to linear, i.e. angle u AHB is close to 1808. The dependence

of the hydrogen bond energy on the angle is weak, thus it is convenient to

build two-dimensional potential energy surface in coordinates r1(AH), r2(HB)

(or R ¼ r1 þ r2), assuming u ¼ 1808. If the difference DpKa ¼ pKa(AH)�
pKa(HBþ) is close to zero, the proton transfer state A� � � �HBþ is sufficiently

populated, which allows to detect it by spectroscopic methods [64, 65]. In other

words, on the potential surface of such system there are two minima, corre-

sponding to two stationary states of the complex, which are in the dynamic

equilibrium. Enthalpy difference between these two states (relative depth of

potential minima) is defined experimentally using van’t Hoff ’s equation for the

temperature dependence of the monomolecular equilibrium constant, which is

equal to the ratio of concentrations of two forms of complex. Measurements of

the equilibrium constant can be performed using optical spectra in UV and IR

regions, where characteristic time of method is much shorter than lifetime of
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the complex. In NMR spectra, however, it is rarely possible to detect simultan-

eously resolved signals of tautomeric molecular and ionic complexes. However,

for complexes of strong acids but weak proton donors in hydrogen bond the

interconversion frequency of two forms in the temperature range 250–90 K can

be comparable with the difference of resonance frequencies of these forms. In

such systems minima of molecular and ionic complexes on the two-dimensional

potential energy surface are located far away from each other and, as a conse-

quence, are separated by the high potential barrier, which makes the lifetime of

the proton in each state comparable with the characteristic NMR time. This is

the case of many CH–, SH– and NH–proton donors [56]. Strong OH and many

NH acids are also strong proton donors, potential barrier between two minima is

lower and rate of exchange is so high that even at	100 K in NMR spectrum only

average signal of molecular and ionic forms is seen. Although in these cases

spectrum is less informative, equilibrium constant can be estimated from

the location of the signal between two limiting positions, corresponding to

molecular and ionic forms. Signals of these forms usually cannot be measured

independently and their chemical shifts are obtained indirectly.

As an example, in Fig. 15 1H NMR spectra of thiophenol C6H5SH dissolved

in freon CHClF2 in the presence of triethylamine excess obtained at different

temperatures are shown [56]. Upon cooling the signal 2.6 ppm of the amine’s

a-methylene protons shifts to low field and splits into two signals around

150 K. While temperature decreases the chemical shift of the lower field signal,

assigned to the tautomeric complex, increases due to the gradual shift of the

equilibrium SH � � �N, S� � � �HNþ to the right side. When the proton ex-

change between these two tautomeric forms becomes slow in the NMR time-

scale the signal of the bonding proton splits in to two signals, which correspond

to the molecular and ionic complexes. The lineshapes and relative intensities of

3 2 114 13 12
d [ppm]

�150�C

�125�C

�110�C

�90�C

SH...N S−...HN+

Figure 15. 1H NMR spectra of thiophenol (0:05 mol � dm�3)—triethylamine (0:1 mol � dm�3) sys-

tem in a freon CHClF2 at various temperatures, reprinted from Ref. [56] by permission granted by

Elsevier.
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the signals do not depend on concentration. The former are modulated by the

exchange rate and the latter are defined by the tautomeric equilibrium. The

lineshape analysis allows to determine the lifetime of the complexes and to

describe the kinetics of the proton transfer. Analogous experiments were ful-

filled in a number of systems of the RAH � � �N(C2H5)3 type. The employed

proton donors RAH, where AH ¼ OH, NH, SH, CH, were selected in such a

way that their proton-donating ability was strongly varied while the acidity

stays rather unchanged. The enthalpy of the RAH � � �O ¼ S(CD3)2 complex

estimated from IR spectra was employed as a measure of the proton-donating

ability. The experimental data obtained for these systems are collected in

Table 4.

The enthalpy values of the AH � � �N, A� � � �HNþ process are similar for

the studied complexes and are between 13 and 15 kcal �mol�1. While the

proton-donating ability of an acid decreases the rate of the reversible proton

transfer diminishes and the activation energy increases. Thus a decrease of the

potential well depth for the molecular complex causes an increase of the barrier

for the proton transfer. One may conclude that the acidity of RAH defines

mostly the depth of the potential well in the ionic complex while the barrier

height depends on the hydrogen bond strength in the molecular complex, i.e.

the distance between the bridge A, B atoms.

The equilibrium between the molecular and ionic form of hydrogen bonded

complexes involving stronger proton donors such as carboxylic acids or

phenols was studied using optical spectroscopy methods [64, 65]. In these

structures the enthalpy of the proton transfer was found to be always negative.

Since the proton transfer in solution is an exothermic process, the second well is

always deeper than the first one. The proton transfer is followed by a strong

reduction of the entropy due to the ordering of the solvent molecules in the

solvation shell of the ionic complex having a higher dipole moment (7–10 D).

The structure of strongly hydrogen-bonded complexes dramatically depends on

interactions with the environment. Impressive examples are the complexes

HalH �NH3 (Hal ¼ Cl, Br, I) in inert gas matrices, whose structure changes

qualitatively from molecular to ionic one in the row Ne, Ar, Kr, N2 [66–68].

Table 4. The enthalpy values of hydrogen bonded complexes of acids RAH with (CD3)2SO,

coalescence temperature Tc and activation energy E 6¼ of proton transfer in the complex

RAH � � �N(C2H5)3

Acid RAH pKa DHDMSO (kcal �mol�1) Tc (K) E 6¼ (kcal �mol�1)

(CH3)3CCOOH 5.1 9.6 <95 <2

CH3NHNO2 5.1 7.0 130 2.2

C6H5SH 6.2 5.2 160 3.4

(CF3)2CHNO2 5.3 4.4 220 4.7

CH3CH(NO2)2 5.1 2.2 315 7.9

(CF3)2CHCOOCH3 6.2 	1 >340 >10
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The solvent plays an important role in the position of the tautomeric equilib-

rium. Indeed, such equilibrium was not ever observed in gas phase while the

proton transfer in complexes formed by neutral molecules is well known, for

example, in BrH �N(CH3)3 as shown by NMR [69]. One may expect that

perspective candidates for such study are strong CH– or SH–acids.

For systems with strong hydrogen bond NMR spectroscopy provides an

important experimental criterion, which allows to distinguish the complexes

with symmetric or nearly symmetric low-barrier potential from complexes with

non-symmetric single-well or double-well potential with a high barrier. It is a

primary 1H=2
H isotope effect—the difference of signals in 2H and 1H NMR

spectra of complexes containing deuteron and proton in hydrogen bridge

Dd 
 d(A2HB)� d(A1HB). In some cases the 3H NMR spectra of compounds

enriched with tritium were obtained [70–72]. The basis of this criterion is the

change of complex geometry after isotope substitution—the shortening of the

bond A–D and further A–T on account of vibration anharmonicity and lesser

zero point energy for heavier isotope. Then its shielding increases, hydrogen

bond weakens, the distance H� � �B increases more than shortening of the

valence bond and the length of hydrogen bridge R(A� � �B) increases [73, 74].

The deuteron signal is shifted to higher field in comparison with proton, the

difference of their chemical shifts is negative, Dd < 0. The effect is small for

weak hydrogen bonds, it grows with the strength of them, reaches the max-

imum, for OH� � �O bonds of about �1 ppm, then it decreases, goes through

zero and becomes positive, up to þ0.3 ppm for strongest shortest bonds; the

detailed theoretical analyses are given in articles [75, 76].

It is pertinent to add that in the gas phase hydrogen bond may become

shorter upon isotope substitution, RD(AB) < RH(AB), according to the data of

rotational spectroscopy [77]. This effect is maximum for weak complexes and

decreases with the hydrogen bond strength, for complex ClH �NH3 it becomes

positive. The authors [77] explained it by the opposite influence of H/D substi-

tution on the movements with large amplitudes—stretching vibration ns(AH)

and wagging intermolecular vibration nb. For weak bonds the decrease of zero

point vibrations amplitude of nb dominates, the role of ns increases with the

hydrogen bond strength. Since in liquid phase the positive isotope effect on

chemical shifts for uncharged complexes is observed only in few cases of very

strong hydrogen bond with ‘‘shared’’ proton, it is believed that in conditions of

polar solvent the influence of zero point vibrations on nb mode on hydrogen

bond geometry is insignificant.

In symmetric single minimum potential proton as well as deuteron and triton

is located in the centre of bridge, but because of lesser energy of zero-point

vibrations and lesser distance between heavy nuclei the amplitude of zero-point

vibrations for 2H and 3H is less than for 1H, and average over wave functions of

ground state values of their chemical shift proves to be larger, the isotope effect

Dd > 0 [70, 94]. When the minimum moves from the centre of bridge the

potential curve becomes asymmetric, the distance r1(AD) becomes less than
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r1(AH) and the opposite influence of anharmonicity on the hydrogen bond

strength in H- and D-forms appears, the total effect diminishes. The Dd value

goes through zero, becomes positive and increases [78, 79].

Exclusively strong hydrogen bond, probably the strongest detected up to date

between two neutral molecules, is formed in a polar solution between FH and

2,4,6-trimethylpyridine (collidine) [57]. In a CDF3=CDClF2 freon mixture

geometry of this bond dramatically depends on temperature. At 190 K the

bond is of the molecular type and H is located closer to F than to N. The single

well potential curve is asymmetric and the primary isotope effect is negative.

Upon cooling Dd becomes positive, goes through the maximum of 0.27 ppm at

145 K and then decreases again down to 0.2–0.1 ppm at 100 K. That means that

the F–H� � �N bridge contracts first and then lengthens again. The driving force

for this contraction is an increase of the solvent polarity due to cooling [59]. The

local electric field increases upon cooling because of the ordering of the solvent

molecules solvated the complex. This field induces in the complex an extra dipole

moment due to the proton transfer from F to N. Thus, the F� � �H distance

increases gradually while the H� � �N one contracts. We will call the proton

position at which the N� � �F distance is the smallest one as the ‘‘quasi-midpoint.’’

For asymmetric AH� � �B complexes this point does not necessarily coincide with

the geometrical centre of the hydrogen bridge [58]. Further increasing of the

dipole moment demands an increase of the N� � �F distance. Thus, upon cooling

geometry of the FH� � �collidine complex changes gradually from the molecular

structure FH� � �N to the ionic one F� � � �HNþ [80].

By using empirical correlation between spectroscopic and geometric charac-

teristics of complex it was shown that the primary isotope effect changes sign

when the minimum of the potential curve shifts from the quasi-midpoint by

more than 	0.06 Å in both sides [57].

Information about the electronic structure of strong hydrogen bond may be

obtained from the structure of the NMR signal of the bonding proton. In the
19F �1 H �15 N bridge all nuclei have the spin 1/2. Their mutual interaction

through the three-centre four-electrons bond is shown in Fig. 16 [57]. The

proton signal is a doublet of doublets whose splitting constants depend on

the proton position in the bridge. At high temperatures the proton is strongly

coupled to the fluorine, 1JFH ¼ 88 Hz at 180 K. Due to the proton transfer

upon cooling this coupling reduces down to 45 Hz near the quasi-midpoint and

finally becomes immeasurably small, less than 10 Hz. In contrast, the proton–

nitrogen coupling increases upon cooling. It is about �43 Hz at 170 K, be-

comes equal to 1JFH near the quasi-midpoint and about �55 Hz at 112 K.

The coupling constant between the nitrogen and the fluorine nuclei over the

hydrogen bridge does not change much in the inspected temperature interval

and is about �96 Hz.

The results of theoretical analysis of a similar complex perfectly correlate

with the experimental data and explain the observed effects in detail [81]. It is

shown that the strong changes of the 1JFH and 1JHN coupling constants are
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caused by a monotonous increase of the F� � �H distance and the corresponding

decrease of the H� � �N distance near the quasi-midpoint or the proton-shared

bond where the F� � �N distance does not change much. In all cases the Fermi

contact contribution is mostly responsible for the coupling with the exception

of the shortest F� � �H distances when the paramagnetic spin–orbit contribution

plays a certain role.

A monotonous increase of the potential curve asymmetry is observed for

complexes of carboxylic acids with collidine having in the freon mixture the

ionic structure at 120–130 K. Here 1JHN is about �65 Hz for acetic acid, 87 Hz

for 2-nitrobenzoic acid and up to �90 and �92 Hz for HCl and HBF4 [82]. The
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Figure 16. (a) 1H NMR signals of the hydrogen bond proton of the 1:1 complex between collidine-
15N and HF in CDF3=CDClF2 of a sample containing a 10-fold excess of collidine; (b) 19F NMR

spectra of the same sample (c) 15N spectra with and without proton decoupling at 130 K of a sample

containing a 7-fold excess of collidine, reprinted from Ref. [57] by permission granted by the

American Chemical Society.
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structure of these complexes strongly depends on the local electric field and

may be dramatically changed in crystal where the dielectric constant « � 5 in

contrast to ca. 30 in freon. While the crystalline collidine–HCl complex has the

ionic structure as well, the benzoic acid forms with collidine in the solid state

molecular complex. As a result the difference in the nitrogen chemical shifts in
15N NMR spectra of the latter complex obtained in the freon mixture and

crystal is about 60 ppm.

The important regularities were obtained in the study of spectra of complexes

with hydrogen bond AH � � �15 N on nuclei 15N of isotopically enriched aromatic

bases pyridine and collidine. When proton-donating ability of an acid AH

increases the 15N chemical shift monotonously moves towards high field

approaching to limiting value, characteristic for a free cation H---15Nþ, in con-

trast to the chemical shift of proton which passes through the maximum near

quasi-midpoint. Thus the 15N chemical shift may be used to detect the minimum

on the proton’s potential surface. In this row of complexes the secondary isotope

effect Dd(N) 
 d(ADN)� d(AHN) has the shape of dispersion curve, i.e. it has

the maximum in region of strong molecular complexes, goes through zero near

quasi-midpoint and then has minimum in region of strong hydrogen bonded

zwitterionic complexes [23, 57, 78]. These features help to describe in detail the

structure of a hydrogen bonded complex and the shape of its potential surface.

It is pertinent to mention here the results of Rospenk et al. [83], where the

secondary H/D isotope effect was measured on 13C nuclei of phenyl ring in the

row of Mannich bases, substituted 2-CH2N(C2H5)2-phenols. The non-linear

intramolecular hydrogen bond OH � � �N(sp3) exists in these compounds, the

strength of which can be varied in wide limits by introducing substitutes in

phenyl ring. It was found that when acidity of OH group increases the isotope

effect on carbon atom C1OH, dC(D)� dC(H), changes analogously (with op-

posite sign) to the secondary isotope effect on nitrogen atom in intermolecular

hydrogen bond OH � � �15 N(sp2); it goes through zero near quasi-midpoint and

has maximum and minimum on both sides of this point. One can think that such

behaviour may be rather typical for complexes with strong hydrogen bonds.

12.2 Complexes with Participation of Ions

Very strong bonds are formed between neutral and charged particles—charge

assisted hydrogen bonds [84], complexes of neutral proton donors with anions

A� and of neutral acceptors with cations BHþ. Potential surface of these

complexes may be single minimum or double minimum, in dependence on

electronegativity of heavy atoms [85, 86]. The potential surface of a centrosym-

metrical anion [AHA]� or cation [BHB]þ has the simplest shape. The hydro-

difluoride ion [FHF]� is most extensively studied experimentally and

theoretically, one can assume it to be the limiting case of hydrogen bond with

maximum energy 45:8 kcal �mol�1 [21, 87–89]. As evidenced by X-ray diffrac-

tion, vibrational and NMR spectroscopy, this anion in gas, crystal and solution
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has centrosymmetric structure, so that its potential surface has one minimum. In

deuterated anion the distance R(F� � �F) diminishes in crystal by	0.004 Å [90], in

gas by 	0.005 Å [91]. Therewith the primary isotope effect is positive, þ
0.32 ppm, and secondary isotope effect is negative, d(FDF)� d(FHF) ¼
�0:37 ppm [92, 93]. The qualitative treatment was carried out in Refs. [78, 94];

the explanation is given on a basis of comparison of the width of probability

density distribution of proton and deuteron in the ground vibrational state

(Fig. 17). The thorough analysis of the influence of vibrational effects on NMR

spectra of isotope forms of [FHF]� anion is accomplished [21]. It is shown that

for centrosymmetric ion the contribution of amplitudes of twoproton vibrations,

antisymmetric and bending, plays the determining role. The contribution of

symmetric vibration (the change of effective length of hydrogen bond on deuter-

ation) is negligibly small. The experimentally observed opposite signs of isotope

effect on hydrogen and fluorine nuclei resulted in the dominating role of stretch-

ing vibration in the first case, and of bending proton vibration in the second case.

When passing to complexes with asymmetric proton location, the anharmonic

contribution of stretching proton vibration appears and increases, as a result of

which the primary H/D isotope effect decreases and changes its sign.

The NMR study of the strong hydrogen bond 15N �H �15 N in a complex

(R�C

N � � �H � � �N

C---R) �Xþ in solid state led to the similar conclusions

V
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Figure 17. (a) One-dimensional potential curve and squared ground state wave function (schemat-

ically) of a symmetric single-well hydrogen bond ALB, L ¼ H, D. (b) Chemical shifts d(ALB)

(schematically) of B and L as a function of q1. The average chemical shift of D is larger than for H

because of the maximum of d(ALB) and the narrower wave function of D compared with H. By

contrast, as d(ALB) is a linear function of q1, d(AHB) ¼ d(ADB), reprinted from Ref. [78] by

permission granted by Wiley-VCh.
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[23, 79, 80]. Two compounds were studied with symmetric and asymmetric

position of a proton between nitrogen atoms (Xþ ¼ AsPhþ4 and NPrþ4 ). On

H/D substitution the distance R(N� � �N) in the first complex diminishes from

2.62 to 2.60 Å, and in the second one it increases from 2.68 to 2.71 Å. The

distances r1 and r2 in the first complex remain equal, but in the second complex

the length of valence bond r1(N---H)1:16Å decreases by 0.03 Å, and the length

of hydrogen bond r2(H � � �N)1:49 Å increases by 0.06 Å. Chemical shift of

nitrogens signal in the spectrum of symmetrical complex is hardly changed on

deuteration, but in the spectrum of asymmetric complex two nitrogen signals

shift in opposite directions, the distance between them increases. The secondary

isotope effect on nitrogen qualitatively reproduces the primary geometric iso-

tope effect on proton transfer coordinate q1 ¼ 1=2(r1 � r2). Theoretical consid-

eration of a model linear system (C

N � � �H � � �N

C)� � Liþ, in which the

interaction with a cation models the perturbation by external electric field,

showed that on approaching a cation the symmetric low-barrier potential

loses its symmetry, becomes non-symmetric and its minimum gradually shifts

towards one of nitrogen atoms. Hence, the negative H/D effect on geometry

(shortening of R(AB) length on deuteration) and positive effect on hydrogen

chemical shift (low-field shift of deuteron signal in comparison with proton)

allow to identify the systems with single-well potential, with central or nearly

central proton location. The NMR criterion is more valuable than the struc-

tural one, since it is applicable not only to crystals but to neat liquids and

solutions as well.

An interesting approach providing a possibility of measurements of geomet-

ric parameters of complexes with hydrogen bond in solutions by the method of

nuclear magnetic relaxation is proposed by authors [95, 96]. The measurements

of longitudinal magnetic relaxation time T1 of heavy nuclei were carried out in

freon solutions at temperatures 100–150 K in conditions of slow proton and

molecular exchange for complexes FH � � �15 NCH and [FHF]� in three (H,D,T)

isotopic modifications. Using these data the ratios of distances r1(AT)=r1(AH)

and r2(TB)=r2(HB) in these complexes were calculated. It was found that in

complex FH� � �N the replacement of hydrogen by tritium results in shortening

of F–H bond and in lengthening of hydrogen bond H� � �N, the distance

R(F� � �N) increases by 0.02 Å
´
. But in complex [FHF]� the reverse effect is

observed—the diminution of the distance between heavy atoms. It evidences

for some strengthening of hydrogen bond, which manifests itself in positive

isotope effect on chemical shift of bridging proton. The obtained value of

shortening of R(F� � �F) distance 0.008 Å is in accordance with the value of

geometric isotope effect for isolated anion in gas phase, found from IR spec-

trum [90], so that this value is practically insensitive to the phase state and the

presence of a counter-ion.

In strong hydrogen bond [N.H.N] in homoconjugated bis-collidinium cation

in freon solution the proton signal 19.93 ppm is a triplet with a constant
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1JNH ¼ 40 Hz; the primary isotope effect is Dd ¼ �0:81 ppm [93]. This demon-

strates the double-well symmetric potential with fast migration of a proton

between two equivalent positions (in slightly disturbed collidinium ion the

proton signal of NHþ group is a doublet with a constant 1JNH ¼ 85 Hz).

Similar situation is in protonated proton sponges such like in 1,8-bis(di-

methylamino)-2,7-dimethoxy naphthalene [97]. 1H=2
H primary isotope effect

convincingly shows a double-well potential although the NHN bridge is very

short, 2.567(3) Å.

In complexes of carboxylic acids with their anions [AHA]� hydrogen bond is

weaker than in anion [FHF]�, and the results of experimental and theoretical

studies point to double-well potential of proton in a bridge [OHO]�. The

primary isotope effect in 1H NMR spectrum of hydrogen diacetate anion

according to Refs. [61, 93] is negative and large, Dd ¼ �0:62 ppm. An add-

itional information about O�H�O bond is obtained from 13C spectra of carbon

atoms adjoining to the hydrogen bridge. The secondary isotope effect on 13C

nucleus of carboxylic group dC(D) ¼ dC(H) ¼ �0:20 ppm is negative; also, it

repeats the sign of a primary effect. The authors concluded that the proton

potential in this anion is symmetric and has two wells, the same result gives the

theoretical analysis. The interaction with solvate shell results in fluctuations of

instantaneous form of potential but does not change its double-well character.

The fast proton exchange between two wells averages the signals of carboxylic

carbon and only one line is revealed in the spectrum [61].

In the row of acetic acid complexes with anions CH3CO�2 , CH2ClCO�2 ,

CHCl2CO�2 , CCl3CO�2 the OH� � �O hydrogen bond weakens rapidly as one

can see from the 1H chemical shifts—19.25, 16.91, 15.64, 12.04 ppm [98]. In

the 13C NMR spectra of asymmetrical complexes [A1 �H �A2]
� of this row the

signals of two carboxylic carbons are observed separately, the secondary iso-

tope effect on carbon atom of acetic acid decreases rapidly in this row (�0.357,

�0.234, �0.100 ppm) and exceeds significantly the secondary isotope effect on

carbon of chlorosubstituted anion (�0.053, �0.034, �0.100 ppm). It shows on

hydrogen bond OH� � �O in strongly asymmetric single-well potential [98].

13 INTRAMOLECULAR HYDROGEN BOND

13.1 Enols of b-Diketones

Intramolecular hydrogen bond, as a rule, is non-linear, and the dependence of

the energy of a system on the angle AHB u should be accounted for in building

one-dimensional and two-dimensional potential surfaces. The authors [99]

advanced a new approach for determination of the type of potential in intra-

molecular hydrogen bond O�H�O in enols of b-diketones. They suggested the

method of representation in one-dimensional form of potential curves describ-

ing the profile of proton movement between two oxygen atoms. The difference

r1(O---H)� r2(H � � �O) at different distances R and angles u is used as a reaction
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coordinate; it was calculated employing Lippincott–Schröder equation. The

obtained curves are classified by form and symmetry.

The potential curves of cis-enolic form of b-diketones are difficult ones for

classification cases of resonance-assisted hydrogen bonds, since parameters

of the surface may change strongly for different substituents X, Y, Z. The surface

may have either one minimum localized near one of oxygen atoms, or in the

centre of the bridge, or two minima of equal (X¼Y) or different depth (X 6¼Y).

Double-minimum surface corresponds to the existence of two tautomers, being

in movable equilibrium with one another. The high rate of mutual conversion

gives rise to averaging of signals of two forms, so that it is impossible to

distinguish different forms by direct experiment, and one is led to use the indirect

arguments. Many examples of such works are given in the review [100]. The

important criterion is the temperature dependence of chemical shifts of nuclei

forming the hydrogen bridge and adjacent nuclei, mainly 13C, and of scalar spin

coupling constants. In case of non-symmetric compounds, X 6¼ Y, one may

expect existence of two forms with different energies, and if the energy difference

is not very large, the change of state population in operating temperature interval

can be measured by the position of averaged signal of these forms. Approxima-

tion of d(T) dependence by van’t Hoff function allows to find unknown param-

eters, enthalpy and entropy of tautomeric transfer and chemical shifts of each

tautomer. Sometimes it is possible to use the independent values of chemical

shifts of individual tautomers taken from spectra of model compounds, then the

precision may be increased. In a similar way the measurements of tautomeric

equilibrium may be carried out by temperature dependence of scalar spin coup-

ling constant of movable proton and adjacent nucleus 17O, 13C or proton 1H if X

¼H. Enthalpy difference measured for different dicarbonyl compounds reaches

1:0 kcal �mol�1, the precision of measurement of relative concentration of tauto-

mers is of few percent [100]. If energy difference is large the fraction of domin-

ating tautomer is indistinguishable from unity and the potential with a good

approximation can be assumed the single minimum one (Scheme 1) [99].

O O
H

X Y

Z

OO
H

YX

Z

Scheme 1

For symmetric substitution, X ¼ Y, the equilibrium is degenerate, two wells

have equal depths and the population of both states is equal at any tempera-

ture. In this case chemical shift does not depend on temperature and scalar spin

coupling constant has one half value of the full one. Such behaviour allows to

identify the systems with close values of depth of two wells and fast in NMR

scale proton migration between them. For example, in 1H NMR spectrum of

enol form of malonedialdehyde (X ¼ Y ¼ Z ¼ H) at 170 K the signal of OH
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proton is a triplet on account of average spin–spin interaction with two formyl

protons. The effective constant 3JOH,H is equal to average value of interaction

constants with these protons 1/2 (13þ 0) ¼ 6:5 Hz.

It should be noted that in enols of b-diketones (acetyl- and benzoylacetone,

dibenzoylmethane) the largest primary negative isotope effect is observed,

for deuterium between �0.6 and �0.7 ppm and for tritium between �0.8 and

�1.0 ppm [70, 71]. It corroborates the double-well character of proton poten-

tial in compounds of this group. Even in the shortest intramolecular OHO

bridge in 4-cyano-2,2,6, 6-tetramethyl-3,5-heptanedione [55], of 2.393 Å
´

length

(see Sect. 10) it was evidenced, based on neutron diffraction and inelastic

scattering, a double minimum potential with very low barrier. The authors of

the cited paper believe the existence of single minimum potential to be unlikely

in compounds of this type.

13.2 Anions of Dicarboxylic Acids

The study of isotope effects in NMR spectra of the other classical examples of

the strong intramolecular hydrogen bond with single minimum potential, the

hydrogen maleate anion MA and its methyl substituted, hydrogen citraconate

anion CA, illustrates the high sensitivity of 13C spectra to the small changes of

potential curve of a proton [93, 98]. The positive primary isotope effect in both

anions, þ0.051 andþ0.162 ppm, shows on the low-barrier hydrogen bond with

a proton location in the centre of a bond for MA and, for symmetry reasons,

slightly shifted from the centre for CA; the proton signal of CA is shifted to low

field by 0.075 ppm in comparison with MA (20.915 and 20.840 ppm corres-

pondingly). This shift, as well as considerable difference in primary isotope

effects, is likely a consequence of the shorter distance R(O� � �O) in CA. Sym-

metrical MA gives in 13C spectrum only one signal 171.057 ppm of carboxylic

carbon, after partial deuteration the second signal of D-form appears shifted to

higher field by 0.069 ppm. But in the spectrum of CA two carboxylic carbons

give different signals 171.578 and 171.265 ppm (Fig. 18). The secondary isotope

effect on these nuclei differs significantly, on C1 it is less than in MA,

�0.013 ppm, and on C4 it is larger, �0.087 ppm. This means that in asymmet-

ric potential well of CA proton is located slightly closer to carbon C4. It is

appropriate to add that the sign of secondary isotope effect on nuclei C2 and

C3 is different, �0.25 and þ0.16 ppm correspondingly. The quantum-chemical

consideration could help to understand the nature of these shifts.

14 SYNCHRONOUS TRANSFER OF PROTONS IN CYCLIC

COMPLEXES WITH SEVERAL HYDROGEN BONDS

Certain compounds susceptible to self-association form stable cyclic struc-

tures with several hydrogen bonds—dimers, trimers, etc. Many-dimensional

potential surface of such systems has two minima, corresponding to two
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mirror-symmetrical forms of a complex. These forms are in degenerate

equilibrium with one another, the exchange between them occurs through

synchronous transfer of protons along hydrogen bonds. The most stable struc-

tures are stabilized by resonance interaction in p-electron system in a cycle

closed by hydrogen bond (resonance-assisted hydrogen bond [84], therefore the

coordinates of heavy atoms also change substantially during the proton trans-

fer. The example of such systems may be well studied by methods of NMR

cyclic dimers of carboxylic acids [101–103], and cyclic dimers, trimers and

tetramers of pyrazoles [104, 105]. The measurements of the process kinetics

enabled to estimate the activation energy of tautomeric transfer—the barrier

height of the reaction path profile. At low temperatures the influence of

tunnelling reveals itself, the value of kinetic isotope effect for H/D/T forms is

determined. Theoretical analysis of the potential surface shape of carboxylic

acid dimers showed that the low frequency vibrations make a noticeable

contribution to the reaction coordinate of synchronous transfer of protons,

an adequate description of experimental results can be realized by the use of

at least four-dimensional potential surface [102]. The authors [104] found that

the shortening of distances between heavy atoms in hydrogen bridges, the
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Figure 18. 1H,2H and 13C NMR spectra of partially deuterated hydrogen maleate and hydrogen

citraconate in CDF3=CDClF2 (tetrabutylammonium salts), according to Ref. [98].
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‘‘shrinking’’ of a ring, occurs at synchronous transfer of protons in cyclic

complexes of pyrazoles; it also evidences the valuable participation of the

heavy atom movement in the reaction coordinate.
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CHAPTER 11

MOLECULAR GEOMETRY—DISTANT

CONSEQUENCES OF H-BONDING

TADEUSZ M. KRYGOWSKI and JOANNA E. ZACHARA

Department of Chemistry, Warsaw University, Pasteura 1, 02-093 Warsaw, Poland

Abstract The significant influence of H-bonding on p-electron delocalization and distant

molecular structure is systematically reviewed. It has been shown that these changes

depend monotonically on the H-bonding strength. Two kinds of systems were con-

sidered: with intramolecular and intermolecular H-bond. p-Electron delocalization

was described by geometry-based index of aromaticity, HOMA as well as by NICSs

and Grabowski’s resonance parameter, whereas the H-bonding strength by C–O

bond length (for phenols), O–H bond length, and 1H-NMR chemical shift.

Keywords: p-Electron delocalization, H-bonding, HOMA, NICS.

1 INTRODUCTION

Following the classical, Pauling’s definition ‘‘under certain conditions an

atom of hydrogen is attracted by rather strong forces to two atoms, instead

of only one, so that it may be considered to be acting as a bond between

them. This is called the hydrogen bond.’’ Pauling also states that the hydrogen

bond ‘‘is formed only between the most electronegative atoms.’’ [1] The

IUPAC definitions of hydrogen bonding read: ‘‘the hydrogen bond is a form

of association between an electronegative atom and a hydrogen atom attached

to a second, relatively electronegative atom. It is best considered as an electro-

static interaction, heightened by a small size of hydrogen, which permits

proximity of the interacting dipoles or charges. Both electronegative atoms

are usually (but not necessarily) from the first row of the Periodic Table, i.e.,

N, O, or F. With a few exceptions, usually involving fluorine, the associated

energies are less than 20–25 kJ/mol. Hydrogen bonds may be intermolecular

or intramolecular’’ [2] and ‘‘a particular type of multicenter (three center–four
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electron bond) X–H� � �Y in which the central hydrogen atom covalently linked

to an electronegative atom X (C,N,O,S, . . . ) forms an additional weaker bond

with atom Y (N,O,S, . . . ) in the direction of its lone electron pair orbital.

The energy of hydrogen bonds, which is usually in the range of 3–15 kcal/mol

(12–65 kJ/mol), results from the electrostatic interaction and also from the

orbital interaction of the antibonding s�(XH)MO of the molecule acting

as the hydrogen donor and the nonbonding lone electron pair MOnY of

the hydrogen acceptor molecule.’’ [3] The most general scheme of H-bonded

system is

A---H � � �B

where A and B are atoms/moieties with higher electronegativity than hydrogen,

and hydrogen itself is more or less deprived of electron [4].

In general A and B may belong to two different molecules/molecular ions or

being connected by a chain of atoms bound by covalent bonds may form one

single molecule. In the first case H-bond is called intermolecular and in the

other one intramolecular.

Obviously the H-bonded part of a system interacts with the remainder of

the molecule and vice versa. These interactions are more or less mutually

interrelated. In most cases the attention is paid only to structural aspects of

the H-bonded region. Undoubtedly distant structural consequences that result

from the H-bonding interactions may be observed in remote parts of mol-

ecule(s), to which A and B belong. In limiting cases two situations may be

realized:

a. H-bond affects the remainder of the system in question.

b. The remainder of the system affects the H-bond region.

None of these two situations is realized alone, in its ideal form. The observed

situations are always a blend of both (a) and (b) cases.

It should be pointed out that H-bonding plays a fundamental role in mo-

lecular recognition in biological systems and in all systems associated with

architecture of crystal or condensed state of matter [5, 6]. These kinds of

interactions are in principle of a long-distant type but these aspects will not

be discussed in this review.

2 GEOMETRY-BASED INDICATOR OF p-ELECTRON

DELOCALIZATION

Molecular geometry is an easy accessible source of chemical information (The

Cambridge Structure Database) and hence willingly applied for description

and interpretation of chemical systems and processes [7]. According to

R. Hoffmann: ‘‘There is no more basic enterprise in chemistry than the deter-

mination of the geometrical structure of a molecule. Such a determination,

when it is well done ends all speculations as to the structure and provides us
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with the starting point for understanding of every physical, chemical and

biological property of the molecule.’’ [8]

Thus, undoubtedly, geometry-based analyses of H-bond affecting distant

parts of systems in question seem to be well justified. This is particularly right

since following the Hellmann–Feynman theorem [9] the distribution of elec-

tronic density in the molecule (or any chemical entity) determines the forces

acting on the nuclei, which, in turn, define the geometry of the molecule in

question. Thus geometry may be a reliable description of electron distribution

in a molecule. Applying appropriate references, geometry may be used for the

description of p-electron delocalization [10, 11]. One of the earliest invented

quantitative descriptors of p-electron delocalization are the geometry-based

aromaticity indices [12, 13, 14]. In this review, the Harmonic Oscillator Model

of Aromaticity, hereafter abbreviated as HOMA, was chosen for description of

changes in geometry and variation in p-electron delocalization.

The HOMA [15] index is defined according to

HOMA ¼ 1� 1

n

Xn

j¼1

ai(Ropt,i � Rj)
2(1)

Its extended version that takes into account different contributions to the

decrease of aromaticity is defined as [16]

HOMA ¼ 1� ai(Ropt,i � Rav)
2 þ 1

n

Xn

j¼1

ai(Rav � Rj)
2

" #

¼ 1� EN�GEO(2)

In both, Eqs. 1 and 2, n is the number of bonds taken into the summation; ai

is a normalization constant (for C–C, C–N, and C–O bonds aCC ¼ 257:7,

aCN ¼ 93:52, aCO ¼ 157:38) fixed to give HOMA ¼ 0 for a model nonaromatic

system (e.g., Kekulé structure of benzene for carbocyclic systems) and HOMA

¼ 1 for the system with all bonds equal to the optimal value Ropt,i assumed to

be realized for full aromatic systems (for C–C, C–N, and C–O bonds

Ropt,CC ¼ 1:388 Å, Ropt,CN ¼ 1:334 Å, Ropt,CO ¼ 1:265 Å); Rj stands for bond

lengths taken into consideration. In Eq. 2 EN describes the decrease of aroma-

ticity due to the bond elongation whereas GEO—due to the increase of bond

alternation; Rav stands for average bond length. Applications of HOMA for

various p-electron systems were reviewed by Krygowski et al. [10, 11] To

demonstrate the behavior of HOMA index as well as GEO and EN terms the

values calculated from the experimental geometry of benzene, naphthalene,

phenanthrene, and triphenylene are presented in Fig. 1 [17].

Benzene, the archetype of aromatic properties, should have HOMA ¼ 1, but

since the reference value of Ropt, CC is an approximate quantity [15], a little

deviation from unity is found. For naphthalene, HOMA is significantly lower

(0.802) and the decrease of aromaticity is mostly due to the GEO term (0.121)
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that is greater than the EN term describing mean elongation of bonds. Ter-

minal rings in phenanthrene and triphenylene are aromatic, with HOMA

around 0.9, and the dominant structural factor decreasing aromaticity is due

to an increase of bond length alternation (GEO term: 0.05�0.1). Interestingly,

in both cases the central rings in phenanthrene and triphenylene, respectively,

are of low aromatic character but caused by different structural reasons. In the

case of phenanthrene this is due to the increase of bond length alternation

(GEO ¼ 0.419, comparing to EN ¼ 0.181) whereas for triphenylene this is

caused by bond elongation (EN ¼ 0.683 comparing to GEO ¼ 0.239). In

summary, HOMA index and its components, GEO and EN terms, provide

good information about the structural reasons of decrease of aromaticity of

individual rings.

3 CONSEQUENCES OF H-BOND ON THE GEOMETRY

OF MOLECULES

The most spectacular cases where the distant structural consequences of

H-bonding can be observed are systems in which the proton-donating or

proton-accepting or both moieties are attached to p-electron systems. Due to

a substantial mobility of p-electrons most examples studied were of this kind.

3.1 Schiff and Mannich Bases—Intramolecular H-Bond

To show the difference between the case of H-bonding with the chelate chain

enabling p-electron delocalization and without this possibility, let us discuss

similarities and differences in the distant structural consequences of H-bonding

in ortho-hydroxy Schiff and Mannich bases (Scheme 1).

E = 0.021
G = 0.000
H = 0.979

E = 0.005
G = 0.113
H = 0.882

E = 0.181
G = 0.419
H = 0.400 E = 0.021

G = 0.081
H = 0.898

E = 0.011
G = 0.053
H = 0.936

E = 0.683
G = 0.239
H = 0.077 E = 0.024

G = 0.064
H = 0.912

E = 0.077
G = 0.121
H = 0.802

E = 0.077
G = 0.121
H = 0.802

E = 0.017
G = 0.021
H = 0.961

Figure 1. EN (E), GEO (G) and HOMA (H) values for benzene, naphthalene, phenanthrene, and

triphenylene calculated from experimental geometry, according to Ref. 17.
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O O
H H

NY NY2

X

Schiff base Mannich base

X

Scheme 1. Structural Schems of Schiff and Mannich bases.

In the case of ortho-hydroxy Schiff base two tautomers are associated with a

reorganization of p-electron structure as shown in Scheme 2 [18]. Evidently, in

the case of both tautomers the quinoid canonical forms may exist: ortho-

quinoid for enol tautomer and keto-amine for keto form (Scheme 2).

O
H H

NY O
+

O
−

O
H

NY
H +

NY NY

X

Enol-imine Ortho-quinoid

Enol tautomer Keto tautomer

Zwitterionic Keto-amine

X X X

Scheme 2. Keto-enol tautomeric equilibrium with indication of the most important canonical structures.

In the case of ortho-hydroxy Mannich bases, no such possibility exists.

Hence, in the ortho-hydroxy Mannich and Schiff bases (Scheme 1) the energet-

ics and p-electron delocalization may differ significantly as well as geometry of

the quasi-ring built of the H-bonded OCCCN chain. The changes in geometry

may also be observed in the aromatic ring.

The first observation is well shown in Fig. 2, where the energy of system is

plotted against the elongation of the O–H bond for ortho-hydroxy Schiff and

Mannich bases [19].

As a result of possibility of cooperative interaction between H-bonding

formation and an increase of p-electron delocalization in Schiff base, one

observes the minimum on the dependence of energy on O–H interatomic

distance. This is absent for Mannich base. Substantial changes in this depend-

ence may also be due to substitution at the nitrogen atom, as it was observed

for 2-(N-methyl-a-iminoethyl)phenol and 2-(N-methyliminomethyl)phenol

[20]. Another consequence of H-bonding is a dependence of p-electron delo-

calization in the ring estimated by HOMA index [11, 15] on the ‘‘strength’’ of

H-bonding pictured by O–H interatomic distance [21]. This is shown in Fig. 3.

The longer the O–H interatomic distance is, the more negative charge at the

oxygen atom appears and thus the stronger resonance with the ring leading in
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consequence to more quinoid-like structure, i.e., more localized p-electron

structure. A similar dependence was observed for the plot of HOMA vs. C–O

bond length [21]. The latter is known as a reliable measure of H-bond strength

[22] and is often used in this meaning [4].

50

O OH H
N

C

N

CH

CH3 CH3

CH3

H
H40

30

20E
, k

ca
l/m

ol

10

0
0.6 1.2 1.8

r (OH), Å

2.4

Figure 2. Adiabatic potential curves for the proton movement for 2-(N-dimethylaminomethyl)phe-

nol (circles) (Mannich base) and 2-(N-methyliminomethyl)phenol (aldimine) (triangles) at MP2/6-

31G(d,p) level. Reprinted with permission from Ref. 19. Copyright 2005 John Wiley & Sons, Ltd.
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Figure 3. The HOMA (phenol) aromaticity index vs. the d(OH) bond length for crystallographic

data for ketamines. Reprinted with permission from Ref. 21. Copyright 2005 John Wiley & Sons,

Ltd.
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The chelate chain in ketimines involved in the intramolecular H-bonding

behaves in an interesting way: the increase of aromaticity of the phenyl ring

measured by the use of HOMA is associated with a decrease of resonance

energy of the chelate chain estimated by the HOSE model (HOSE—Harmonic

Oscillator Stabilization Energy is the energy that must be applied to deform

the geometry of the real molecule to its Kekulé structures) [23–25]. Figure 4

presents this dependence.

It means that the increase of stabilization of chelate chain is associated with a

decrease of aromaticity, i.e., p-electron delocalization in the ring. A similar

situation was observed for the first X-ray determined ionic H-bonding in the

crystal state for ortho-hydroxy Schiff base—5-nitro-N-salicylideneethylamine

[26]. It revealed a substantial decrease of aromaticity in the ring for the ionic

form, HOMA ¼ 0.732. Polysubstitution of benzene usually decreases the ring

aromaticity [27]; the mean HOMA value for 154 molecular geometries of 1,2,4-

trisubstituted benzene derivatives, which are topologically equivalent to the

studied Schiff base, equals 0.96. This is in line with a value for the neutral form,

estimated for an averaged structure of 147 neutral Schiff bases, for which the

HOMA ¼ 0.972. Thus the decrease of p-electron delocalization in the ring

is unexpectedly large and is due to an increase of weight of the keto–amine

form of canonical structures as shown in Scheme 2. These changes are accom-

panied with the opposite tendency of HOMA values for the spacer; 0.623 for

the ionic form and 0.387 for the neutral one. The interrelations are shown in

Scheme 3.

1.2

0.8

0.4H
O

M
A

 (
ph

en
ol

)

0
0 20 40

HOSE (chelate), kJ/mol

60 80 100

Figure 4. The HOMA (phenol) aromaticity index vs. the HOSE (chelate) destabilization index for

crystallographic data for ketimines. Reprinted with permission from Ref. 21. Copyright 2005 John

Wiley & Sons, Ltd.
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H H+
O N NO

0.387 0.623

0.972

Neutral form Ionic form

0.732

Scheme 3. HOMA values for neutral and ionic forms of ortho-hydroxy Schiff base.

The observation is in line with the well-known fact that the double bonded

group attached to the ring decreases its aromaticity [28].

3.2 Malonaldehyde—Intramolecularly H-Bonded Quasi-Ring

Variously substituted derivatives of malonaldehyde are convenient systems to

study the properties of intramolecularly H-bonded chelate chain.

Interrelation between characteristics of H-bonding and overall changes in

p-electron delocalization in the chelate chain is shown by the dependence of

O–H bond length on HOMA values for seven halogen-substituted malonalde-

hydes [29]. The longer is the O–H bond, the greater is the HOMA value, as

shown in Fig. 5.

Recently Grabowski [30] introduced a resonance parameter describing

p-electron delocalization in such systems due to H-bonding formation:

1.05

1.03

1.01

O
−H

 b
on

d 
le

ng
th

, Å

0.99

0.97
0.4 0.5 0.6 0.7

HOMA
0.8 0.9

Figure 5. Interrelation between the O–H bond length and HOMA values for variously substituted

derivatives of malonaldehyde.
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Drp ¼
1

2

Ddo
1 � Ddc

1

Ddo
1

þ Ddo
2 � Ddc

2

Ddo
2

� �

Ddo
1 ¼ do

3 � do
2 , Ddo

2 ¼ do
4 � do

1 open conformation

Ddc
1 ¼ dc

3 � dc
2, Ddc

2 ¼ dc
4 � dc

1 closed conformation

(3)

where di are as shown in Scheme 4; dc
i are for the H-bonded system, whereas do

i

stand for open conformation (Scheme 5).

H
O O

R3R1

R2

d4

d3d2

d1

Scheme 4. Labeling of bonds and substituents in malonaldehyde derivatives.

The Grabowski index, Drp, describes p-electron delocalization as a consequence

of the intramolecular H-bond formation. To define Drp parameter the geometry

of the so-called ‘‘open conformation’’ is needed—the situation when the intra-

molecular H-bond does not exist and this system is a reference state. Figure 6

presents the dependence of HOMA on resonance parameter Drp on HOMA.

0.7

0.6

0.5

∆ r
p

0.4

0.3

0.2
0.4 0.5 0.6 0.7

HOMA

0.8 0.9

Figure 6. Dependence of resonance parameter Drp of the spacer on HOMA values for variously

substituted derivatives of malonaldehyde; correlation coefficient for quadratic relationship is 0.990.

Reprinted with permission from Ref. 29. Copyright 2005 Springer-Verlag.
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O OO

R1 R1 R3

R2

R3

R2

Scheme 5. Closed and open conformation of malonaldehyde derivatives.

The non linear dependence of Drp on HOMA results from the definitions of

these parameters; the first one is a quadratic function of the differences of bond

lengths, whereas the other is a linear one. It is worth mentioning here that the

main contribution to the variability of HOMA index for chelate chain comes

out from the GEO term, i.e., it is due to changes in bond length alternation,

whereas the contribution due to the bond elongation is chaotic and insignifi-

cant. Figure 7 presents the dependence of EN and GEO on Drp.

If the energy of such H-bonding is computed as a difference between the

open and closed structures [31] (see Scheme 5) of Cl� and F� substituted

derivatives of malonaldehydes, it turns out that an increase of energy is asso-

ciated with an increase of p-electron delocalization in the chelate chain

(OCCCO), as shown in Fig. 8.

Interestingly, if the computationof energywasdoneby theuseofHF/6–311þþG**

method, thus taking into account electron correlation only as an averaged

electrostatic field, there is practically no dependence. However, if the electron

∆rp

0.4

0.3
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—EN
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Figure 7. Dependence of HOMA components, EN and GEO terms, on Drp for variously substituted

derivatives of malonaldehyde. Reprinted with permission from Ref. 29. Copyright 2005 Springer-

Verlag.
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correlation was taken into account by computation at the MP2/6–311þþG**

level of theory, the correlation is found which clearly suggests a dependence of

p-electron delocalization on energy. It means that for this kind of subtle

interaction electron correlation has to be taken into consideration.

The same set of systems was studied by the use of the AIM theory [32, 33]. It

was found that electron density in bond critical points (hereafter abbreviated as

BCPs) of O–H bond and H� � �O contact correlated well with HOMA values for

the chelate chain as shown in Fig. 9.

3.3 Phenols—Intermolecular H-Bonding

Phenol and its derivatives are convenient systems to study intermolecular H-

bonding and its distant influences on molecular structure. Two main ways of

analyses are currently used to study these problems: the computational inves-

tigations and those based on X-ray structural analysis. Both of them lead to

similar conclusions and both are presented in this review.

3.3.1 Analysis based on X-ray structure determination

Analysis of 635 variously substituted phenols in H-bonded complexes [34]

revealed that the lengths of both ipso-ortho C–C bonds, the C–O bond lengths,

and the ipso angle are strongly correlated fulfilling the Bent-Walsh rule [35].

The above-mentioned parameters describe geometrical pattern of the close

vicinity of the H-bonding. Structural consequences of H-bonding may also be

−8
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−10

E
, k

ca
l/m

ol
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−14
0.4 0.5 0.6 0.7

HOMA

—MP2/6-311++G**
—HF/6-311++G**

0.8 0.9

Figure 8. Dependence of H-bonding energy on HOMA values calculated at two levels of theory:

HF/6–311þþG** and MP2/6–311þþG** for variously substituted derivatives of malonaldehyde.

Correlation coefficient for the latest relationship is�0.913. Reprinted with permission from Ref. 29.

Copyright 2005 Springer-Verlag.
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observed in distant parts of molecules, e.g., in the aromatic ring. This may be

well described by, e.g., HOMA index.

When the HOMA index calculated for the phenol rings is plotted against the

C–O bond length (an approximate measure of H-bonding strength) for 664 H-

bonded phenol derivatives retrieved from the Cambridge Structure Database,

the dependence looks as in Fig. 10 [36].

Interestingly, of the two HOMA components, the GEO term is clearly

related to the H-bonding strength approximated by the C–O bond length [22]

(Fig. 11). The other component, EN, does not depend on the C–O bond length

at all (Fig. 12).

It is worth mentioning here that a similar dependence is observed for the

HOMA vs. a plot. This is shown in Fig. 13. It is an important finding, since

very recently Domenicano et al. [37, 38] confirmed that the a angle is a reliable

measure of electronegativity of the substituent. In the cases discussed here, it

concluded that –OH group influenced by various substituents in the ring and

involved in H-bonding with various bases may be treated as a substituent of

variable electronegativity approximately measured by the value of a angle.

However, it should be stressed here that in all the above-mentioned cases, the

HOMA was estimated from experimental X-ray determined geometry, and

hence some interactions from the packing forces may influence the quantities

taken into account [39]. This problem is very frequently discussed: how far the

crystallographic measurements of molecular geometry are sufficiently reliable
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Figure 9. Dependence of electron density in BCP of O–H bond (circles) and O� � �H contact

(triangles) on HOMA values for variously substituted derivatives of malonaldehyde. Correlation

coefficients are �0.989 and 0.990, respectively. Reprinted with permission from Ref. 29. Copyright

2005 Springer-Verlag.
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to lead to the right conclusions. This is particularly important for systems with

H-bonding, since this part of the structure is susceptible to external perturba-

tions [4].

Indeed, when the principal component analysis (PCA) [40, 41] was applied to

the structural parameters of the ring of 664 variously substituted phenols

interacting with bases in H-bonded complexes [36], it was found that the first
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Figure 10. Relationship between HOMA and C–O bond length, dC---O, for variously substituted

phenols. Reprinted with permission from Ref. 36. Copyright 2004 American Chemical Society.
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Figure 11. Relationship between GEO term and C–O bond length, dC---O, for variously substituted

phenols. Reprinted with permission from Ref. 36. Copyright 2004 American Chemical Society.
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principal component correlates with the C–O bond length, i.e., the variable not

taken into PCA. Figure 14 presents this dependence. However, it should be

pointed out, that this first principal component describes only �50% of the

total variance. It is necessary to apply six more principal components to

describe the rest of the variance. It is difficult to interpret them and that may

suggest a presence of very differentiated sources of distortions from the ideal

geometry, as it would be for the isolated systems. For this reason quantum

chemical modeling is often used.
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Figure 12. Relationship between EN term and C–O bond length, dC---O, for variously substituted

phenols. Reprinted with permission from Ref. 36. Copyright 2004 American Chemical Society.
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3.3.2 Computational approaches

Ab initio modeling (B3LYP/6�311þG**) was applied to phenol and p-nitro-

phenol complexes with F� [42]. The fluoride is approaching the molecule of p-

nitrophenol/phenol along the line being a prolongation of O–H bond direction,

as shown in Scheme 6 [42]. Two cases were studied: one with a stronger

interaction (6a) when fluoride approaches the –OH group in phenol, and the

other, weaker one (6b) when the hydrofluoric acid approaches the oxygen atom

in the phenolate anion.

F− F

H
H

O O−

X X X = NO2, H

(a) ArOH...F− (b) ArO−...HF

Scheme 6. Modeling of H-bonding interactions.

When the values of HOMA are plotted against O� � �F distance, which may be

considered as an approximate estimate of the ‘‘strength’’ of 6a and 6b inter-

actions, then the dependences are as shown in Fig. 15. Evidently for longer

distances the interactions of 6a type weakly affect the p-electron delocalization
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Figure 14. Dependence of first principal component of PCA, when all geometrical parameters of

the ring were taken into account, on C–O bond length, dC---O, for variously substituted phenols, cc¼
�0.928. Reprinted with permission from Ref. 36. Copyright 2004 American Chemical Society.
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in the ring—the changes of HOMA are small. In contrast, for 6b-type inter-

actions, the changes in HOMA are significant. The mesomeric interaction of

O� � � �HF with the ring and the substituted ring leads to a substantial decrease

of the ring aromaticity.

The substituent effect in the system with para-NO2 group leads to a charge

transfer from the oxygen atom towards the nitro group and this is associated

with an increase of quinoid structure contribution. In consequence it is equiva-

lent to the decrease of p-electron delocalization in the ring. This effect is ruled

by the kind and the strength of H-bonding. Energetically it may be described by

a Substituent Effect Stabilization Energy (hereafter abbreviated as SESE) [43],

which is defined as a difference in energy between the products and the

substrates of an appropriate conceived reaction. SESE for nitro interactions

were calculated according to the reaction presented in Scheme 7 [42].

F
H

O

F
H

O

+

−

NO2 NO2

+

Scheme 7. Homodesmotic reaction for estimation of SESE.

Analyzing the plots in Fig. 16, it can be found that the range of variation of

SESE values for p-nitrophenol� � �F� complexes (�6 kcal/mol) is greater than

for p-nitrophenolate� � �HF complexes (�3 kcal/mol).
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Figure 15. Variation of HOMA values on O� � �F distance for ArOH � � �F� and ArO� � � �HF

interactions for p-nitrophenol and phenol complexes. Reprinted with permission from Ref. 42.

Copyright 2004 American Chemical Society.
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In the case of p-NO2PhOH � � �F� interactions (Scheme 6a) the shortening of

the O� � �F distance is associated with an increase of O� � �H distance and conse-

quently with an increase of the negative charge at the oxygen atom leading to a

stronger weight of the quinoid-like structure. In opposition to this, when HF is

approaching the oxygen atom (Scheme 6b), the weight of the quinoid structure

smoothly decreases. At the distance O� � �F equal to 4 Å the situation for 6a case

resembles the structure of p-nitrophenol, and for 6b case the p-nitrophenolate

anion. Obviously the through resonance effect for the first case is substantially

weaker than for the second one which results directly from the electron donat-

ing power of the substituents, described by the values of substituent constants:

sþp for –OH and ---O� which are �0.92 and �2.30, respectively [44].

When the changes in p-electron delocalization are analyzed as a function of

the H-bonding strength approximated by the C–O bond length [22] the scatter

plot is as in Fig. 17. For ArOH � � �F� interactions, when CArOH is a proton-

donating group, the shorter the C–O bond length, the stronger the H-bonding.

Opposite that, for ArO� � � �HF interactions, when CArO
� is a proton-accepting

system, the shorter the C–O bond, the weaker the H-bond. The changes in

H-bond strength cause significant changes in the p-electron delocalization in

phenol ring expressed by HOMA values. A similar result is obtained when the

delocalization is described by NICS(1)zz [45] as shown in Fig. 18. In these cases

the equivalence of these two descriptors of p-electron delocalization is very

high as shown in Fig. 19.

The nature of substituents may affect significantly the H-bond characteristics

and associated p-electron delocalization. Analysis of changes of C–O bond

length in a set of para-substituted phenol derivatives interacting with fluoride

and para-substituted phenolate derivatives interacting with HF allows to show
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Figure 16. Scatter plots of SESE values for two kinds of H-bonds (Scheme 6) against the O� � �F
distance. Reprinted with permission from Ref. 42. Copyright 2004 American Chemical Society.
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some general dependences [46]. The studied substituents were as follows: –NO,

---NO2, –CHO, –H, ---CH3, ---OCH3, –OH. It was found that for the equilibrium

structures [p-X-PhO � � �H � � �F]�, the C–O bond lengths correlate well with the

Hammett substituent constants sp—as shown in Fig. 20. When O–H distance is

taken as a measure of H-bonding strength, the dependence on Hammett’s sp is

also very good (Fig. 21).
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Figure 17. Relationships of HOMA values plotted against C–O bond length for p-nitrophenol and

phenol complexes with fluoride. Two kinds of interactions are taken into account (Scheme 6).

Reprinted with permission from Ref. 42. Copyright 2004 American Chemical Society.
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Reprinted with permission from Ref. 42. Copyright 2004 American Chemical Society.
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In both cases, i.e., equilibrium complexes [p-X-PhO � � �H � � �F]� and phenols,

electron-accepting substituents (with sp > 0) increase the contribution of the

quinoid-like structure, which in turn leads to a decrease of charge at the oxygen

atom. The greater the value of sp is, the stronger the mesomeric effect appears. It

is worth mentioning that in all equilibrium complexes the proton is transferred to

fluoride. In the case of phenols the sensitivity of O–H bond lengths on sp is�100

times lower that for the O� � �H interatomic distance in equilibrium complexes.
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Figure 19. Relationships between NICS(1)zz and HOMA for p-nitrophenol and phenol complexes.

Two kinds of interactions were considered (Scheme 6).
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Figure 20. Dependences of C–O bond length, dC---O, in p-X-PhOH and optimal structures of

[p-X-PhO � � �H � � �F]� on a substituent constant, sp (for electron-accepting substituents s�p are

used). Reprinted with permission from Ref. 46. Copyright 2005 American Chemical Society.
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When the fluoride approaches hydrogen in the hydroxyl group at some

O� � �F distance proton is transferred towards fluoride and the hydrofluoric

acid is formed. The O� � �F distance for the proton transfer for variously

substituted phenols correlate nicely with the Hammett constants sp, as shown

in Fig. 22.
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Figure 21. Dependences of the O–H bond length, dO---H, and the O� � �H contact, dO���H, in p-

X–PhOH and optimal structures of [p-X-PhO � � �H � � �F]� on a substituent constant, sp (for

electron-accepting substituents s�p are used). Reprinted with permission from Ref. 46. Copyright

2005 American Chemical Society.
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with permission from Ref. 46. Copyright 2005 American Chemical Society.
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Interpretation of the above dependence is as follows. The stronger elec-

tron-attracting power of the substituent is (more positive value of sp), the

lesser is the electron density at the oxygen atom in –OH group, thus the

weaker attraction of proton by the oxygen atom, and hence at a longer O� � �F
distance proton may be transferred from the hydroxyl group to the fluoride

anion.

It is well known that the 1H NMR chemical shift is often used as an

approximate measure of the H-bonding strength [47, 48]. When the 1H NMR

chemical shift of the hydroxyl proton is plotted against the C–O bond length, it

comes out that those two measures of H-bond strength are equivalent, as

shown by the scatter plot in Fig. 23.

Evidently, due to the formerly shown interrelations, there is also a good

correlation between the 1H NMR chemical shift of the proton involved in H-

bonding and p-electron delocalization in the ring expressed by HOMA as

shown in Fig. 24.

1.35

d c
−o

, Å

1.30

1.25
13 18 23

1H NMR

p-X-PhOH...F−

p-X-PhO−...HF

—NO

—NO2

—CHO

—CH3

—OCH3

—OH

—H

28

Figure 23. Dependence of two empirical measures of H-bond strength: the 1H NMR chemical shift

of the proton involved and the C–O bond length, dC---O, for [p-X-PhO � � �H � � �F]� complexes.

Reprinted with permission from Ref. 46. Copyright 2005 American Chemical Society.
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4 CONCLUSIONS

As presented in the numerous examples based on experimental and computa-

tional data the H-bonding exerts substantial changes on the molecular geom-

etry of distant parts of the systems in question. These changes are related to the

variations in p-electron delocalization and reflect the strength of H-bonding.
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10. T. M. Krygowski and B. T. Stępień (2005) Chem. Rev. 105, 3482 [article].

11. T. M. Krygowski and M. K. Cyrański (2001) Chem. Rev. 101, 1385.
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CHAPTER 12

TOPOLOGY OF X-RAY CHARGE DENSITY

OF HYDROGEN BONDS

TIBOR S. KORITSANSZKY

Middle Tenneesse State University, Murfreesboro, TN 37132, USA

Abstract Applications of the quantum theory of ‘‘Atoms in Molecules’’ to X-ray charge

densities to explore hydrogen bonding in molecular solids are outlined. Uncertainties

in the experimental electron density and limitations of local bond-topological and

related empirical energetic properties in characterizing hydrogen bonds are discussed.

Recent state-of-the-art experimental results—either supporting or contradicting the-

oretical predictions—are revisited to highlight the importance of interplay between

theory and experiment.

Keywords: Electron density; gradient trajectory; bond critical point; interaction line; atomic

basin; Laplacian; energy density; local virial; source function; structure factor; pseu-

doatom; multipole refinement; interaction density.

1 INTRODUCTION

Hydrogen bonding (HB: D–H� � �A) is usually viewed as a weak interaction

between an electronegative acceptor (A) atom with (a) lone-pair(s) and a

hydrogen atom (H) involved in a polar covalent bond to a donor atom (D).

This textbook definition might sound extremely simple and troublesome at the

same time. It is certainly oversimplified considering the important role these

interactions are believed to play in driving complex processes, such as phase

transitions, or in determining structure, function, and reactivity of complex

systems, such as bio-macromolecules [1–3]. It might as well appear compli-

cated, because it presupposes the exact meaning of the concepts mentioned

above, all of which are manifestations of the atomic paradigm. This fundamen-

tal operative tool of chemistry has been ambiguously defined, until recently, as

‘‘a chemical unit’’ that has recognizable contribution to the ‘‘whole’’, called

molecule. Neither the concept of molecule nor that of the ‘‘molecular atom’’

can, however, directly be deduced from first principles of quantum physics. The
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route from the physical system of electrons and nuclei interacting via Coulomb

forces to the ‘‘chemical system’’ of interacting atoms forming a stable molecule

is far from being straightforward [4]. Traditionally, molecules are identified by

their chemical structure, that is, by a definite atomic constitution, configur-

ation, and conformation. The structure hypothesis is necessarily invoked in the

interpretation of any observable molecular properties. This is equally true if

effects of hydrogen bonding on static, dynamic, and reactive molecular prop-

erties—that are readily measurable by spectroscopic, NMR, and diffraction

techniques—are to be modeled.

The theoretical foundation of molecular structure is the Born–Oppenheimer

(BO) approximation [5], which, by treating the nuclei as classical particles,

allows for the separation of nuclear and electronic motion and for the calcula-

tion of the electronic energy, in principle, at any frozen nuclear arrangement.

The technical difficulties associated with ab initio methods severely limit quan-

tum chemical exploration of the BO-energy landscape to sub-domains corre-

sponding to a few internal coordinates of relatively small isolated dimers. While

the results of such calculations can correlate well with those of gas-phase

measurements, their extrapolation to condensed-phase situations is not justi-

fied. A ‘‘molecule’’ in this case, being an integral part of the total system,

possesses a temperature- and volume-dependent average structure that can be

defined only in relation to a statistical ensemble of all interacting particles.

Modeling of such a system at the molecular level requires understanding of

interactions at the atomic level, and viewing a subsystem (molecule) in isolation

necessarily means neglecting its interaction with its surroundings [6].

Within the framework of Bader’s topological theory [7], atoms are well-

defined subsystems with respect to the total system. Their contribution to the

properties of the total system can be deduced from the electron density of the

total system (ED, r). Consequently, an atom in an isolated molecule is different

from that in a crystal. The emergence of atom in the latter case does not

necessarily mean the emergence of the molecule. Thus, the dilemma of what a

molecule in the crystal is, remains unresolved even within the topological

theory of structure.

Diffraction methods have been the primary sources of experimental infor-

mation on structural characteristics of solids, including molecular crystals

stabilized by hydrogen bonds. Though single crystal neutron diffraction

[8–10] (ND) is particularly well suited for exploring structural properties of

HB systems, its applications are necessarily limited due to the demanding

experimental efforts involved. The vast majority of information available

today is thus based on X-ray diffraction [11] (XRD) performed under standard

laboratory conditions. While this method is known to be less accurate for

locating hydrogen atoms, in principle, it can lead to an empirical description

of atom–atom interactions at the electronic level. This is because X-ray photons
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are scattered on electrons whose periodic spatial distribution is ‘‘X-ray imaged’’

into Bragg reflections. If it were possible to maintain kinematic conditions

during the entire measurement of an unlimited number of error-free data for

a perfect crystal, the ED could be experimentally accessible at any location

within the unit cell. This would yield precise knowledge of not only the nuclear

positions, but of all electronic properties of a solid-state system. Such absolute

measurements are, however, unachievable, and in spite of tremendous recent

advancements in technical and theoretical aspects of XRD, critical evaluation

of the results remains essential. Nevertheless, general trends emerged from

comparative analyses of closely related systems cannot be overlooked, even

though experimental uncertainties associated with measurements on individ-

ual systems often exceed the error estimates of global figures deduced from

measurements on a series of systems.

Figures commonly discussed as recently as a decade ago included internal

coordinates in conjunction with the location and height of deformation density

peaks [12]. Most recent studies [13], on the other hand, analyze correlations

between density-topological indices that require precise parameter estimates of

ED models fitted to high quality and resolution intensity data. Significant

improvements of experimental conditions over the past few years have resulted

in an unprecedented flow of reliable XRD data. Charge-coupled devices (CCD)

[14] of increasing covering area and sensitivity have replaced conventional

point-detectors (scintillation counters) which had prohibited fast experiments.

Near-complete, high resolution, and highly redundant data sets are now being

collected routinely in days or even hours [15]. Their analysis, based on ad-

vanced models [16, 17] incorporated into sophisticated computer program

packages [18–20], allows for almost real-time monitoring of crystal quality

and systematic measurement errors. The application of ED-based interpretive

tools has made it possible to make unambiguous comparisons of quantum

chemical and experimental results [7].

The purpose of this mini-review is to give the reader a taste of recent exciting

but often controversy results, covering a period of less than a decade, from

systematic topological X-ray charge density studies on HB systems. For purely

structural conclusions drawn from standard crystallographic studies we refer to

citation classics [21–24]. To put the revolutionary developments mentioned

above into perspective, a short overview of theoretical and methodological

aspects of the technique is thought to be useful. Chapters, introducing the

basics of the topological method and ED measurement, are followed by a

critical analysis of experimental uncertainties and limitations addressed in or

emerged from recent studies. Given the breadth of applications, no attempt is

made here to cover the topic in its entirety. Instead of providing a detailed

picture of what has been done, we try to present what has been learned from

studies that either confirm or confront each other’s result.
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2 TOPOLOGICAL CLASSIFICATION OF ATOMIC INTERACTIONS

Bader’s density-based topological theory [7] of ‘‘Atoms in Molecules’’ (AIM) has

become a standard interpretive tool of electronic structure studies. There are

obvious reasons for the popularity of thismethod; it provides—ona firmphysical

basis—a relatively simple, real-space analysis of atomic interactions. Most

importantly, the method is applicable to both theoretical and experimental EDs.

Given an analytical expression or a numerical recipe to calculate the molecular

or crystalline ED at any spatial point, the topological analysis starts with tracing

the trajectories of rr (two consecutive points of the path are defined by the

infinitesimal gradient vector). Each gradient path originates and terminates at a

critical point (CP) where the gradient vanishes (rr(rCP) ¼ 0). A CP is designated

by the rank of the Hessian matrix (the 3 � 3 ordered array of the second

derivatives of r at the CP), and by the algebraic sum of the signs of the principal

curvatures (l1, l2, and l3, the eigenvalues of the Hessian at the CP). A CP is

distinct from a general point in that it is a terminus or origin of trajectories, while

any other point is passed through only by one trajectory (Fig. 1).

A (3,�3)CP, where r exhibits a local maximum (typically occurring at

nuclear positions), is an attractor in the gradient field, and the topological

atom is defined as the union of the attractor and its associated basin. The

Figure 1. Gradient trajectory map of the crystalline urea in the molecular plane. Bond-paths are

indicated by heavy lines, those corresponding to the interaction surface crossing the plane are drawn

by weaker, while those originating from a (3,þ3)CP and terminating at a (3,�3)CP by the weakest

lines. Reprinted with permission from Ref. [78].
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interaction between two such attractors results in formation of a (3,�1)CP, a

saddle point, called the bond critical point (BCP). The pairs of trajectories,

originating at this point and terminating at the two (3,�3)CPs, define the

atomic interaction line (IL). Those trajectories that terminate at the BCP

span the interatomic surface (IS). These two-dimensional manifolds separate

the space into distinct regions encompassing topological atoms.

Since the perpendicular curvatures (l1 and l2) of r at the BCP are negative,

charge is locally concentrated here with respect to points on the IS. The parallel

curvature (l3) is positive at the BCP; thus, charge is locally depleted here

relative to points along the IL. The ED and the sum of the principal curvatures,

the Laplacian (r2r(rBCP) ¼ r2rBCP ¼ l1 þ l2 þ l3), both taken at the BCP,

are thus indicative of the nature of the interaction. Shared interactions (cova-

lent bonds) are dominated by the negative curvatures; the charge concentration

is reflected in a relatively large value of rBCP and in a large negative value

of r2rBCP. For closed-shell interactions (i.e., ionic and van der Waals inter-

actions) on the other hand, the positive curvature of r along the IL is dominant,

and the charge depletion is reflected in a relatively low value of rBCP and a low

positive value of r2rBCP.

The Laplacian thus displays where the electronic charge is locally concen-

trated or depleted [25, 26]. The topology of the valence shell charge concentra-

tion (VSCC), the region of the outer shell of an atom over which r2r < 0, is in

accordance with the Lewis and valence shell electron pair repulsion model. To

each local maximum in the VSCC, a pair of bonded or non-bonded electrons

can be assigned (Fig. 2).

The value of rBCP can serve as a measure of the bond order in non-polar

covalent bonds [27, 28]. The accumulation of charge in the binding region is

necessary to balance the repulsive force acting between the nuclei. It is thus

anticipated that rBCP is in a direct relationship with the bond distance, that is, it

increases as the bond length decreases. The IL does not necessarily match the

internuclear line. It is usually curved from the perimeter of strained rings, or

from the edges of cage structures. The deviation of the length of the IL from the

internuclear distance is thus an indicator of the strain in a bond [29]. A curved

IL suggests that the density is not distributed such as to maximally balance the

repulsive forces of the nuclei.

For an excellent review on the density topology in the crystalline state and

for a detailed discussion on the interpretation of topological features intro-

duced by the periodicity, symmetry, and cooperative field effects, we refer to a

recent work by Gatti [30]. Only two important aspects of the topological

approach to solid-state ‘‘chemical interactions’’ highlighted in that work are

re-emphasized here.

While topological atoms in an isolated molecule are open domains with

infinite boundaries, those in a perfect periodic crystal are defined by closed

surfaces. In other words, the atomic basins in a crystal are formed by gradient

paths originating from a true minimum ((3,þ3)CP) and terminating at a true
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maximum ((3,�3)CP) of the ED. The AIM theory declares that the necessary

and sufficient condition for bonding is the existence of an IL along which the

ED, corresponding to the stationary state of the total system in electrostatic

equilibrium, is a maximum with respect to any neighboring line. (The IL in this

case is referred to as the bond path (BP), while its length as BPL.) Although this

statement is equally valid for the isolated and in-crystal situations, the presence

of a BP in one phase does not imply the presence of the same BP in the other

phase. ‘‘The electron distribution reached at equilibrium is to be seen as the best

compromise yielding the lowest energy for the system as a whole, not neces-

sarily for each single pair of atoms embedded in the crystal.’’ [30] In other

words, the energy of the crystal cannot be decomposed into additive terms

corresponding to independent pairwise interactions. A recently proposed

scheme, one that partitions the total energy into self-basin and basin–basin

interaction energies, makes it possible to account also for non-bonded energy

terms associated with pairs of atoms not linked by BPs [31].

2.1 Energetic Classification of Atomic Interactions

The Laplacian is related, through the local virial theorem [32, 33], to the

electronic kinetic (G(r) > 0) and potential energy (V(r)) densities

1

4
r2r(r) ¼ 2G(r)þ V (r)(1)

Figure 2. Relief map of the negative Laplacian in the plane of the carboxyl group in glutamic acid.

Sharp peaks in the close vicinity of the nuclei represent core charge concentrations. Double maxima

in the C–N, C¼¼O, and C–C covalent bonds are bonded VSCCs of the atoms participating in the

bond. The two outer maxima at the keto oxygen atom are the non-bonded VSCCs associated with

the lone-pair densities. Reprinted with permission from Ref. [77].
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This relationship indicates that the potential (kinetic) energy dominates over

the total energy (H(r) ¼ G(r) þ V(r)) in those regions of space where charge is

locally concentrated (depleted). The combination of the above formulas, pro-

vided G(r) is accessible (wavefunction-based studies), leads to simple energetic

characterization of chemical bonds [34] (Table 1). For closed-shell interactions

(r2rBCP > 0), jVBCPj=GBCP > 2, while for shared interactions (r2rBCP < 0),

jVBCPj=GBCP < 1.

For calculations based on X-ray charge densities, Abramov [35] proposed to

adopt the Kirzhnits [36] formula for G(r):

G(r) ¼ 3(3p2)2=3

10
r(r)5=3 þ [rr(r)]2

72r(r)
þ 1

6
r2r(r)(2)

This expression, containing only the density and its derivatives, is a good

approximation to the ‘‘exact’’ G(r) only in regions of low rBCP and r2rBCP

values exhibited by closed-shell interactions [37].

Bader and Gatti [38] suggested a decomposition scheme that divides the total

ED into atomic sources on the basis of the local source function (LS)

LS(r) ¼ � 1

4p

r2r(r0)

jr� r0j(3)

which is a generating function of the ED, since

r(r) ¼
ð

LS(r, r0) dr0(4)

If the integration is restricted to atomic basins,

S(r, V) ¼ � 1

4p

ð

V

r2r(r0)

jr� r0j dr0, r(r) ¼
X

V

S(r, V)(5)

the source function from atom V is obtained which is the measure of an atom’s

contribution to the ED outside its basin. Making use of the virial expression

Table 1. Classification of atomic interactions on the basis of local topological and energetic

properties at the bond critical point

Shared shell Intermediate Closed shell

rBCP Large Medium Small

jl1,2j > l3 � l3

r2rBCP �0 >0 >0

HBCP <0 <0 >0

HBCP=rBCP �0 <0 >0

jVBCPj=GBCP >2 1<, >2 <1
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(1), one can give the local source in terms of local kinetic (LG) and potential

(LV) energy source contributions [39]:

LG(r, r0) ¼ 2G(r)

jr� r0j , LV(r, r0) ¼ V (r)

jr� r0j(6)

Regions where r2r(r) > 0 and r2r(r) < 0 (the potential/kinetic energy domin-

ates) behave, respectively, as source and sink for r(r).

2.2 The Topology of Hydrogen Bonds

Because the AIM theory has a firm physical basis, it was quickly adopted in

theoretical studies, and almost immediately adapted by experimentalists, to

analyze chemical bonding including secondary interactions. The opening of

the ‘‘topological era’’ of HB investigations is marked by the appearance of a

paper by Koch and Popelier [40], who, based on earlier explorative topological

studies, established AIM-based empirical criteria for identifying a D–H� � �A
interaction as a HB formation. These conditions, including four local and four

integrated topological properties, are as follows:

a. The existence of a BCP between, and the associated BP linking, the H- and

the A-atoms. The BCP is located closer to the H-nucleus but not necessarily

on the BP and the IS, spanned by the trajectories terminating there, is nearly

planar.

b. The ED at the BCP is about an order of magnitude smaller than that in

covalent bonds.

c. The Laplacian exhibits a small positive value indicative for closed-shell inter-

actions. Both rBCP andr2rBCP directly correlate with the interaction energy.

d. The mutual penetration of H- and A-atoms (Dr(H) and Dr(A)) is measured

as the difference between the bonded (rb) and non-bonded (ro) atomic radii.

The former quantity is defined as the distance of the nucleus to the BCP,

while the latter is the distance from the nucleus to an ED contour of 0.001 au

(0:0067 eÅ
�3

) of the isolated molecule. This definition allows for the separ-

ation of the total penetration (Dr(H, A) ¼ Dr(H)þ Dr(A) ¼ rb(H)� ro(H)

þrb(A)� ro(A) ) into atomic contributions. A positive value for Dr(H, A) is

claimed to be a necessary and sufficient condition for the existence of a HB

interaction. Therefore, the Ro(H� � �A) separation for which both Dr(H) and

Dr(A) are zero is to be taken as an upper distance limit, where rBCP reaches

its minimum of 0.002 au (0:013eÅ
�3

)—an important value to keep in mind

for appreciating the following discussion on uncertainties of experimental

BCP estimates.

e–g. The loss of topological charge (Dq(H)), the decrease of volume (Dv(H)) and

dipolar polarization (Dm(H)) of the H-atom in the complex relative to that

in the isolated donor molecule.

h. The energetic destabilization of the H-atom in the HB measured as the

energy deficiency due to complex formation (DE(H)).
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The above observations are based on calculations on dimers interacting

through weak C–H� � �O contacts. The validation of these criteria for other

types of HBs, and for interactions realized in solid-state, has been the subject

of a number of subsequent studies [41, 42]. While a detailed review of this

material is beyond the scope of this paper, some major points must be ad-

dressed, since the quantum chemical description of H-bonded dimers plays an

important role in modeling pairwise interactions in solids.

The topological changes accompanying dimer formations of (H2O)2, (HF)2,

and (CH3OH � � �H2O) systems were explored by Gálvez et al. [42] at the

B3LYP=6-311þþG(d, p) level of theory for fully optimized structures but

fixed H� � �A distances. At the equilibrium separations, marked by the minima

of the interaction energy curves (represented by Morse type functions for all

three dimers), the total rBCP values differ only by 0.004 (0.006) eÅ
�3

for H� � �F
(H� � �O) from that obtained as the sum of the isolated monomer densities at the

BCPs. Though BCPs were found even at R(H � � �A) ¼ 4:2 Å, the penetration

condition set the limit of HB at Rmax(H � � �O) ¼ 3:1 Å and

Rmax(H � � �F) ¼ 2:9 Å where the interaction energy is purely electrostatic. An

important result is that the polarization of the D–H covalent bonds upon dimer

formations occurs due to dipolar polarizations of the H-atoms and A-atoms

rather than due to charge transfers between the D-sites and H-sites. The

energetic destabilization of the H-atoms is balanced, on average, by the stabil-

ization of the donor and acceptor atoms.

Espinosa et al. [34] performed a topological and related energetic analysis on

H� � �F interactions stabilizing simple molecular dimers. The 79 pairs of mol-

ecules, neutral, positively and negatively charged complexes, with a wide range

of intermolecular separations (0:8 < R(H � � �F) < 4:2 Å), provided a sample

for exploring the interpretive power of BCP properties in monitoring the

strength of pairwise interactions in question. Based on the correlation between

jVBCPj=GBCP (both derived from the wave function) and R(H� � �F), the authors

were able to identify a transit region (1 < jVBCPj=GBCP < 2) between pure

shared (jVBCPj=GBCP > 2) and pure closed-shell (jVBCPj=GBCP < 1) inter-

actions. This intermediate regime, corresponding to the formation of the bond-

ing molecular orbital, has an upper bound defined by the HBCP ¼ 0 condition

(where the closed-shell region starts) and a lower limit defined by the

r2rBCP ¼ 0 condition (where the shared-shell region ends). The bond-degree

index (HBCP=rBCP), the total energy per electron, was found to be a monotonic

function of R(H� � �F), changing its sign from negative to positive on passing

from shared-shell through transit to the closed-shell regions.

3 ELEMENTS OF EXPERIMENTAL CHARGE DENSITY

DETERMINATION

The simplest theory of diffraction [11, 16] relates the intensity distribution of

the X-ray wave scattered on a perfect crystal to the distribution of the electrons

in the unit cell of volume vc:
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I(H) / F (H)2(7)

where F, the complex structure factor amplitude, is the Fourier transform of the

ED averaged over vibrational states (r̂r)

F (H) ¼
ð

vc

r̂r(r)ei2pHr dr(8)

and H is the scattering vector, with integral reciprocal-axis components (Miller

indices h, k, and l), satisfying the Laue conditions (Ha� ¼ h, Hb� ¼ k, and

Hc� ¼ l). This formalism approximates the thermal average of the diffraction

intensity with the intensity associated with the average density (Bragg scatter-

ing) [43, 44].

Owing to experimental limitations (crystal quality, errors, finite resolution,

and the lack of phase information), the direct mapping of the density via

Fourier summation

r̂r(r) ¼
X

H

F (H)e�i2pHr(9)

has only a limited information content. The interpretation of F data thus neces-

sarily involves modeling of the density (parameterization) and least-squares (LS)

adjusting of the model parameters to the observations. To account for vibra-

tional smearing, the crystalline density has to be partitioned into ‘‘atomic’’

densities (rA), each of which unambiguously assigned to a nucleus at QA:

r(r) ¼
X

A

rA(r�QA)(10)

The harmonic-convolution approximation, according to which the density

units rigidly follow the motion of the center to which they are attached, ensures

a closed analytic form for the structure factor:

F (H) ¼
X

A

fA(H)tA(H)ei2pHRA(11)

where fA is the complex atomic scattering factor, RA is the equilibrium nuclear

position vector and tA is the temperature factor

tA(H) ¼ e�2p2H0UAH(12)

which is the Fourier transform of the Gaussian probability density function

describing harmonic nuclear displacements (uA ¼ QA � RA):

P(uA) ¼ (2p)�3=2 UAj j�1=2
e�(1=2)u0

A
U�1

A uA(13)

The components of the mean-square displacement amplitude matrix (MSDA)

UA ¼ uAu0A
� �

(14)
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are referred to as the atomic displacement parameters (ADP).

The conventional structure factor formalism utilized in standard structure

determinations invokes the concept of the promolecule; the superposition of

isolated (spherical) atomic densities derived, for example, via the Hartree–Fock

procedure [45]. While this model mimics the dominant topological features of the

ED (local maxima at the nuclear positions) reasonably well, it completely

neglects density deformations due to bonding. Unfortunately, this omission

leads to biases in estimates of the structural [46, 47] and thermal parameters [48].

In the course of X-ray ED determination, experimental structure factor

amplitudes are LS projected onto the superposition of density units. These

units can be products of usual orbital basis functions [49, 50] (density-matrix

fitting), or nucleus-centered density functions (pseudoatoms) [51].

3.1 The Pseudoatom Model

In the most widely applied model [52], the atomic decomposition of the ED is

retained, but each nucleus-centered spherical density is supplemented by non-

spherical functions. The pseudoatom formalism is a finite nucleus-centered

multipole expansion of the molecular (crystalline) ED about each nucleus. A

pseudoatom is defined as

r(r) ¼ rc(r)þ Pvrv(kr)þ
Xl max

l¼0

Rl(k
0r)
Xl

m¼0

Plm�ylm�(q, w)(15)

where Rl and ylm� are, respectively, radial density functions (RDF) and dens-

ity-normalized real spherical harmonics expressed in local spherical polar co-

ordinates (rA, qA, wA) associated with center (A). The zero-order RDF is taken

as a sum of the spherical Hartree–Fock frozen core (rc) and valence densities

[45] (rv), while those in the deformation term, are density normalized Slater

functions with parameters (nl and hl) deduced from single-zeta atomic wave

functions [45]

Rl ¼
h

nlþ3
l

(nl þ 2)!
exp (�hlr)(16)

The radial deformation of the valence density is accounted for by the expan-

sion–contraction variables (k and k0). The ED parameters Pv, Plm�, k, and k0

are optimized, along with conventional crystallographic variables (RA and UA

for each atom), in an LS refinement against a set of measured structure factor

amplitudes. The use of individual atomic coordinate systems provides a con-

venient way to constrain multipole populations according to chemical and local

symmetries. Superposition of pseudoatoms (15) yields an efficient and rela-

tively simple analytic representation of the molecular and crystalline ED.

Density-related properties, such as electric moments electrostatic potential

and energy, can readily be obtained from the pseudoatomic properties [53].
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3.2 Uncertainties in X-Ray Charge Densities

In spite of its advantageous features and remarkable success, the pseudoatom

method has severe limitations; these are partly due to approximations and

inadequacies in the model, and partly due to ambiguities associated with the

fitting procedure. Since neither the N- nor the V-representability [54] require-

ment is imposed during the fit, the multipolar density extracted from XRD data

is not a ‘‘physical’’ density. It does not necessarily satisfy the positivity require-

ment and the nuclear cusp condition [55]. Reciprocal-space fitting of a finite

number of structure factors in terms of a finite number of multipoles does not

necessarily lead to the same density as the direct-space fitting of the same model

to a finite number of density points. The pseudoatom electric moments

obtained via LS projection do not necessarily add up to the corresponding

molecular moments, even if the ED (or F data) is perfectly fitted. Neglecting

core polarizations can bias the valence density parameters, especially for atoms

beyond the second period. The assumption that the valence density is uniformly

deformed upon bond formation, as imposed via the k-formalism, is in contrast

to simple chemical arguments. The restricted flexibility of the single-zeta RDFs

of the deformation term in (15) are well-known sources of uncertainties in

experimental bond topology [56, 57].

Model inadequacies, in general, and those associated with treating the

H-atoms, in particular, can have pronounced effects on experimental densities

and related electronic properties. Due to their low scattering power (lack of core

electrons) and intense thermal motion (with a considerable anharmonic com-

ponent), the contribution of H-atoms to XRD intensities is marginal, being in

the range of that typical for bonding effects. H-atoms undergo essential density

rearrangements upon bond formation and, especially in organic molecules, a

considerable amount of charge transfer occurs at the expense of charge on these

sites. An inadequate static density model leads to unreliable dynamic parameters

and vice versa [48]. Since these uncertainties are ‘‘redistributed’’, by the electro-

neutrality constraint over all valence monopole populations refined, they can

significantly bias estimates of properties dominated by atomic net charges

(dipole moment, electrostatic potential, field, field gradient, and energy).

The usual practice in modeling the valence deformation of H-atoms is to

terminate the expansion at the dipolar level (lmax ¼ 1, with a bond directed

dipole) and to fix the radial exponents. In addition, H-atoms bonding to the

same type of atoms are often constrained to be identical, regardless of their

involvement in non-bonded interactions. Model studies on radial functions,

obtained by projection of theoretical densities onto nucleus-centered spherical

harmonics, show that (a) second neighbors have significant effects on H-atoms,

(b) the description of these functions in terms of a single-Slater function

(Eq. 16) is inadequate, and (c) an expansion up to the hexadecapolar level is

necessary to reach a desired precision of less then 0:05 eÅ
�3

with the pseudo-

atom model [58].
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Uncertainties of the conventional parameters of H-atoms have been ad-

dressed since the early applications of X-ray charge density method. Support

from ND measurements appears to be essential, because the neutron scattering

power is a nuclear property (it is independent of the electronic structure and the

scattering angle). The accuracy of nuclear parameters obtained from ND data

thus depends mainly on the extent to which dynamic effects (most markedly

thermal diffuse scattering) and extinction are correctable. Problems associated

with different experimental conditions and different systematic errors affecting

the ND and XRD measurements have to be addressed whenever a joint

interpretation of these data is attempted. This has become apparent in studies

which aimed either to refine XRD and ND data simultaneously [59] (commonly

referred to as the XþN method), or to impose ND-derived parameters directly

into the fit of XRD data (X�N method) [16]. In order to avoid these problems,

usually only the ND parameters of the H-atoms are used and fixed in the XRD

refinement (X�(XþN) method).

Results of conventional XRD analyses (independent atom model and iso-

tropic thermal parameters for H-atoms) suffer from well-known biases in

parameter estimates. Covalent bonds, in particular those involving H-atoms,

are found to be significantly shorter than those derived from ND experiments

[46]. Since the D–H distances obtained in such studies are underestimated

(often by 0.1–0.2 Å), the corresponding D–H� � �A geometry is poorly resolved.

The usual practice for X-ray charge density studies lacking ND support is

to elongate the bonds to H-atoms to match ND mean distances. Additionally,

it is necessary to fix the corresponding positions of the idealized H-atoms

during the refinement of their isotropic displacement amplitudes using a static

scattering model that includes only a monopole and a bond directed dipole

(X–X method).

Procedures applicable to correct for the systematic differences between XRD

and ND derived ADPs are described in detail by Blessing [60]. One of the most

appealing methods makes use of the linear correlation often found between the

principal components of the MSDA tensors derived from the two types of

experiments. The relationship obtained for the non-hydrogen atoms can be

used to modify the ADPs of H-atoms from the ND experiment, thus allowing

them for fixing in the refinement of the X-ray charge density.

There are several feasible approaches to estimate the ADPs of H-atoms in the

absence of ND parameters. All these methods invoke the assumption that

external and internal vibrational modes are uncorrelated, that is, the corre-

sponding MSDA tensors are additive: U ¼ Uext þUint. The former quantities

can be obtained by fitting overall MSDA tensors corresponding to the trans-

lation (T), libration (L), and screw-rotation (S) of the molecule as a rigid body

[61], to the ADPs of non-hydrogen atoms available at an advanced stage of the

X-ray structure factor refinement. Having estimated the T, L, and S tensors in

such a way, one can calculate Uext for H-atoms. Unfortunately, this straight-

forward method has its own drawback; LS-estimated rigid-body tensors are
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contaminated by contributions from internal modes, especially for flexible

molecules. Numerous models of different levels of sophistication have been

proposed for the estimation of Uint. These include the use of average values for

the bond-parallel and perpendicular MSDAs of H-atoms derived either from

ND [62] or infrared spectroscopy [63, 64], the analysis of multi-temperature

X-ray data [65, 66], and normal coordinate analysis of the isolated molecule

based on ab initio force fields [67].

For a throughout analysis of the performance of different approaches, we

refer to a recent study by Madsen et al. [62] The authors show that the use of

idealized D–H distances, in conjunction with a proper model for ADPs of

hydrogen sites, is a ‘‘must’’ in the course of the pseudoatom refinement, to

extract physically meaningful experimental BCP indices from XRD data. The

analysis of X-ray charge density of xylitol, using ND-derived isotropic thermal

parameters for H-atoms, results in considerable systematic errors in rBCP and

r2rBCP values (even for bonds lacking of H-atoms) as compared to those

obtained with the X–N method. The discrepancies can be as large as 20% and

50% for C–H bonds. However, the average error in the position of H–atoms

obtained with the idealized D–H distance-constraints is reported to be as small as

0.041(19) Å, with a corresponding mean bond-length deviation of 0.012(8) Å.

This finding is consistent with the estimated variation (0.02 Å) reported for O–H

distances based on variable-temperature (20–293 K) ND measurements on

2,3,5,6-pyrazinetetracarboxylic acid dihydrate [68]. In the latter work, the

R(H� � �O) and R(H� � �N) distances increased up to 0.03 and 0.06 Å, respectively,

with increasing temperature. Nevertheless, the conclusion reached by Madsen

et al. [62] that ‘‘an improved description of the models for H-atom displacements

is necessary for the study of properties intrinsic to the H-atoms, as well as other

molecular properties,’’ should not be neglected when evaluating XRD topo-

logical results of HB systems. This conclusion is in contrast to that drawn by

Espinosa et al. [69] in a comparative analysis of O–H� � �A HBs. These authors

found that the BCP indices derived from X–X method are in close agreement

with those obtained via the X�N or X�(XþN) model.

A temperature dependent X�XþN study (100, 135, 170, and 205 K) on

naphthalene [66] addresses the problem of thermal de-convolution, that is,

the efficiency of the pseudoatom model to decouple density deformations due

to chemical bonding from those due to nuclear motion. The authors analyze

the self-consistency of multipole populations, extracted from different tempera-

ture XRD data, in terms of statistical distances (dn) in the parameter space of

the same refinement model:

dn(T1, T2) ¼
1

n
( pT1

� pT2
)0V�1( pT1

� pT2
)

� �1=2

(17)

where V is the variance–covariance matrix associated with the multipole vari-

ables arranged in the n-vector p. A distance close to unity corresponds to
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random errors in the parameter estimates extracted from two different tem-

perature (T1 and T2) data sets. Values obtained by using the static density

parameters in Eq. 17 at T1 ¼ 100 K are 2.9, 4.7, and 9.5 for T2 ¼ 135, 170 and

205 K, respectively. The analysis reveals ‘‘that though the multipole popula-

tions exhibit some variation with temperature only the 205 K parameters are

significantly different from the rest’’, and thus a satisfactory thermal deconvo-

lution could be achieved. The intramolecular bond topology that comes out to

be statistically equal in the 100–170 K temperature range is only slightly

different from that obtained from periodic crystal and/or isolated-molecule

calculations at the B3LYP/6-31G* level (although the discrepancies exceed

the experimental standard uncertainties (3s) even for the C–C bonds and

especially for the r2rBCP values). For the C–H bonds, on the other hand, the

experiment (135 K) versus theory comparison reveals differences amounting to

20% and 60% in rBCP and r2rBCP, respectively, in spite of relatively small

discrepancies in the BCP locations (0.05 Å). This inconsistency is somewhat

reversed for the weak C� � �H and H� � �X intermolecular interactions. Here the

rBCP and r2rBCP differences remain in the 20% range, despite considerable

discrepancies in the BCP locations (up to 0.26 Å).

There are additional technical difficulties that prohibit us from making clear-

cut statements concerning the experimental uncertainties of topological prop-

erties. LS error estimates for BCP properties often suffer from neglecting some

of the most important correlations. Standard uncertainties calculated in such a

way are considerably underestimated, sometimes by a factor of 5 for rBCP and

by an order of magnitude for r2rBCP. Studies that report rBCP(r2rBCP) values

up to 4 (3) significant figures certainly exaggerate the accuracy achievable by

the method. Moreover, procedures to estimate errors in local topological

indices (especially those of geometric nature, such as the BCP location, BPL,

etc.) and integrated AIM properties are far from trivial.

3.3 Reliability of Experimental Bond-Topological Properties

In view of the above comments, error estimates are usually made on the basis of

overall reproducibility of, and matching between independent experimental or

theoretical results, rather than on the basis of the precision reachable with a

particular measurement and refinement model. There are several approaches

that allow us to gain quantitative information on experimental reproducibility

and uncertainties. These include the pseudoatom interpretation of error free,

theoretical data [56, 57, 70–72], comparative analysis of experimental data sets

in terms of different constrained models [73], theory versus experimental com-

parison of results obtained for the same system [74–76], systematic studies on a

series of related compounds [77], and the simultaneous analysis of data col-

lected at different temperatures [66].

The results of such studies appear to be more conclusive for covalent than for

hydrogen bonds. The topology of non-polar shared interactions is found to be

X-Ray Charge Density of Hydrogen Bonds 455



more reliably accessible by both theoretical and X-ray methods than that of

polar bonds. For example, the statistical spread of experimental rBCP (r2rBCP)

in bonds common to amino acids is found to be 0.06–0.08 eÅ
�3

(2:1---2:2eÅ
�5

)

for C–C and 0:05---0:11 eÅ
�3

(2:1---4:5 eÅ
�5

) for the polar C¼¼O and C–N

bonds [77]. These estimates are based on a sample of topological data obtained

for 13 amino acids under similar measurement and refinement conditions. The

reported values exceed the corresponding variances due to different levels of

theory and/or basis sets utilized in the calculations on isolated molecules.

The general agreement between experimental values obtained for r at the

BCP of covalent bonds and those derived theoretically for the corresponding

isolated molecules supports the widely cited error estimate of 0:05 eÅ
�3

. The

fact that r2rBCP is a far less robust index than rBCP, as revealed by discrepan-

cies between theory and experiment, has been attributed mainly to the different

BCP locations and bond-parallel curvatures obtained by the two methods.

Basis set, correlation, and bulk effects are commonly invoked as sources of

the discrepancies [74, 78].

A vast amount of quantitative information on crystal filed effects has been

provided by increasingly affordable periodic quantum chemical methods [79].

Variations in intramolecular BCP properties upon phase transition can be

especially pronounced if HB interactions play a dominant role in crystal

formation. Theoretical calculations on urea [78], for example, reveal a consid-

erable change in the strength of the bonds to both the H-donor and acceptor

atoms in the crystal; the increase in the polarity of the C¼¼O bond

(D[�r2rBCP] ¼ �67%) is accompanied by an increase in the covalent

character of the C–N bond (D[�r2rBCP] ¼ 18%). For the N–H bonds, how-

ever, only the bond-parallel curvature is affected markedly (Dl3 ¼ 11, 18%) by

the formation of the N–H� � �O hydrogen bonds.

Such observations immediately raise the question: how reliable are projections

of crystal-field effects onto multipoles? The analyses of wavefunction-simulated

X-ray data of small model compounds have revealed that the interaction density

(dr ¼ r(crystal)� r(isolated molecule) ) manifests itself in low-order structure

factors, and only to an extent that is comparable with the experimental noise [80].

Nevertheless, the multipole refinement was shown to retrieve this low signal

(about 1% in F) successfully. A related study on urea, however, demonstrated

that this is not the case if random errors of magnitude comparable with the

effect of interaction density are added to the theoretical data [81]. The result

also implies that indeterminacies associated with the interpretation of non-

centrosymmetric structures can severely limit the pseudoatom model in distin-

guishing between noise and physical effects [82, 83].

A thorough investigation of simulated structure factor data of ammonia

provides us with quantitative figures for the accuracy of BCP properties

achievable with the pseudoatom projection [72]. The rBCP, r2rBCP, and

rBCP(H) indices of the static model density obtained by the multipole refinement

of HF/6-311G** static structure factors deviate from the correct values (derived
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directly from the target HF density) by 7%, 58%, and 10%, respectively, for the

N–H bond and by 75%, 32%, and 16% for the H� � �N hydrogen bond. It is also

important to mention that the fit of a rather limited experimental data appears

to be much better than the fit of the same number of theoretical data, irre-

spective of the level of theory or basis functions used in the calculations. This

suggests that the thermally smeared ED lacking sharp density features can be

better represented by the limited pseudoatom model than the static ED, and/or

the ADPs ‘‘are good at’’ in picking up static deformations.

Of particular relevance to the measurability of crystal-field effects is a recent

study that analyzed the experimental BCP properties of 9-ethynyl-9-fluorenol

(crystallizes in the centrosymmetric space group C2/c with two molecules in the

asymmetric unit) in relation to the extent to which constraints (local pseudo-

symmetry and chemical similarity) were imposed on the pseudoatom model

[73]. The unconstrained refinement, treating the EDs of the two symmetry-

independent molecules independently, and the fully constrained refinement

(identical ED for the two molecules with a pseudo-mirror symmetry enforced),

lead to the same fit but significantly different estimates for the BCP indices.

Differences obtained for the two molecules with the restricted model and thus

derived solely from the unconstrained refinement of the conventional variables,

amount to 0:02 eÅ
�3

, 0:6 eÅ
�5

, and 0.003 Å in rBCP, r2rBCP, and rBCP,

respectively. The unrestricted refinement, on the other hand, results in sig-

nificantly larger discrepancies (0:07 eÅ
�3

, 3:0 eÅ
�5

), especially for rBCP that

increases up to 0.1 Å. More importantly, the shifts in the BCP locations (of

C–C bonds) do not correlate with the differences in any other BCP properties.

A related X�X analysis, investigating two crystal forms of two famotidine

polymorphs, finds good overall agreement in the BCP indices of chemically

equivalent intramolecular bonds for the two molecules [84]. This is also true for

the topological charges, including those of the H-atoms. The conformation,

dipole moment, electrostatic potential of the two polymorphs, and the electro-

static interaction energy in the two crystals are however fundamentally differ-

ent. Based on these observations one should conclude that the intramolecular

BCP properties are rather insensitive to crystal-field effects.

Another work along this line is concerned about the transferability of topo-

logical properties between tetrafluorophthalonitrile and its isomer (tetrafluor-

oisophthalonitrile), both of which crystallize in orthorhombic space groups

(Pbca and P212121) with, respectively, two and one molecules in the asymmetric

unit [85]. Since the molecules lack H-atoms, the driving cohesion forces are

expected to be weak secondary interactions. The mm2 symmetry possessed by

the isolated molecules was imposed in the pseudoatom refinement against

100 K X-ray data. The theoretical and experimental BCP indices are in good

agreement for the C–C bonds but no trend appears to exist in the r2rBCP

quantities for the polar bonds. The B3LYP calculations lead to small negative

(positive) values for the C–N and (C–F) bonds and predict the equivalent bonds

in the three molecules to be identical. The experimental Laplacian values are,
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however, all negative and significantly different for the two isomers, as well as

for the two molecules in the asymmetric unit. What is suspicious about these

results is not so much the discrepancy obtained by the two methods (theory

and experiment) but rather the physical significance of the observed spread

in the experimental curvatures along the C–F bonds. The variety of the

F � � �F, F � � �p, and N � � �p type contacts, identified by the topological analysis

in the intermolecular regions, seems to suggest a strong and distinct effect of

the crystal field on the intramolecular structures. The authors conclude that

‘‘the observed differences originate in slightly deviating radial distributions that

has a pronounced effect on the topological result—a clear indication of

the inadequacy of the BCP as the sole point of interest for bond nature

determination.’’ [85]

The comparison of experimental and theoretical integrated AIM properties

can also lead to rather controversy conclusions. The results for naphthalene

[66] obtained by the X�N analysis of 100 K data, for example, are consistent

with those derived from periodic HF calculations; the mean deviations for

the net charges and volumes are about 0.03 e and 0.4 Å [3], respectively.

For the crystalline l-tryptophan [86], however, the experimental (100 K syn-

chrotron data) AIM charges and dipole moments are practically identical to

those derived from the wavefunction-based density of the isolated molecule

at the B3LYP/6-311þþG(3d, 3p) level, even for the H-atom involved in a

relatively strong ionic O�H� � �O[(�)] HB (rBCP ¼ 0:69(1) eÅ
�3

and r2rBCP ¼
4:8(3)eÅ

�5
) with a formic acid solute present in the unit cell. This lack of

HB signal is rather surprising, especially in view of the pronounced charge

loss (0.1–0.3 e) found for the H-atoms participating in weak C–H� � �O inter-

actions in the crystalline coumarin and its derivatives [87].

4 CHARACTERISTICS OF HYDROGEN BONDING FROM

TOPOLOGICAL ANALYSES OF X-RAY CHARGE DENSITIES

The main goal of early applications of the AIM theory to experimental dens-

ities of HB systems was to explore the interpretive power of the BCP indices in

distinguishing between strong (shared-shell) and weak (closed-shell) inter-

actions. Very strong O� � �H� � �O type bonds can be found in the crystal struc-

tures of dicarboxylic acid salts, with either a symmetric (single-well potential)

or quasi-symmetric (double-well potential) arrangements, and of b-diketone

enols with a proton being located midway between the keto- and enol-oxygen

atoms in a low-barrier potential (resonance-assisted HB) [23].

In the ionic complex of 1,8-bis(dimethylamino)naphthalene with 1,2-dichlor-

omaleic acid, one proton is captured in a N–H� � �N (cation) and one in a

O� � �H� � �O (anion) intramolecular HB [88]. The (XþN) study reveals an asym-

metric arrangement in the former case; the H-atom is covalently bonded only to

one of the N-atoms, strongly polarizes the VSCC of the other, but the N� � �H
BCP is located in a region of positive Laplacian. Althoughr2rBCP < 0 for both
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O� � �H bonds in the anion, the negative region of the Laplacian is not shared by

the VSCCs of either of the O-atoms. Similar situations are found for symmetric

intermolecular O� � �H� � �O HBs realized in the crystal structures of methylam-

monium hydrogen succinate monohydrate [89] and methylammonium hydro-

gen maleate [90]; considerable covalent signal (r2 rBCP < 0) for the O� � �H
interactions, without shared VSCCs with the O-atoms.

The combined ND (20 K) and XRD (8.4 K) study on benzoylacetone [91]

provides an experimental verification of the resonance-assisted HB model,

according to which the structure is stabilized via p-delocalization [92] of the

O¼¼C–C¼¼C–O–H keto–enol group. This is an especially challenging problem,

because the diffraction image of a statistically disordered keto–enol system is

practically indistinguishable from that of an ordered but delocalized system.

The analysis of the ND data excludes the disorder and the experimental BCP

indices show fine details of the bonding situation supporting the resonance

model; there are clear indications for p-delocalization over the O¼¼C–C¼¼C–

O–skeleton but the Laplacian distribution of the O-atoms sharing the proton is

well separated.

The fact that the X-ray charge density community has a renewed interest in

HB systems is certainly due to a series of papers by Espinosa et al. [93]. Using

previously reported experimental BCP properties of 83 D–H� � �O bonds (with

R(O� � �H) in the range of 1.56–1.97, 1.65–2.63, and 2.28–2.59 Å, for D ¼ O, N,

and C, respectively), the authors examined the energy versus distance correl-

ations. The combination of the local virial equation (1) with Abramov’s em-

pirical formula (2) for G(r) resulted in an exponential behavior for both energy

densities as the function of the O� � �H separation (Fig. 3).

Based on the limiting condition for shared-shell interactions (r2 rBCP ¼ 0,

2GBCP ¼ VBCP), a boundary between strong and weak HBs could be drawn,

which corresponds to Ro(O � � �H) ¼ 1:33 Å and Go ¼ 320 kJ/mol/au. The cru-

cial result however is the simple correlation found between the potential energy

density and the dissociation energies (De). A sample of De data obtained by

ab initio calculations on isolated dimers showed also an exponential behavior as

the function of R(O� � �H). Furthermore, the exponential factor fitted to the

theoretical De data (3.54(10)) was found to be statistically equal to that fitted

to the experimental VBCP values (3.65(18)). Reinterpretation of both data with

the same model function sharing the same exponent of 3.6 and adjusting only the

linear coefficient led to the following empirical formulas:

VBCP ¼ �50(1:1) � 103 e�3:6 R(O���H)(18)

De ¼ 25:3(6) � 103 e�3:6 R(O���H)(19)

which imply the surprisingly simple E ¼ �De ¼ 1=2VBCP relationship.

In an extended analysis of the same data, Espinosa et al. [94] found similar

exponential behaviors for the curvatures of the density at the BCP, based on

which, it was possible to establish a linear relationship between GBCP and the
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positive, and VBCP and the negative curvatures. This provides a plausible

energy-partitioning scheme related to the dilution and concentration of the

electrons at the BCP. In a follow-up paper [69], the reliability of the experi-

mental bond-parallel curvatures of HBs was stressed (Fig. 4).

It was also shown that HBCP expressed as a double exponential is propor-

tional to the interaction potential (U(R) ¼ fHBCP(R)), where f was estimated to

be the force constant of the O� � �H hydrogen bond in ice VIII from the values of

the local energy densities at the equilibrium O� � �H separation [95].

Spackman [96] demonstrated that the local kinetic energy density at the BCP,

as given by Eq. 2, is rather insensitive to local density rearrangements due to

HB formation. Reinterpretation of the above HB data reveals that the observed

behavior of GBCP can be well reproduced by a two-atom ED model (spherical
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Figure 3. Dependence of the kinetic (G(r)) and potential energy density (V(r)) at the bond critical

point, and the dissociation energy De, on the O� � �H distance. Units are kJ/mol/au [3], kJ/mol, and

Å, respectively. Solid lines correspond to the exponential fitting (18 and 19). Data are from X-ray

analyses of 83 (D–H� � �O, D¼¼C, N, and O) HBs. Reprinted with permission from Ref. [93].
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H- and O-atoms separated at the experimental distances) without any fitting

parameter. The VBCP values are however underestimated in magnitude at short

distances because the Laplacian corresponding to the non-interacting density

fails to mimic shared-shell charge concentrations.

These observations have inspired a couple of throughout studies on C–H� � �O
contacts to explore the extent of which experimental topological and related

energetic figures can distinguish weak HBs from van der Waals contacts

[69, 87, 97–99]. It is evident from the entries in Table 2, summarizing the ranges

of distances and BCP indices covered in these investigations, that neither rBCP

nor r2rBCP carries hardly any information on the strength of the C–H� � �O
HBs. This is especially true for the data in column 1–3 containing values which

scatter within the range of experimental uncertainties, and without noticeable

correlation with the O� � �H distance (rBCP(Rmax) ¼ rBCP(Rmin)).

The 90 K X�X study on coumarin and its derivatives [87] (column 1 in

Table 3) stretches the limit of what local BCP indices can tell us about these

weak interactions. The combined analysis of 36 contacts (15 C–H� � �O and 21

C–H� � �p), all satisfying the Koch-Popelier criteria, reveals a narrow range of

H� � �A distances (2.75–2.85 Å) what is believed to correspond to an overlap

between the two types of interactions. This observation is fully supported

by periodic B3LYP/6-31G** calculations, since the local indices derived by

the two methods are in fair agreement. However, the charge depletion at the
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and O) HBs on the O� � �H distance. Data points from X�X and X�(XþN) (or X�N) refinements

are represented by filled squares and empty circles, respectively. The corresponding fitted curves are

drawn by solid and dashed lines (upper/lower equation). Reprinted with permission from Ref. [69].
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H-atoms, as calculated from the topological charges with reference to those in

the isolated molecules, is very different; the experimental values being system-

atically larger than the theoretical ones.

The most detailed analysis by Gatti et al. [99] is concerned about the bonding

situation in the crystal structure of 3,4-bis(dimetylamino)-3-cyclobutene-1,

2-dione stabilized exclusively by C–H� � �O HBs (2.351<R(O� � �H)< 2.942 Å).

The authors supplement the experimental BCP results (derived from 20 K

X-ray data via an advanced modeling of the H-atom sites) with those obtained

from HF calculations on the crystal, the isolated monomer and dimers at the

experimental geometry. For each of the 21 bonded contacts, identified on the

basis of their BP, a high degree of directionality (ff(C–H� � �O) � 1408) is found

(regardless of the R(H� � �O) distance), while the 6 non-bonded interactions can

be characterized as bent arrangements of the three atoms (ff(C–H� � �O) � 908,
2.2 < R(H� � �O) < 3.0 Å). All bonded HBs are validated against the

Koch–Popelier criteria. Changes in the integrated topological properties of

the H-atoms suggest that the intramolecular contacts (present also in the

isolated monomers) weaken due to the intermolecular HBs formed in the

solid state. The theoretical rBCP values of the former HBs are scattered around,

while the r2rBCP indices are systematically higher than those derived from the

XRD data. The experimental GBCP and VBCP estimates are found to be 30% and

20% lower in magnitude than the theoretical ones. Consequently, the simple

relationship between VBCP and De established by Espinosa et al. [93] does not

seem to be valid for this specific interaction.

In a state-of-the-art X�XþN study, Mallinson et al. [100] explore a wide

range of HB interactions found in the crystal structures of five ionic complexes

of 1,8-bis(dimethylamino)naphthalene with four different acids. The analysis of

Table 2. Experimental local bond-topological properties of C–H� � �O hydrogen bonds

[87] [97] [98] [99] [69]

N 15 7 12 22 10

Rmin 2.310 2.298 2.209 2.211 2.219

Rmax 2.834 2.949 2.698 2.969 2.591

rBCP(Rmin) 0.04 0.04 0.06 0.11 0.10

rBCP(Rmax) 0.03 0.03 0.06 0.06 0.03

MinrBCP 0.05 0.06 0.06 0.12 0.10

MaxrBCP 0.02 0.01 0.03 0.01 0.02

r2rBCP(Rmin) 0.75 1.1 1.5 1.50 1.56

r2rBCP(Rmax) 0.52 0.5 0.5 0.27 0.77

Minr2rBCP 0.93 1.1 1.5 1.57 2.1

Maxr2rBCP 0.52 0.5 0.5 0.23 0.36

First row: reference numbers. N is the number of HBs included in the sample, Rmin and Rmax

are minimum and maximum O� � �H separations, rBCP(Rmin)=r2rBCP(Rmin) and rBCP(Rmax)=

r2rBCP(Rmax) are the density/Laplacian at the BCP corresponding to Rmin and Rmax. Minimum/

maximum values in the sample: MinrBCP/MaxrBCP and Minr2rBCP/ Maxr2rBCP. Units are e and Å
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63 HBs, covering interactions from weak covalent to weak ionic and classified

into five types ([O� � �H� � �O]–, C–H� � �A (A¼¼O, N, Cl), and [N–H� � �N]þ),

reveals new empirical relationships between topological figures. For rBCP,

GBCP, and VBCP an exponential, while for r2rBCP, a Morse type dependence

on BPL was found, in line with earlier observations exploring correlations of

the above indices with R(H� � �A). The result obtained for r2rBCP (R(H� � �A))

resembles closely that found by Espinosa et al. [93] for the F–H� � �F systems:

shared-shell type interactions r2rBCP < 0 with up to BPL < 1.3 Å, a transit

region with 1.3 < BPL < 2.1 Å, and closed-shell regime with BPL > 2.1 Å. The

parameters of the exponential functions describing the energy densities are

however significantly different from those in Eqs. 18 and 19.

Gatti and Bertini [39] performed the source-function analysis on theoretical

densities (B3LYP/6-31G**) of small-molecule dimers exhibiting prototype

O–H� � �O contacts, such as the isolated, charge-, resonance-, and polarization-

assisted HBs. They calculated the LSF profile along the O–H� � �O interaction line

with reference to the H� � �O BCP (r ¼ rBCP), as well as, the percentage source

contributions from the donor (%S(D)), hydrogen (%S(H)), and the acceptor

(%S(A)) atoms to the same point. The analysis shows that the LSF is positive

(nearly zero) along the IL for strong (medium strength) HBs, while %S(H)

increases from large negative, through slightly negative to positive values on

passing from isolated, through polarized–assisted to charge-assisted HBs. The

%S(D) and %S(A) values increase and decrease, respectively, with decreasing

strength (increasing R(H� � �O)) of theHB.The same analysis, when applied to the

interaction density, reveals how local charge polarizations due to HB formation

contribute to the ED along the IL or at the BCP. It was found, for example, that

regions inside the H-atom domain (close to the nucleus) have significantly larger

contributions to dr at the BCP than regions close to the critical point. Both

properties appear to be sensitive figures applicable to monitoring the polar

character of the HB. The authors’ conclusion is in line with the statement quoted

in the foregoing paragraph: ‘‘This result raises doubts about the use of the BCP

properties only when discussing intermolecular interactions in crystals.’’ [39]

Cole et al. [101] combined low temperature (20 K) ND and XRD data of

methylbenzylaminonitropyridine (MBANP) and methylbenzylaminodinitro-

pyridine (MBADNP) to rationalize the different non-linear optical properties

of these materials. The former compound possesses a second harmonic gener-

ation output that is almost an order of magnitude higher than that of the latter.

The distinct behavior of the two systems is attributed to the different solid-state

molecular conformations due to different crystal packing. Based on the ND

structures, the twist of the pyridine ring observed for MBADNP precludes

the formation of the ‘‘herringbone’’ type packing found for MBANP. The

X�(XþN) analysis shows that of the four candidates for intramolecular con-

tacts, the strongest N–H� � �O HB is the one which is solely responsible for this

intermolecular rearrangement, that is, no other intramolecular contacts can be

identified on the basis of ED topology.
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In a comparative X�X analysis of 19 O–H� � �O hydrogen bonds in 7 mo-

lecular crystals, Ranganathan et al. [97] found a geometric pattern in the H� � �O
BCP locations. The sample includes relatively strong and linear, weaker and

slightly bent, as well as bi- and trifurcated HBs. Many of these, especially the

weak ones, exhibit curved BPs. However, each BCP appears to be located on

(or close to) a line joining ‘‘cores’’ and/or ‘‘lone-pairs’’ ((3,-3)CP of �r2r) of

the participating atoms. The special points defining ‘‘new interaction lines’’ are

associated with the core (designated as D, H, and A, corresponding to the

donor, hydrogen, and acceptor core) and non-bonded VSCCs (designated as

Al and Dl).

Figure 5 displays the six types of HB motifs, identified by the H–A, H---Al ,

D–A, Dl---A, D---Al , and Dl---Al links. They resemble the ‘‘key-and-lock’’ ar-

rangement found for other closed-shell interactions. The intermolecular Cl� � �Cl

interactions in the crystalline chlorine, for example, can be viewed as the result

of alignments of local charge concentrations (r2r < 0) of one atom with local

depletions (r2r > 0) of the other. [102]

5 CONCLUDING REMARKS

The topological analysis, applicable to both theoretical and experimental EDs,

is a sophisticated interpretive tool for exploring fundamental characteristics of

chemical bonds. While BCP properties have been proven to possess a vast

amount of information on bonding, the widespread view that these local figures

are the fingerprints of atom–atom interactions is strictly valid only for dia-

tomics. In extending the local viewpoint to molecular solids, one cannot neglect

competing, non-local effects that play an important role in attaining the bal-
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H

H

H

H

H

A
A
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A
LD−Al

LDl  −Al

LDl  −ALD−A

LH−A LH−Al
(a) (b)

(c) (d)

(e) (f)

Figure 5. Basic connective motifs found for O–H� � �O HBs. Large circles: donor (D) and acceptor

(A) cores; open circles: hydrogen (H) cores; small circles: lone-pairs; tiny dark circles: BCPs.

Reprinted with permission from Ref. [97].
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ance in electrostatic forces. ‘‘In the limiting case of molecular recognition and

crystal formation among non-polar molecules, it is probably more instructive

to seeing the whole molecule that bonds to another molecule than discussing

and justifying cohesion in terms of thousands of unavoidable weak atom–atom

contacts. Formation of bond path among couples of facing atoms in this case is

more likely the result than the cause of molecular interaction.’’ as summarized

by Gatti. [30]

X-ray charge densities are playing a role of increasing significance in our

understanding of bonding in the crystalline state, even though, the method is

known to be subject to experimental errors and model ambiguities. The distri-

bution of the uncertainty in the experimental ED (s[r] obtained from the LS

parameter variances) is far from being uniform. The error function peaks at the

atomic regions and exhibits minima in the bond regions. This spatial behavior

of s[r(r)] has its origin in the characteristics of the Fourier transform and

the error distribution of the structure factor data. Sharp (diffuse) density

features have diffuse (sharp) scattering power and thus they influence mainly

the high- (low) order data, which are usually measured with low (high) relative

errors. As a consequence, the signal-to-noise ratio at the BCP of a shared- and

closed-shell interaction is anticipated to be high (rBCP 	 s[rBCP]) and low

(rBCP 
 s[rBCP]), respectively. For hydrogen bonds, the BCP is located close

to the H-atom lacking of bonded VSCC, and thus l3 changes here less errat-

ically than for a polar covalent bond. This might be the reason while the bond-

parallel curvature and related energetic properties appear to be reliably

obtained experimentally.

The importance of HB studies outlined in this monograph is that they

establish simple empirical connections between energetic and local density-

topological figures that appear to be valid, to a good approximation, in a

wide range of HB interactions regardless of the chemical nature of the acceptor

atoms. The simplicity and generality of these relationships also makes their

validity questionable. In other words, the possibility of fortuitous error cancel-

lations cannot be excluded, since the results emerge from the combination of

the local virial (an exact theorem) and Abramov’s kinetic energy–density

expression (an approximate formula) applied to pseudoatoms (subject to ex-

perimental uncertainties).

Theoretical studies show that weak C–H� � �O HBs have an extremely low

signal at the BCP. A direct comparison of rBCP with that of the promolecule,

and the analysis of the interaction density, suggest that these contacts manifest

themselves mainly in the basins of the participating atoms rather than at the

BCP. Bond analyses relaying on local topological figures of a model ED

extracted from the X-ray diffraction data must confine with these limitations

in order to avoid over-interpretations.

The above argument stresses the importance of adapting the Koch–Popelier

criteria [40] in experimental studies, since they include not only local but also

integrated topological properties to characterize HBs. New density-based
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interpretive tools are being considered that have the potential of revealing non-

local effects [37]. Many-center interactions can be unambiguously identified on

the basis of source function [39] that enables one to derive the contribution

of each topological atom to the density at the BCP. New potential routes to

‘‘physically sound’’ modeling of X-ray diffraction data (density matrix and

wave function fitting) are being explored with promising results [103].
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CHAPTER 13

STRUCTURE–PROPERTY RELATIONS

FOR HYDROGEN-BONDED SOLIDS

Specific Features of Hydrogen Bonds at Structural
Transformations and in Polymorphs

A. KATRUSIAK

Faculty of Chemistry, Adam Mickiewicz University, Grunwaldzka 6, 60-780 Poznañ

Abstract A brief account of the structure–property relations in hydrogen-bonded molecular

and ionic crystals has been highlighted. The selected relations include intramolecular

and intermolecular hydrogen bonds, thermodynamic and structural characteristics of

phase transitions, occurrence of the tricritical point, quantitative interdependence of

hydrogen-bond dimensions and the critical temperature, anomalous thermal expan-

sion of the H-bonded crystals, colour changes, and ferroelectricity. The quantitative

analysis of the contribution of the hydrogen bonds is based on the interplay between

the H-bond geometry and the local field of the crystal environment. The examples

selected for illustrating the structure–property relations include H2O ices, OH–O, and

NH–N bonded ferroelectrics and relaxors.

Keywords: Hydrogen bond; structure–property relation; phase transition; critical temperature;

tricritical point; colour; ferroelectricity; proton disordering; spontaneous polariza-

tion; anomalous thermal expansion; polymorphism.

1 INTRODUCTION

Physical properties of any material depend on its microscopic structure. The

same concerns the hydrogen-bonded crystals. The structural features of hydro-

gen bonds, patterns of hydrogen bonds, and the coupling between hydrogen-

bond dimensions and crystal lattice, as well as transformations of hydrogen

bonds and hydrogen-bonded networks can be directly related to specific prop-

erties of crystals, such as their anomalous thermal expansion, changes of the

thermodynamic character of the phase transitions, spontaneous polarization,

or colour. The bistable homonuclear hydrogen bonds are very appealing, as the

H-transfers can change polarization of the molecule, of the aggregate, and the
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macroscopic dielectric properties of the crystal. Hydrogen bonds are abundant

in nature [1], and relatively low energy is required for their transformation—

therefore they are very attractive objects for studies, either for purely scientific

reasons aimed at a better understanding of molecular and biological systems, or

for potential practical applications. However, despite these advantages, pres-

ently there are no commercial electronic or mechanic devices based on hydro-

gen-bonded materials.

The variety of hydrogen bonds is immense, and they can be classified in

different manners [1]. In fact for decades controversies have concerned the

definition of the hydrogen bond itself. While it is clear what the strong hydro-

gen bonds are, there are different attitudes toward the weaker types of hydro-

gen bonds, such as those involving the CH groups [2], even though the longest

H-bonds limit is constantly extended toward the weaker bonds. Because of this

very broad scope of the subject of H-bonding interactions, only several selected

aspects of structure–property relations of hydrogen-bonded systems will be

exemplified in this chapter. For the purpose of illustrating the properties of

hydrogen-bonded materials, it is convenient to focus on strong hydrogen

bonds, which are clearly distinguishable from other cohesion forces. Moreover,

the specific feature of the hydrogen bonds—such as the possibility of reversing

the H-bond polarization by the H-transfer to the opposite atom (OH� � �O
transforming into O� � �HO)—is facilitated in strong hydrogen bonds, and

much less likely in the weak ones. In the strong hydrogen bonds, the potential

energy barrier separating the two minima is low, and the H-atom can be easily

activated to overcome it. On the other hand, there are relatively few substances,

the structure of which is totally dominated by the hydrogen bonding, like in

H2O ices. When analysing the structure–property relations, it is necessary to

include all the structural features, such as the molecular conformation, molecu-

lar arrangement, symmetry and other interactions (van der Waals, electrostatic)

in the crystal lattice. It is apparent that the contribution of very weak hydrogen

bonds for the properties of crystals is relatively small, and would be more

difficult to extract from other structural factors contributing to the crystal

properties. The formation of H-bonding network in water as the cause of

anomalous expansion below 48C and on freezing is perhaps the best known

example of the H-bonded structure-to-property relations. However, there are

practically no other so commonly comprehended hydrogen-bonded substances.

The understanding of hydrogen-bonded materials definitely requires that the

arrangement of hydrogen-bonded molecules be taken into account, and cannot

be limited to the hydrogen bonds only. When neglecting other structural

factors, one can arrive to conclusions contradicting the experimental evidence

[3]. Meanwhile, it is essential to have a theory capable of predicting the

properties of hydrogen-bonded systems and their quantitive characteristics.

The observations of the properties of H-bonded structures are perhaps most

spectacular in these materials, where the H-bonds are strong and undergo
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transformations. The mechanism of the hydrogen-bond transformations de-

scribed for a specific type of hydrogen bonds can be generalized also to other

types of hydrogen bonds. For example, it can be shown that OH� � �O, NH� � �N,

and even heteronuclear hydrogen bonds may have common features, although

they may transform in different manners. The discussion in this chapter will

be mainly focused on the strong OH� � �O bonds. Some selected examples of the

hydrogen-bond transformations will be given. It will be also shown that the

H-bond structure can be directly or indirectly connected with the macroscopic

properties of the crystal. The main aim of this chapter is to present a very

brief introduction to the structural models of physical properties. It was not

attempted to review completely the structural models of hydrogen-bonded

materials.

2 INDIRECT H-BOND–PROPERTY RELATIONS

In most cases, the property of a hydrogen-bonded substance is not directly

related to the hydrogen-bond structure. Such relations are beyond the scope of

this chapter; however, a few examples will be given below for illustration. The

very spectacular properties are those of colour changes.

3,6-Dichloro-2,5-dihydroxyterephthalate (1) is frequently cited as an ex-

ample of macroscopic properties transforming in this manner: the hydrogen

bonds control the conformation of the molecule, the conformation of the

molecule in turn controls the molecular electronic structure responsible for

the colour of the substance. These colour transformations were already ob-

served by Hantzsch in 1915 [4], and the molecular interpretation of these

transformations was given by Byrn et al. [5] after determining the crystal

structures of the yellow and colourless crystals of the substance. In the yellow

form, the ester groups are held within the molecular plane by the intramolecu-

lar OH� � �O hydrogen bonds, and owing to the p-electron conjugation between

the phenyl ring and ester groups (terephthalate), the substance enquires a

yellow tint. In another phase of (I), intramolecular OH–Cl hydrogen bonds

are formed, and the ester groups are rotated to form dihedral angles of 86.5 and

72.68 with the phenyl ring in two symmetry-independent molecules. In the

consequence of this rotation, the conjugation between the phenyl and ester

groups breaks, and the crystal becomes colourless. In the third light-yellow

form of (1) discovered later, the ester groups are inclined by about 408 to the

phenyl ring, and this conformation is stabilized both by intramolecular and

intermolecular OH� � �O hydrogen bonds [6, 7]. The sequence of thermodynamic

stability of these three phases is yellow > light-yellow > colourless at ambient

conditions, while above 360 K it changes to colourless > yellow > light-yellow

[8]. It is obvious that the crystal colour depends on the molecular electronic

structure and conformation. Thus the hydrogen-bond transformations indir-

ectly lead to the colour change.
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Analogous interdependence between the hydrogen bonding, molecular con-

formation, and crystal colour has been observed and discussed in a number

of other compounds. For example, 1-phenyl-3-(2-hydroxyphenylamino)-2-

buten-1-one (2) forms orange and light-yellow crystal forms, depending on

the orientation of the phenol ring about the N–C bond [9].

HN

CH3

O

HO

(2)

Similarly, the conformation of 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophene-

carbonitrile (3) forms seven (if not more) polymorphs, the colour of which

ranges from yellow to red depending on the molecular conformation [10–12].

N
O O

NH

S

N

CH3

(3)

Another mechanism of H-transfer in intramolecular OH� � �N bond, without

breaking the hydrogen bonds and without conformation change, leading to

colour changes was observed in N-salicylideneanilines (4) in the function of

temperature [13].
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3 H-DISORDERING IN INTRAMOLECULAR H-BONDS

Naphthazarin (5) is known to form three polymorphs, labelled A, B, and C,

and naphthazarin C undergoes a phase transition at Tc ¼ 110K induced by the

onset of ordering of the hydrogen bonds [14]. This phase transition illustrates

the ability of the H-bonding protons to disorder between the donor and

acceptor sites. The dynamical disorder of the H-atom is coupled to the elec-

tronic structure of the molecule, its geometrical dimensions [15], and to the

molecular and crystal symmetry. Above Tc the single and double bonds become

delocalized, and in crystal lattice molecules become centrosymmetric. The onset

of the H-ordering below Tc lowers the space-group symmetry of the crystal

from P21=c to Pc. Generally, owing to the symmetry change, the crystal may

acquire new properties, like piroelectricity, piezoelectricity, or ferroelectricity.

OH O

OH O

(5)

4 H-DISORDERING IN INTERMOLECULAR H-BONDS

The dynamical disordering of protons in intermolecular hydrogen bonds is

quite common. Such a H-disordering often changes the crystal symmetry and

those properties of the crystal, which are symmetry-dependent. Naturally, there
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are many crystals, the symmetry of which does not change when the proton

dynamically disorders in the hydrogen bonds—perhaps the best known ex-

amples are most of carboxylic acids and H2O ice Ic. The transformations in

the carboxylic acids and in H2O ice Ic are quite different. In the carboxylic-acid

dimers, the H-atom ordering in one of the sites in the –OH� � �O¼¼ bond is

strongly coupled to the H-ordering in the other oppositely polarized

¼¼O� � �HO– hydrogen bond. But most importantly, the H-disordering in the

carboxylic-acid dimers is clearly coupled to the mutual arrangement of the

molecules. For the disordered H-atoms both the C–O� � �O at each carboxyl

group are similar, while they differ by ca. 58 when the H-atoms are ordered [15,

16]. The H-site-arrangement coupling is a very important and general property,

which is characteristic practically for all hydrogen-bonded crystals, and can be

used for qualitative analysis of crystal properties[16, 17].

In the crystals of Ic ice, the freezing of the H-dynamics leads to the static

disorder of the H-atoms, except for the doped crystal [18]. However, for both

carboxylic dimers and ice, despite the apparent differences of the mechanisms

of the H-atom disordering, there are common features resulting from the

symmetry relations between the hydrogen-bonded groups [16]. It can be

shown that the molecular arrangement and dimensions of hydrogen bonds

are interdependent.

5 COMPETING STRAINS IN H-BONDS AND OTHER

INTERACTIONS

It can be stated that in general there is always some discrepancy between

the ideal dimensions of a hydrogen bond, such that would be assumed in

an isolated molecule or dimer, and the dimensions of the hydrogen-bonded

aggregate in the crystal lattice. The reason for this discrepancy is that the

hydrogen-bonded molecules/ions are located in the crystal environment where

they interact via van der Waals and electrostatic forces. Thus the crystal

structure is a compromise between the arrangements favoured by the direc-

tional hydrogen bonds, and the close-packing arrangements favoured by other,

mainly central interactions. This compromise can be regarded in the terms of

strains in the hydrogen bonding and in the molecular packing. For bistable

hydrogen bonds, the crystal environment can favour one of the H-sites. Such

a situation was observed in the crystals of 1,3-cyclohexanedione (6—in the

enolized form), where at ambient conditions the H-atom is ordered at one of

the sites in the –OH–O¼¼ bond linking the molecules into chains. The modifi-

cation of this hydrogen-bond environment below 286 K at the pressure of

0.1 MPa, or above 8 MPa at 296 K, forces the H-atom to move to the opposite

site at the other oxygen atom [19, 20]. The H-site in the hydrogen bond is

clearly coupled with angular displacements of the hydrogen-bonded molecules.

This coupling has significant structural and thermodynamic consequences.

It was shown that the H-transfers in bistable hydrogen bonds could occur
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only for specific types of hydrogen-bonded networks. There are crystal struc-

tures where the molecular rotations following the H-transfers can mutually

compensate, and other structures, where these rotations would accumulate. In

the first type of structures the H-transfer is possible, while in the latter it is

highly unlikely. The arrangements of H-bonded molecules can be clearly clas-

sified by specifying the conformations and configurations of hydrogen bonds

forming the supramolecule, and their ability to undergo H-transfers easily

predicted [21]. For example, no H-transfers could occur in the structure of

polymorph g of 1,3-cyclohexanedione, where the symmetry-independent mol-

ecules are bonded consecutively by anti–anti and syn–syn –OH� � �O¼¼ bonds;

similarly no H-transfer has been observed in the inclusion compound with

benzene where the 1,3-cyclohexanedione molecules are linked by syn–anti

hydrogen-bonded into hexameric cyclomers [21].

O OH

(6)

It can be observed in Fig. 1 that the molecular orientation within a hydrogen-

bonded aggregate formed by a bistable hydrogen bond can favour one of

the H-sites. Naturally, this coupling also works in the opposite direction—

the H-site modifies the arrangement of the H-bonded molecules or ions.

This interdependence can be used for determining which of the H-sites is

R

R

R

R

O OH

OO

H

sp2sp3

sp3sp2

Figure 1. The interdependence of the H-atom site in the hydrogen bond, and the orientation of the

–O� � �HO¼¼ bonded molecules (moieties). In this schematic drawing the hydrogen bond is linear

(the O–H–O angle is 1808) and the R–O–H and H–O–R angles assume ideal openings for the sp3

and sp2 hybridizations of 1098 and 1208, respectively. The upper drawing shows the hydrogen bond

with the H-atom at the left-hand site, and in the drawing below the H-atom is moved to the right-

hand site. R stands for the rest of the molecule/ion, which in these drawings is located at the atom

covalently bonded to the oxygen.
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occupied, by analysing the positions of non-H atoms in the structures, where

the experimental measurements are not sufficiently precise to allow the H-

location [22].

6 COUPLING OF THE H-SITE AND CRYSTAL STRUCTURE

IN DISORDERED PHASES

When the H-atom becomes dynamically disordered in the hydrogen bond, the

electronic structures of the hydrogen-bonded atoms are switched over in the

rhythm of the H-hopping. The electronic structure of the H-donor and acceptor

atoms controls the O–H and H� � �O lengths as well as the R–O–H and H–O–R

angles. When the H-atom becomes disordered between the H-donor and

acceptor groups, the only way to preserve these dimensions is to bend the

O–H� � �O angle as shown in Fig. 2. At the same time the O–R bonds, owing

to the relatively large mass of the non-H atoms and large frequency of the

H-hopping (of ca. 1010 Hz), become averaged.

The bending of the O–H� � �O angle is indeed observed in the structures,

where the H-atom becomes disordered [16, 21]. Although this property has

been discussed here for the OH–O bond, analogous interdependence between

the H-site and molecular/ionic arrangement is also observed for other hydrogen

bonds, for example NH� � �N [23].

7 AN EASY INTERPRETATION OF ORDER–DISORDER PHASE

TRANSITIONS

The dynamical H-disordering in hydrogen bonds is often connected with phase

transitions. For example, KH2PO4 is ferroelectric below Tc ¼ 122 K, and it

R

R

O OH
H

sp3

sp3 sp2

sp2

Figure 2. The time-averaged structure of disordered hydrogen bond (compare Fig. 1). Two half-

occupied sites of the H-atom have been shown. The electronic structure of the oxygen atoms is

repeatedly switched between sp3 and sp2 hybridizations, following the H-hopping. The two hydro-

gen-bonded groups are symmetry-related, and the O–H� � �O angle(s) are bent from ideal 1808 to

satisfy the boundary conditions required by the coexistence of different R–O–H and H� � �O–R

angles (of 1098 and 1208, respectively, in this drawing).
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becomes paraelectric above Tc when the H-atoms disorder in the hydrogen

bonds [24]. This is a prototypical structure for a large group of substances,

termed KDP-type ferroelectrics. This group of materials includes

RbH2PO4, CsH2PO4, PbHPO4, CsHSO4, RbHSeO4, or antiferroelectric squa-

ric acid (C4H2O4). Although the structural mechanism of the H-bond trans-

formation in these materials is in principle very simple, it soon became apparent

that certain features of the transformation could not be explained. These

features can be straightforwardly explained by assuming the simple mechanism

of the H-transition presented above. Below, several main features of the

–OH� � �O¼¼ bonded structures have been explained.

7.1 Displacive and Order–Disorder Character of the Phase Transition

Initially, it appeared that the phase transitions are purely of the order–disorder

type [24]. However, it soon became apparent that atomic displacements also

contribute to these phase transitions. These displacements are easy to identify,

when one compares the molecular arrangements in the ordered –OH� � �O¼¼
bonds in Fig. 1, with the arrangement of these molecules linked by the disordered

bond in Fig. 2. The hydrogen-bonded molecules/ions must rotate before the two

H-sites become symmetry-equivalent in the paraelectric phase above Tc. These

rotations, usually of few degrees, can be termed as angular displacements. In

other words, these angular displacements measure the distortions of the ferro-

electric structure where the H-atom ordered from the paraelectric structure

where the H-atom is dynamically disordered in two equivalent sites.

7.2 The Role of Atomic Displacements in KDP-Type Phase Transitions

The molecular displacements introduced above (in Sect. 7.1) can be used for

characterizing various properties of hydrogen-bonded structures. For example,

one can argue that for short H-bonds the reorientation of the molecules/ions

requires more energy than the activation of the light H-atom hopping. Conse-

quently, the critical temperature of the ferroelectric-paraelectric phase transi-

tion may depend more on the angular displacements of the H-bonded

molecules than on dimensions of the hydrogen bond (such as O� � �O or H–O

distances). Indeed, it was shown that Tc correlates with the angular displace-

ment of the H-bonded molecules [17]. This correlation testifies that the dis-

placive character is important in these phase transitions.

7.3 Tc Determination from Structural Data

The angular displacements can be employed for calculating from structural

data the critical temperature of the phase transition: the smaller is the difference

between the orientations of the H-donor and H-acceptor groups, the lower

is the critical temperature at which these two groups can assume the same
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orientation. Thus for the molecules of similar molecular weight, the regression

between the angular-displacements vs. Tcs in prototypic crystals can be used for

assessing the Tc for a given substance, for which only the ferroelectric structure

is known [17]. The angular displacement can be easily calculated as the differ-

ence between the so-called Donohue angles R–O� � �O on the H-donor and

acceptor sides [25].

7.4 The H/D-Isotope Effect

It is a well-known property of the KDP-type ferroelectrics that the deuteration

of the hydrogen bonds considerably increases the critical temperature of the

phase transition. This feature can be attributed to the lengthening of the O� � �O
distance caused by deuteration [26], but it can be also observed that the

deuteration increases the difference between the orientation of the donor and

acceptor groups. It occurs that lengthening of short hydrogen bonds increases

the angular displacements; the displacements are also increased by deuteration

[17]. Thus the deuteration increases not only the distance between the two H-

sites, and the height of the energy barrier between them, but also the angular

displacements between the H-bonded molecules.

7.5 Thermodynamic Character of the Phase Transitions

According to Erenfest’s classification, there are first-order and second-order

phase transitions. The first-order transitions are discontinuous, and the second-

order transitions are continuous.TheKDP-typephase transitions formanyyears

were regarded as purely continuous ones. Then it was shown by Kobayashi et al

[27]. that there is a discontinuity in the temperature dependence of the unit-cell

dimensions of the KDP crystal, and a hysteresis around Tc. This testified that the

phase transition has some first-order contribution. Other characteristic features

of first-order phase transitions are the latent heat and volume change at Tc.

7.6 Anomalous Thermal Expansion

It can be shown that in the KDP-type structures the anomalous thermal

expansion of the crystal results from the geometrical effects of the H-atom

disordering in the hydrogen bond [16]. As can be seen from Figs. 1 and 2, the

hydrogen bond O–H� � �O angle becomes bent when the H-atom disorders in

the paraelectric phase. Because there are no reasons for changes in the O–H and

H� � �O lengths (the electronic structure of the oxygen atoms is switched over,

but not changed to other hybridizations), the bending of the O–H–O angle

shortens the O� � �O distance. This shortening induces some anomaly in the

thermal expansion. When temperature rises, the crystal expands till Tc, when

the H-atom becomes disordered and the O� � �O distance contracts. This con-

traction induces an anomaly in the thermal expansion at Tc. It can be shown
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that KDP crystals exhibit the anomalous expansion in the direction of hydro-

gen bonds in their structures. Naturally, the anomalous volume change is

derived from the anomalous thermal expansion of the unit-cell dimensions.

7.7 Tricritical Point

It was postulated by Landau that the first-order character of the Landau-type

phase transitions (i.e., the transitions for which a group–subgroup relation

exists between the symmetries of the transforming phases) is reduced by pres-

sure till the so-called tricritical point when the phase transition becomes purely

continuous [28, 29]. The structural origin of the tricritical point can be illus-

trated for the KDP-type ferroelectrics [30]. Intermolecular central forces inten-

sify with pressure, which reduces the angular displacements and the distortions

of the crystal structure from the paraelectric phase. The reduction of angular

displacements is equivalent to bending of the O–H–O angle and to squeezing

of the O� � �O distance in an analogous way as in the ferroelectric structure

approaching Tc (as described above).

Thus compressing the structure can also induce the strains of the hydrogen

bond, similar to those induced by the H-atom disordering. When the O� � �O
distance is squeezed to the same length as caused by the H-disordering, the H-

disordering will cause no further shortening and the phase transition becomes

continuous. This simple structural model allows the tricritical temperature and

pressure to be calculated with a good agreement with the experimentally

determined tricritical point [30, 31, 32].

7.8 Accurate H-Bond Dimensions

The simple model relating the ordered and disordered structures allows one to

calculate precisely the dimensions of disordered hydrogen bonds. The magni-

tudes of several features can be precisely calculated. For example, one can

evaluate accurately the shortening of the O� � �O distance, or angular displace-

ment, the inclination of the H� � �H hopping trajectory to the O� � �O line, and the

distance between the half-occupied H� � �H sites [16].

7.9 Which is First? The Hen and Egg Problem

One can also wonder, which is the original cause of the ferroelectric–para-

electric phase transitions in KDP-type crystals: the H-hopping or the vibrations

(rotations) of the H-bonded molecules. It has been shown that the angular

displacements and the H-sites are coupled, thus the vibrations of molecules

destabilize and facilitate the H-hopping. This coupling is essential for under-

standing the interactions between the lattice-mode vibrations in crystals, and

the transformations in hydrogen bonds. Also other features of the KDP crys-

tals, like the existence of soft modes, can be explained in this way.
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8 NEW EXITING MATERIALS

Presently hydrogen-bonded ferroelectric materials have not got any practical

and commercial applications as electronic devices. The main disadvantages of

the hydrogen-bonded crystals are the relatively weak spontaneous polarization,

when compared to that of the best inorganic ferroelectrics, and low stability

and durability of these materials. It was shown recently that NH� � �N-bonded

molecules and ions can form ferroelectric crystals with a very high spontaneous

polarization [33, 34, 35]. The NH� � �N hydrogen bonds are considerably differ-

ent than the OH� � �O bonds, nonetheless the H-site in the bistable NH� � �N
hydrogen bonds is coupled to the orientation of the hydrogen-bonded mol-

ecules or ions, and to the positions of the counterions [23]. Thus the lattice-type

vibrations can be coupled to the H-sites in the hydrogen bonds.

The NH� � �N-bonded crystals revealed yet another exciting property of the

hydrogen-bonded materials. In a typical ferroelectric crystal, domains of dif-

ferent spontaneous polarization are formed, as illustrated in Fig. 3a. Most

recently also relaxor behaviour has been observed in the dabco monosalts

[36]. In the relaxor materials, small nano-sized domains are formed, which

have properties considerably different from the bulk of the crystal (see Fig. 3b).

The structure of these domains may be different, although it should be stabil-

ized by their surroundings. The properties of these nanoregions can consider-

ably influence the macroscopic properties of the crystal, which despite the

Figure 3 (see color section). A schematic illustration of the domain structure in a ferroelectric

crystal (a), and of a relaxor with the polarization of nanoregions pooled in one direction (b).
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centrosymmetric bulk structure can exhibit a considerable polarization. Inor-

ganic relaxors based on inorganic mixed perovskite structures find numerous

applications in electronics.

9 CONCLUSIONS

It can be shown that certain characteristics are common to all the hydrogen-

bonded materials. Although this chapter has been mainly focused on the KDP-

type crystals, the hydrogen bonds may transform also in different manners than

the H-hopping from one site to the other over the energy barrier. For example,

one can apply similar criteria to the structures where the H-atom is moved to

the other site of the hydrogen bond over the potential energy barrier separating

the two energy wells, such as the transformation between two static H-bonds

(i.e., in 1,3-cyclohexanedione phases), or between the static and dynamic dis-

order in H2O ices [37], or in HCl crystals where the dynamics of the disordered

phases is dominated by the rotations of the molecules, and in alcohols or other

materials, such as orthoboric acid H3BO3, where the hydrogen-bonded groups

rotate [22]. Relatively simple principles govern the contribution of the hydrogen

bonds to the thermal expansion of the crystals, and it is possible to predict

several properties of these materials. For example, it is possible to determine

accurately the tricritical point for KDP-type ferroelectrics, or to assess the

temperature of paraelectric–ferroelectric phase transitions from the structural

data. Thus it appears that structural transformations of hydrogen bonds, often

regarded as weak and complex interactions difficult for theoretical description,

can be successfully predicted for various substances and at varied thermo-

dynamical conditions. This information can be further applied for understand-

ing the behaviour and properties of any materials with hydrogen-bonded

aggregates in their structure. The understanding of the structure–property

relations for hydrogen-bonded crystals can also prove useful for understanding

the functions of H-bonds in biological systems, and for validating results of

structural analysis.

By no means, this short chapter could include all the types of hydrogen-

bonded materials, or all types of transformations of hydrogen bonds. It was

only aimed to present very briefly a few selected examples, and only one

structural approach to the structural transformations has been presented.

Some of the important classes of hydrogen-bonded materials have not been

even mentioned, for example the hydrogen-bonded ionic conductors [38–40].
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CHAPTER 14

UNREVEALING THE NATURE OF HYDROGEN BONDS:

p-ELECTRON DELOCALIZATION SHAPES H-BOND
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Abstract In this chapter we discuss the influence of p-electron delocalization on the properties

of H-bonds. Hence the so-called resonance-assisted hydrogen bonds (RAHBs) are

characterized since such systems are mainly classified in the literature as those where

p-electron delocalization plays a very important role. Both the intramolecular and

intermolecular RAHBs are described. RAHBs are often indicated as very strong

interactions; thus, their possible covalent nature is also discussed. Examples of the

representative crystal structures as well as the results of the ab initio and DFT

calculations are presented. Additionally the RAHB systems, and the other complexes

where p-electron delocalization effects are detectable, are characterized with the use

of the QTAIM (Quantum Theory ‘‘Atoms in Molecules’’) method. The decompos-

ition scheme of the interaction energy is applied to expand the knowledge of the

nature of the RAHBs.

Keywords: Resonance-assisted hydrogen bond (RAHB); electron density; intramolecular

H-bonds; intermolecular H-bonds p-electron delocalization; topological parameters;

critical points; QTAM (Quantum Theory ‘‘Atoms in Molecules’’ method); covalent

hydrogen bonds; interaction energy decomposition scheme.

1 INTRODUCTION

Among many leading factors, p-electron delocalization is a very common

effect influencing the characteristics of molecules and very often participating

in chemical and biochemical processes [1, 2]. The influence of p-electron
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delocalization on intramolecular and intermolecular interactions was also no-

ticed [2, 3]. Among various types of interactions the hydrogen bond plays a

special role [1, 4] as discussed in all chapters of this volume. Hence the influence

of p-electron delocalization on hydrogen bonding interactions is the subject of

this chapter. The latter interrelation is known in literature as a special type of

cooperativity [1], and hydrogen bonds where such an effect exists are called

resonance-assisted hydrogen bonds (RAHBs) [5]. The first observations con-

nected with the concept of RAHB are those of Huggins [6] who analyzed the

O–H� � �O¼¼C chains in carboxylic acids and carboxylate hydrates. Also Coul-

son has found that because of chains of molecules connected through O–H� � �O
bonds the O� � �O distance in crystals of b-oxalic acid is decreased from 2.8 to

2.5 Å [7]. This indicates that H-bonds are stronger due to such connections. It

was also pointed out that for the cyclic dimers of carboxylic acids the double

hydrogen bonding is stronger due to the effect of resonance, resulting from the

existence of two resonance forms [8]. The centrosymmetric dimers of carboxylic

acids were later classified as one of the most frequently occurring types of

RAHB [5]. Emsley [3] has found that for the HOCR1 ¼ CR2---CR3 ¼ O conju-

gated systems the p-electron delocalization is greater if an intramolecular

H-bond or a chain of intermolecular H-bonds exist. In other words, the H-

bond interaction enhances the effect of p-electron delocalization. This is,

for example, observed for the chain of b-diketone molecules.

Gilli and coworkers postulated the reverse dependence as one of the main

features of RAHBs. This means that the p-electron delocalization causes a

strengthening of the hydrogen bond [5, 9]. Their statement was contested in

recent studies; hence, the idea of an RAHB type of interaction was questioned

[10, 11]. However, in our opinion, the recent findings and reservations need

further investigations. Additionally, the RAHB idea provides many results and

generalizations useful in different areas of structural chemistry. These are the

reasons why, in spite of the recent controversies, the aim of this chapter is to

present and to characterize the systems which might be classified as RAHBs.

Hydrogen bonds where the p-electron delocalization is detected exist very often

in the solid state, in liquids, and in the gas phase, and the description of such

species is of continuous interest.

2 INTRAMOLECULAR RAHBs

As was mentioned in the introduction, H-bonds exist within species where

p-electron delocalization occurs, among them in RAHBs. These types of sys-

tems were analyzed early on. However, the systematization of such interactions

was given in detail by Gilli and coworkers [5, 9]. The authors characterized the

features of homonuclear O–H� � �O intramolecular RAHBs. For example,

H-bonds in malonaldehyde and its simple derivatives may be classified as

RAHBs since a system of conjugated double and single bonds are contained

there (Scheme 1).
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The characteristics of the intramolecular O–H� � �O RAHBs summarized by

Gilli and coworkers are as follows:

– there is equalization of the d2 and d3 bond lengths,

– there is equalization of the d4 and d1 bond lengths, and

– as an effect of p-electron delocalization and the equalization mentioned

above of the corresponding bonds, there is a strengthening of the O–H� � �O
bond leading to a shortening of the O� � �O distance.

It was also pointed out that in extreme cases there is a movement of the

proton toward the middle of the O� � �O distance, shortening of the latter to 2.4

Å or even less and hence causing equalization of the H� � �O contact and the

O–H bond. Such extreme cases are characterized as short strong hydrogen

bonds (SSHBs) [12]. Two geometrical parameters, being in principle the in-

ternal coordinates, were introduced: q1 ¼ d1�d4 and q2 ¼ d3�d2. Linear

relationship between them was found. The Q-parameter (Q ¼ q1 þ q2) may be

treated as the descriptor of the p-electron delocalization. Gilli and coworkers

also introduced the l-parameter (see Chapt. 2 of this volume).

l ¼ (1�Q=Q0)=2(1)

Q0 is calculated in the same way as the Q-value but relates to the single and

double reference CO and CC bonds, theoretically the bonds not involved in the

conjugated system of double and single bonds. Q0 amounts to 0.320 according

to the early reference bonds proposed by Gilli and coworkers [9]. The l-

parameter is a descriptor which, similar to the Q-parameter, indicates the

degree of the p-electron delocalization. If it is equal to 0, then it corresponds

to the enol–keto form; l ¼ 1 stands for the keto–enol form; and l ¼ 1=2
corresponds to the full equalization of the bond lengths mentioned above.

The latter is also applied to the transition state of the C–O–H� � �O¼¼C $
C¼¼O� � �H–O–C proton transfer reaction (Scheme 2).

Enol-keto Transition state Keto-enol

Scheme 2

O O
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O O
H
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O O
H
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There is no difference between the enol–keto and keto–enol O–H� � �O H-bridge

and no difference for the double–single conjugated bonds, especially if R1 and

R3 substituents are equivalent. Hence Buemi and Zuccarello [13] proposed to

use l ¼ (1�Q=Q0) since in such a case 0 corresponds to the system with the

lack of p-electron delocalization and l ¼ 1 to the full delocalization with

the movement of H-atom to the middle of O� � �O distance or nearly so. It is

worth mentioning that, similar for intramolecular H-bonds, an enhancement

of H-bond strength may be observed for intermolecular interactions [3, 5].

Scheme 3 presents an example of a system often found in crystal structures.

Scheme 3
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Bertolasi et al. [9] analyzed the influence of substituents on the stability of

tautomeric forms of intramolecular RAHB systems (Scheme 1). They have

stated that the enol–keto form (Scheme 2) is stabilized by the following factors:

R1 is the electron-withdrawing substituent; R3 is the electron-donating sub-

stituent; or there is an additional H-bond between the outer proton-donating

species and the C¼¼O carbonyl group acting as an acceptor. These statements

were partly supported by the results of ab initio calculations. The fluoro and

chloro derivatives of malonaldehyde (R1, R2, R3 ¼ H, Cl, F) were analyzed at

the MP2/6-311þþG(d,p) level of approximation [14]. Table 1 presents some of

the geometrical and topological parameters for these species.

These results are in excellent agreement with the statements presented by

Bertolasi et al. [9]. One can observe the interrelation between all collected

parameters. For the strongest H-bonds there is the greatest elongation of the

O–H proton donating bond. This is for R1 ¼ F or Cl—the electron-withdraw-

ing substituents. For these species also the H� � �O contacts are the shortest, and

also the systems are closer to linearity than the other ones.

The Bader theory [15] was also applied for the systems collected in Table 1. It

is well known that electron density at the proton . . . acceptor bond critical point

(BCP) correlates with the H-bond energy and other parameters describing the

H-bond strength [16] (Chaps. 1, 3, and 9). The latter value, rH���O, is the greatest

for R1 ¼ F and Cl (enol–keto form, Scheme 2). It is worth mentioning that

the Q-parameter reflecting the p-electron delocalization is the smallest one for

these RAHBs. For greater p-electron delocalization, there is a higher degree of

equalization of the corresponding bonds, and the hydrogen bond is stronger.

Also the R3 substituent, if this is the electron-donating group, should cause

greater p-electron delocalization of the RAHB system. Table 1 shows the

action of the R3 electron-withdrawing substituents, Cl and F, which should
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act on opposite sides as the electron-donating substituents. F and Cl should

hamper the p-electron delocalization and hence weaken the hydrogen bond.

This is supported by the results of Table 1 since for R3¼ F and Cl the hydrogen

bonds are weakest, and the O–H bond elongations as an effect of H-bond

formation are smallest. Besides, the H� � �O distances being the longest, the

systems are far from linearity, and the electron densities at the H� � �O BCPs

are the smallest if one compares them with the other species of Table 1. Figure 1

shows the relationship between the Q-parameter and the electron density at

H� � �O BCP. Since the latter may be treated as a descriptor of the H-bond

strength [16], then one may note that the p-electron delocalization enhances the

Table 1. Geometrical (in Å, degrees) and topological (a.u.) parameters for O–H� � �O H-bonds of

malonaldehyde and its derivatives

R1, R2, R3 Q O–H H� � �O O–H� � �O rH���O r2rH���O

H, H, H 0.160 0.992 1.687 148.4 0.050 0.139

H, F, H 0.184 0.984 1.776 145.8 0.040 0.123

H, Cl, H 0.178 0.988 1.717 147.1 0.046 0.135

H, H, F 0.210 0.980 1.825 143.8 0.035 0.116

H, H, Cl 0.191 0.981 1.793 144.3 0.038 0.122

F, H, H 0.083 1.049 1.449 155.0 0.091 0.139

Cl, H, H 0.121 1.020 1.540 153.2 0.072 0.150

R = 0.991, linear
R = 0.996, polynomial

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.05 0.1 0.15 0.2 0.25
Q -parameter

E
le

ct
ro

n 
de

ns
ity

 a
t H

...
O

B
C

P

Figure 1. The correlation between the Q-parameter and electron density at H� � �O BCP (a.u.). The

linear correlation coefficient amounts to 0.991 and the correlation coefficient for the second order

polynomial regression is equal to 0.996.
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H-bond strength. The linear correlation as well as the slightly better polynomial

correlation is presented (the polynomial of the second order). Laplacian values

of the electron density at H� � �O BCP (Table 1) also confirm the relations

mentioned above since they are the greatest for R1 ¼ F and Cl and the smallest

for R3 ¼ F and Cl.

It is worth mentioning that the RAHB systems are often found and investi-

gated in crystal structures of organic compounds. Gilli et al. [5] have found

similar dependencies as that presented in Fig. 1. They have taken into account

the components of crystal structures containing a b-diketone fragment involved

in intramolecular or intermolecular RAHB. For such a sample they have found

the relationship presented in Fig. 2. This figure displays the dependence be-

tween the l-parameter and O� � �O distance described above. Since the first

parameter corresponds to the p-electron delocalization and the second one

roughly reflects the H-bond strength, this relation reflects the same findings

as those depicted in Fig. 1.

It is worth mentioning that six-membered rings, among them those classified

as RAHBs, are very common in crystal structures. Etter [17] has pointed out

that hydrogen bonds as relatively strong interactions influence the arrangement

of molecules in crystals. She has specified the rules for the existence of that kind
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Figure 2. The dependence between the l-parameter and the O� � �O distance (in Å). The enol–keto

form corresponds to the l-values close to unity and the keto–enol form to that value close to zero.

The full equalization of CC and CO bonds is for l-values equal to 0.5. Full circles designate the

systems with intramolecular RAHBs while empty circles the intermolecular RAHBs. The Q-par-

ameter is also indicated. (Reprinted with permission from Ref. [5]. Copyright 1989 American

Chemical Society.)
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of interaction in crystals. The main rules are as follows: all good proton donors

and good acceptors are used in hydrogen bonding; six-membered-ring intra-

molecular hydrogen bonds form in preference to intermolecular hydrogen

bonds; and the best proton donors and acceptors remaining after intramolecu-

lar hydrogen-bond formation form intermolecular hydrogen bonds to one

another. The terms ‘‘good proton donors’’ and ‘‘good proton acceptors’’ were

introduced by Donohue [18]. Good proton donors are those of carboxylic

acids, amides, ureas, anilines, imides, and phenols, while good proton acceptors

occur for acid and amide carbonyl groups, sulfoxides, phosphoryls, nitroxides,

and amine nitrogens.

One can see that the formation of six-membered rings and intramolecular

RAHBs should be preferred in crystals. Figure 3 presents an example of such

species in the crystal structure of benzylacetone [19].

This is the classical example of RAHB since the H-atom is moved toward the

middle of the O� � �O distance; the O(1)–H(X1) and O(2)–H(X1) bonds are equal

to 1.329(11) and 1.245(11) Å, respectively. One can see that it is not exactly the

center of the H-bridge. Figure 3 also shows the longest ellipsoid axis of the

thermal motion of H(X1) in accordance with the O� � �O direction. This means

that the hydrogen atom is asymmetrically placed in a large potential well.

There is also the meaningful equalization of the bonds within the ring since

C(2)–O(1), C(4)–O(2), C(2)–C(3), and C(3)–C(4) are equal to 1.286(4), 1.293(4),

1.414(4), and 1.405(4) Å, respectively. For the crystal structure of benzylace-

tone the charge density obtained from X-ray and neutron diffraction measure-

ments has also been analyzed using multipolar refinement and topological

C(6)
H(6)

H(3)

H(1C)

H(1A)

H(1B)

H(X1)

C(3)C(2)C(1)

O(1) O(2)

C(5)C(4)

C(7)

H(7)

H(8)
C(8)

C(9)

H(9)
C(10)

H(10)

Figure 3. The molecular structure of benzylacetone showing atom numbering and 50% probability

ellipsoids determined by refinement of the 20K neutron data. Open circles correspond to critical

points determined in the topological analysis. (Reprinted with permission from Ref. [19]. Copyright

1998 American Chemical Society.)
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analysis based on ‘‘the atoms in molecules’’ (AIM) theory. It is important to

note that for both H� � �O interactions (H(X1)–O(1) and H(X1)–O(2)) the

Laplacian of electron density at the corresponding H� � �O bond critical points

is negative. It is for the shorter H��O distance, e.g., covalent bond, as well as for

the longer one, e.g., H-bond contact. Interestingly, this supports the idea of the

covalent nature of some strong hydrogen bonds.

The idea of the covalent nature of short H-bonds is analyzed later in this

chapter in detail. This is not a new idea, originally claimed by Pauling [20] who

stated the covalent nature of the H-bond for the (FHF)� ion. The covalency of

H-bonds was also discussed early on by Coulson and Danielsson [21]; and this

topic was analyzed in more recent studies [22]. Gilli et al. [23] introduced the so-

called electrostatic-covalent H-bond model (ECHBM) where the following

features were summarized:

– weak H-bonds are electrostatic interactions but become increasingly covalent

if their strength increases,

– very strong H-bonds are in principle three-center–four-electron covalent

bonds,

– the strongest H-bonds should be homonuclear and symmetrical since only in

such a case two valence bond resonance forms are isoenergetic and may mix

effectively,

– the last statement may be expressed as the condition of minimum difference

between the proton acceptor and the proton donor affinities.

The authors also indicated that there are three ways to make a H-bond

stronger, particularly an interaction where the covalent nature is detected: by

addition of an electron, by its rejection, and by p-electron delocalization. In

such a way one can point out three types of H-bonds: negatively charge-assisted

H-bonds (CAHB(�)), positively charge-assisted H-bonds (CAHB(þ)), and

RAHBs. The latter are analyzed in this chapter.

3 HETERONUCLEAR INTRAMOLECULAR RESONANCE-ASSISTED

HYDROGEN BONDS

It was pointed out in the previous section that the effective mixing of two

RAHB tautomeric forms leads to the enhancement of H-bond strength since it

is connected with greater p-electron delocalization. This may be fulfilled ef-

fectively for homonuclear H-bonds such as O–H� � �O systems. According to

these conditions, heteronuclear hydrogen bonds are not as strong as homo-

nuclear bonds. However, the occurrence of heteronuclear RAHBs in crystal

structures and especially their role in different processes, among them biochem-

ical reactions, is well known [1]. Crystal structures where N–H� � �O RAHBs

exist were often investigated. Among them are ketohydrazones [24], nitrosoe-

namines [24b], cumarine derivatives and chromone derivatives [25], and other

classes of compounds investigated with the use of neutron and X-ray diffrac-

tion techniques.
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The phosphorohydrazide derivatives of chromone seem to be very interesting

due to their potential biological activity and the possible application in cancer

chemotherapy. Figures 4 and 5 present the molecular structures of two such

compounds: (E)-3-{[(diphenoxyphosphoryl)-2-methylhydrazone]-methyleno}-

C(66)

C(67)

C(68) C(70)

O(61)

C(62)

C(63)

C(64)

C(69)

C(65)

C(25) C(26)

C(14)

C(15)

C(16)

C(17)

C(12)C(27)

C(23)
C(22)

O(21)

N(4)
N(3)

O(11)

C(31)C(5)

O(2)
P(1)

C(13)

O(641)

O(621)

Figure 4. The molecular structure of 1 with an atom labeling scheme. The displacement ellipsoids

are drawn at 30% probability level. (Reprinted with permission from Ref. [25a]. Copyright 2002

American Chemical Society.)
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C(12)
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O(61)

O(621)

C(62)

C(63)
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N(4) N(3)
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C(22)

C(23)

C(24)

C(25)

C(26)

C(27)

P(1)
S(2)

C(64)
C(69)

Figure 5. The molecular structure of 2 with an atom labeling scheme. The displacement ellipsoids

are drawn at a 30% probability level. (Reprinted with permission from Ref. [25a]. Copyright 2002

American Chemical Society.)

Unrevealing the Nature of Hydrogen Bonds 495



4-hydroxy-2H-1-benzopyran-2-ne (1) and 3-{[(diphenoxythio-phosphoryl)-

hydrazine]-methylidene}-3,4-dihydro-2H-1-benzopyran-2,4-dione (2) which

have been determined by the X-ray diffraction method [25a]. One can observe

the existence of six-membered rings with intramolecular H-bonds for both

structures, O–H� � �N for structure 1 and N–H� � �O for structure 2.

One can see that there is only a slight difference between the N-substituents

of the molecular structures 1 and 2. This indicates that this kind of substituent

may strongly effect the proton affinity of the nitrogen atom and influence the

N–H� � �O or O–H� � �N types of H-bond interactions (Scheme 4). The only

difference between the structures analyzed here, except for the intramolecular

H-bond mentioned above, is the R4 substituent which is N(CH3)---P(O)

(OC6H5)2 for 1 and NH---P(S)(OC6H5)2 for 2.

Scheme 4

O N
H

R1

R2

R3

R4

O N
H

R1

R2

R3

R4

O N
H

R1

R2

R3

R4

(a) (b)TS

This is in line with the approach of Bürgi and Dunitz [26] that each of the

crystal structures may be treated as a frozen state corresponding to the par-

ticular stage of the reaction. Accordingly the 1 and 2 crystal structures corres-

pond to different stages of the reaction of the proton transfer: N� � �H–O, N–

H� � �O. In order to explain the influence of substituents on the proton affinities

of nitrogen and oxygen atoms, model ab initio calculations were performed

[25a]. The simple enaminones were considered. Table 2 shows the geometrical

Table 2. The geometrical (in Å and degrees) and energetic (kcal/mol) parameters for two tautomeric

forms of the simple enaminones; the results for transition states of corresponding proton transfer

reactions are also included; there is also the difference in energies between the considered system

and the most energetically stable system (hence 0 designates the most stable system)

R1, R2, R3, R4 Form O� � �N ffO� � �H� � �N Difference

H, H, H, H a 2.580 148.0 5.9

TS 2.390 152.7 8.4

b 2.705 128.2 0

F, H, H, H b 2.765 125.0 –

H, H, H, F a 2.668 141.3 0

TS 2.367 142.8 11.8

b 2.591 118.5 8.8

H, H, H, Li b 2.813 141.3 –
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and energetic parameters for the corresponding intramolecular H-bonds of the

selected systems optimized within the MP2/6-311þþG(d,p) level of theory. One

can see that for the unsubstituted species (all R are hydrogen atoms) the (b)

tautomeric form with N–H� � �O intramolecular H-bond is energetically favor-

able. The potential barrier height for the proton transfer reaction amounts to

8.4 kcal/mol and the form with the O–H� � �N hydrogen bond is characterized

by an energy higher by 5.9 kcal/mol than for form (b). If the R1 substituent is a

fluorine atom, then only form (b) exists since such a substituent decreases the

proton affinity of the oxygen atom. As a result the H-atom is covalently bonded

to nitrogen, and form (a) does not exist at all. The optimizations performed for

the latter form lead to form (b); in other words, form (a) collapses into form (b).

The other interesting results are for R4 substituents attached to nitrogen. If R4

is an F-atom, then form (a) with O–H� � �N is more stable since the F-substitu-

ent decreases the proton affinity of nitrogen. The lithium atom as an electron

donating substituent in the R4 position causes an increase in proton affinity

of the nitrogen center; hence, only form (b) exists with N–H� � �O hydrogen

bonding.

There are also other interesting results included in Table 2. One can observe

that the O� � �N distances are shorter for systems characterized by higher ener-

gies, accordingly the O� � �H� � �N angles are greater, closer to linearity. This

means that there are stronger hydrogen bonds for the less stable systems.

As was pointed out by Gilli et al. [27] this is in line with the Leffler–Hammond

rule [28]. The results collected in Table 2 are supported by topological param-

eters derived from the Bader theory (Table 3). The electron densities at the

BCPs correspond to covalent bonds and to proton � � � acceptor contacts;

the corresponding Laplacian values are negative and positive, respectively.

In such a way it is possible to detect that, for the unsubstituted species

(all R-substitutents are H-atoms), the N–H� � �O hydrogen bond exists. The

remaining electron densities and Laplacians are in excellent agreement with

Table 3. The topological (in a.u.) parameters for two tautomeric forms of simple enaminones; the

results for the transition states of corresponding proton transfer reactions are also included; the

electron densities at BCPs and their Laplacians for H� � �O and H� � �N interactions are considered

R1, R2, R3, R4 Form r(O,H) r(N,H) r2r(O,H) r2r(N,H)

H, H, H, H a 0.3153 0.0564 �2.175 0.117

TS 0.1817 0.1589 �0.379 �0.863

b 0.0276 0.3287 0.102 �1.825

F, H, H, H b 0.0219 0.3322 0.084 �1.812

H, H, H, F a 0.3394 0.0370 �2.413 0.108

TS 0.1173 0.2225 0.083 �0.086

b 0.0293 0.3270 0.112 �1.975

H, H, H, Li b 0.0292 0.3234 0.100 �1.561
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the geometrical parameters collected in Table 2, indicating the existence of

N–H� � �O or O–H� � �N H-bonds. The results concerning transition states are

worth mentioning. For all R ¼ H both H� � �N and H� � �O interactions are

characterized by relatively high values of electron density at BCP. Both

corresponding Laplacians are negative, indicating the covalent character of

N� � �H and O� � �H interactions. The situation is slightly different if the R4

substituent is a fluorine atom. In such a case the proton affinity of nitrogen

is decreased causing the movement of a proton to an oxygen atom. For the

transition state, the hydrogen is more strongly connected with nitrogen than

with oxygen since for the latter interaction the electron density at the

corresponding BCP is smaller, and the Laplacian is positive. For the N� � �H
interaction the negative value of Laplacian is predicted indicating the covalent

nature of interaction.

It seems that the substituents are very important factors governing the

proton affinities of acceptors and donors and hence steer the strength and

type of hydrogen bonding. However there are also other factors, for example,

the steric effects investigated for the Schiff and Mannich bases [29] as well as

the orientation of substituents relative to the remaining fragments of the

molecules [30]. The last interrelations were investigated for crystal structures

of coumarines with intramolecular N–H� � �O and O–H� � �N RAHBs.

Figure 6 shows a very interesting case of phosphorocoumarine [25b] where

the bifurcated hydrogen bonds (two donors: C–H and N–H bonds and O-atom

as an accepting center) are influenced by the intramolecular O–H� � �N hydrogen

bond (Fig. 6—O(641)–H(641)� � �N(4)). It is interesting to note that for this

structure there is the less often occurring intramolecular O–H��N. It may

be explained by the notion that the nitrogen� � �nitrogen connection N(3)

atom being electronegative decreases the proton affinity of the N(4) center,

and hence the hydrogen is covalently connected with the O–atom within the

resonance-assisted O–H� � �N hydrogen bond.

It is worth mentioning that there are numerous studies of intramolecular

RAHBs. For example, one can refer to the sound studies of Buemi and

Zuccarello [13, 31]. There are investigations of homonuclear and heteronuclear

intramolecular RAHBs [13, 31, 32], and not only were O–H� � �O, N–H� � �O,

and O–H� � �N studied, but also other more ‘‘exotic’’ systems such as O–H� � �S
[33] and intramolecular RAHBs with S, Se, and Te as the proton donors and

acceptors [34]. Very recently DFT and ab initio calculations were performed on

intramolecular RAHBs with different donors and acceptors [35], and such

species containing C–H� � �Y (Y ¼ O, N, S) were analyzed [35, 36].

It is always of great interest to extend the understanding of the nature

of interaction of RAHBs. For this purpose it is possible to apply the

scheme of the decomposition of interaction energy. Such an approach was

described in Chaps. 4 and 5 of this volume and may be applied for intermo-

lecular interactions. The intermolecular RAHBs will be analyzed in the next

sections.
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4 THE DECOMPOSITION OF INTERACTION ENERGY

It is often stated in different monographs and review articles that hydrogen

bonding is an electrostatic interaction [1, 4, 20]. This was pointed out by

Pauling and later by others. Deeper insight into the physical nature of inter-

actions of molecular complexes may be obtained by analysis of the interaction

energy components. To accomplish this task for hydrogen bonding the results

of the decomposition of the interaction energy were presented in previous

chapters (Chaps. 4 and 5). It is worth mentioning that the most often applied

decomposition scheme is that of Kitaura and Morokuma [37]. According to

this approach the Hartree–Fock interaction energy is decomposed in the fol-

lowing way:

E(HF) ¼ ESþ EXþ CTþ POL(2)

C(5)

H(51)
H(31)

N(3)

N(4)

H(51)
w

C(5)
w

O(621)
w

O(641)

H(641)

N(3)
w

H(31)
w

O(621)

Figure 6. The molecular structure of a dimer of phosphorocoumarine with an atom labeling scheme

for H-bonds. There is the bifurcated H-bond with O(621) accepting center and two donating bonds

(C(5)–H(51) and N(3)–H(31)—two such connections related through the inversion center) and the

RAHB (O(641)–H(641)� � �N(4)). (Reprinted with permission from Ref. [25b]. Copyright 2003

American Chemical Society.)
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The energy correlation term is usually calculated as a difference between the

energy calculated within the method taking into account the correlation and the

Hartree–Fock energy. For example, for MP2 results,

CORR ¼ E(MP2)� E(HF)(3)

The term ES, the electrostatic energy term, represents the Coulombic inter-

action energy between the charge distributions of two subunits of the complex

considered. EX, the exchange term, corresponds approximately to the steric

repulsion of electron clouds. The polarization interaction energy term (POL) is

connected with the internal redistribution of the electron density. Charge

transfer term CT corresponds to the shift of electron charge between interacting

subunits. The term CORR is connected with correlation. For example, EC, EX,

POL, CT, and CORR contributions to the binding energy of the water dimer

calculated at the MP2/6-31þG(d,p) level of approximation and within the

Morokuma–Kitaura approach are equal to �7.6, þ4.2, �0.7, �0.9, and �0.3

kcal/mol, respectively [38]. One can see that the most important attractive

interaction energy term for this complex connected through the O–H� � �O
hydrogen bond is the electrostatic term. This is in line with the statement that

the H-bond in the interaction is primarily electrostatic in nature.

Despite the fact that the Kitaura–Morokuma approach allows insight into

the nature of interaction to be obtained, it has also a lot of limitations. One of

the most important is that the binding energy and its components are not free

of the basis set superposition error [39]. Another variation-perturbation scheme

of the decomposition of the interaction energy was previously proposed [40].

The starting wave functions of the subsystems are obtained in this approach in

the dimer-centered basis set (DCBS); hence, the following interaction energy

components free of BSSE can be obtained:

DE ¼ E
(1)
EL þ E

(1)
EX þ E

(R)
DEL þ E

(2)
CORR(4)

where E
(1)
EL is the first order electrostatic term describing the Coulomb inter-

action of the static charge distributions of both molecules; E
(1)
EX is the repulsive

first order exchange component resulting from the Pauli exclusion principle and

is defined as the difference of the Heitler–London energy and the electrostatic

term. E
(R)
DEL and E

(2)
CORR correspond to higher order delocalization and correl-

ation terms.

Table 4 presents the results of the decomposition of the interaction energy for

different H-bonded systems [41]. The ionic NaþCl� system is also included.

One can see that for typical hydrogen bonds, O–H� � �O and F–H� � �O for

dimer of water and the FH � � �OCH2 complex, respectively, the electrostatic

term is the most important attractive term. In all of these cases the electrostatic

term outweighs the exchange term, and hence the first order interaction energy

component DE(1) is negative. This is again in line with conditions that the H-

bond is predominantly an electrostatic interaction. Table 4 contains also the
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complex with an acetylene molecule as a proton donating system and the O-

atom of water as an acceptor center; the complex is connected through the C–

H� � �O H-bond. One can see that in this case the electrostatic term is the most

important attractive term and that it outweighs the exchange interaction energy

term. In the case of the T-shaped dimer of acetylene, there is the C---H � � �p
interaction where the first order interaction energy component is positive, and

the system is stable due to the delocalization and correlation terms. The results

for the ionic system, NaþCl�, are included in Table 4 for comparison. There is

the most important electrostatic interaction energy term and the remaining

attractive components: delocalization and correlation are negligible in com-

parison with the first one. One may observe the same trend for the exchange

term which is almost ten times smaller than the electrostatic term. As the main

conclusion it may be pointed out that for H-bonded systems the electrostatic

component is mainly responsible for the stability of the complex; the other

attractive terms are much less important. It is worth mentioning that for

hydrogen bonding the difference between the electrostatic term and the remain-

ing attractive terms (delocalization and correlation) is not so high as for ionic

interactions.

5 INTERMOLECULAR RESONANCE-ASSISTED HYDROGEN

BONDS

There are also intermolecular RAHBs such as those existing in dimeric struc-

tures of centrosymmetric carboxylic acids. The intermolecular RAHBs also

exist in other systems mentioned by Gilli and coworkers such as amide dimers,

amide–amidine couplings, and DNA base pairs [5]. The latter systems were

investigated extensively [42] and also in terms of the p-electron delocalization

effects [43]. Since it was pointed out that some of the intramolecular homo-

nuclear RAHBs may be treated as partly covalent in nature, the decomposition

of the interaction energy for these intermolecular RAHBs provides a powerful

tool to better understand the nature of such connections and to investigate

what does the term ‘‘covalent’’ exactly mean.

Table 4. The interaction energy terms (in kcal/mol) for various H-bonded complexes, calculations

at the MP2/6-311þþG(d,p) level of approximation

System E
(1)
EL E

(1)
EX E

(R)
DEL E

(2)
CORR DEMP2

�

HOH� � �OH2 �8.750 6.776 �2.190 �0.293 �4.457

FH� � �OCH2 �8.869 5.018 �2.647 1.060 �5.438

HCCH� � �OH2 �4.785 3.386 �1.059 �0.010 �2.468

HCCH� � �p �2.126 2.206 �0.544 �0.591 �1.056

Naþ Cl� �142.285 25.285 �10.342 0.181 �127.161

*DEMP2 ¼ DESCF þ ECORR

DE(1) ¼ E
(1)
EL þ E

(1)
EX, DESCF ¼ DE(1) þ E

(R)
DEL
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There are several interesting effects connected with carboxylic groups con-

nected through the double O–H� � �O hydrogen bond. Such effects as dynamic

disorder, orientational disorder, and mesomeric effect of the carboxylic group

were investigated, especially in crystal structures [44]. The strengthening of

hydrogen bonds in these dimers is often the result of the existence of such effects

but may be also explained within the conditions related to the RAHBs. For

centrosymmetric dimers of carboxylic acids there are often similar effects such as

equalization of C¼¼O and C–O bonds for malonaldehyde and its derivatives.

One can also observe the double movement of protons to the middle of the O� � �O
distances for extremely strong O–H� � �O hydrogen bonds. To explain such a

situation in terms of the RAHB model one may claim that this is possible if there

is an effective mixing of two tautomeric forms (Scheme 5).

Scheme 5
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In such a case it is also possible to apply the conditions proposed by Bürgi and

Dunitz [26]. The results obtained for the different crystal structures may be

treated as the frozen states of the double proton transfer reaction (Scheme 5).

Figure 7 displays such a reaction path.
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Figure 7. The reaction path for the proton transfer reaction, the variables corresponding to

coordinate axes in Å, and empty squares represent ab initio results for the formic acid dimer. The

solid line as well as the broken line corresponds to the BV model; for the latter the constants

proposed by Gilli et al. were applied. (Reprinted with permission from [Ref. 2]. Copyright 2005

American Chemical Society.)
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Full circles (Fig. 7) designate the results obtained by accurate neutron

diffraction measurements of crystal structures of organic and metal organic

compounds containing the C–O–H� � �O¼¼C system. The vertical axis indicates

the O� � �O distance for the O–H� � �O hydrogen bond; the horizontal axis desig-

nates the distance of the proton from the middle of O� � �O. Thus the systems

taken from crystal structures and characterized by an O��O distance of about

2.4 Å correspond to the transition state of the proton transfer reaction C–O–

H� � �O¼¼C, C¼¼O� � �H–O–C. The solid and broken lines were obtained from

the bond valence (BV) model [45] and differ between themselves by the choice

of constant parameters. There are also empty squares in Fig. 7 which are the

result of high level ab initio calculations on the double proton transfer for the

formic acid dimer [46]. One can see that the reaction path (Fig. 7) obtained

from the neutron diffraction results is in excellent agreement with the ab initio

calculations as well as with the simple semi-empirical BV model.

There have been other investigations of intermolecular RAHBs such as of the

pyrrole-2-carboxylic acid (PCA). The infrared and Raman spectroscopic stud-

ies of this compound indicate the formation of cyclic dimer species in the solid

state [47]. These studies are supported by the results of DFT and ab initio

calculations. Three types of dimers of PCA are possible. Figure 8 shows the

molecular graphs of those species.

These dimers were analyzed at the B3LYP/6-311þG(d) level of approxima-

tion, and it was found that the theoretically estimated IR frequencies for the B

and C dimers are very close to the experimentally observed absorptions [47].

PCA exists in solution and in the solid state in only one conformation, most

likely in the cis-form, where the C¼¼O bond of the carboxylic group and the

N–H bond of the pyrrole ring are at the same side. This form exists for the

B and C dimers. These findings were supported by X-ray crystal structure

determination of PCA [48] (Fig. 9) since in crystals both B and C dimers exist

while the A dimer does not.

It is worth mentioning that more accurate calculations of these three dimers

of PCA were performed at the MP2/6-311þþG(d,p) and B3LYP/6-311þþ
G(d,p) levels of approximation (BSSE included) [48]. It was found that the

formation of the A and B dimers leads to significant equalization of the C–O

and C¼¼O bonds as an effect of p-electron delocalization. Such an effect is also

observed for the C dimer, but it is not as meaningful as for A and B. The H-

bond energy (single O–H� � �O or N–H� � �O interaction) amounts to �7.9, �7.4,

and �6.3 kcal/mol for the A, B, and C dimers, respectively (MP2/6-311þþ
G(d,p) level). It should be noted that the double proton transfer for the A

configuration leads to the B-type dimer. For the corresponding transition state

there is practically full equalization of the C¼¼O and C–O bonds since their

lengths are equal to 1.270 and 1.282 Å, respectively, at the MP2/6-311þþ
G(d,p) level. The difference between the OH bond and the H� � �O contact for

such a transition state disappears. Both corresponding distances are equal to

1.201 Å. Also, the electron densities at both H� � �O critical points are high, as
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(a)

(b)

(c)

Figure 8. (a) PCA—dimer A. (b) PCA—dimer B. (c) PCA—dimer C. (Reprinted with permission

from Ref. [49]. Copyright 2005 American Chemical Society.)
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for covalent bonds since they are equal to 0.1734 and 0.1664 a.u. The corre-

sponding Laplacian values amount to �0.3629 and �0.2870 a.u. indicating the

covalent nature of both interactions. Gilli et al. [27] have pointed out that such

results are in line with the Leffler–Hammond rule that, for systems closer to the

transition state, the H-bond interaction is stronger. This is fulfilled for the

PCA dimers. For results obtained at the MP2/6-311þþG(d,p) level the A

configuration is slightly closer to TS and the H-bond is stronger here than for

the B configuration. For TS the H-bond is strongest as indicated by the

displayed topological parameters.

To explore the nature of these intermolecular RAHBs the decomposition of

the interaction energy was performed for dimers of PCA as well as for simple

centrosymmetric related dimers of formic acid, acetic acid, and formamide [49].

The appropriate results are collected in Table 5. One can observe that for all

systems connected through O–H� � �O H-bonds (formic acid, acetic acid,

PCA(A), and PCA(B) dimers) the first order electrostatic interaction energy

term is balanced by the exchange term; hence, the first order interaction energy

term DE(1) is close to zero, and the other most important attractive term is the

delocalization interaction energy. The situation is different for dimers con-

nected through heteronuclear N–H� � �O bonds (formamide and PCA(C) di-

mers). In these cases the electrostatic term outweigths the exchange term, and

the first order interaction energy term DE(1) is negative. Also the delocalization

term is not as signifficant as it is for homonuclear O–H� � �O H-bonds.

Hence it seems that for stronger RAHBs the delocalization becomes more

important, and the electrostatic interaction energy is less signifficant than for

Figure 9. PCA—crystal structure motif containing B and C species. (Reprinted with permission

from Ref. [48]. Copyright 2004 American Chemical Society.)
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weaker, mainly heteronuclear N–H� � �O RAHBs. This may be a common

characteristic of H-bonds. For stronger H-bonds with shorter proton� � �accep-

acceptor distances, the nature of such interactions is not mainly electrostatic as

was stated by Pauling in the early definition, but the other interaction energy

terms are dominant. It was clearly expressed for very strong dihydrogen bonds

[41]. For the complex of the hydronium ion as the proton donor and berylium

hydride as an acceptor and simple related complexes, full geometry optimiza-

tions were performed. The calculations were performed using the second order

Møller–Plesset perturbation method (MP2) [50]. The 6-311þþG(d,p) basis set

[51] was used; 6-311þþG(d,p) as well as the Dunning type basis sets [52] were

applied: aug-cc-pVDZ and aug-cc-pVTZ. Full optimizations have been per-

formed at the MP2/6-311þþG(d,p) and MP2/aug-cc-pVDZ levels of theory.

All results of these optimizations correspond to energy minima since no im-

aginary frequencies were found. The single point MP2 calculations have been

carried out with the aug-cc-pVTZ basis set and for the reference geometry as

optimized at the MP2/aug-cc-pVDZ level of theory. Figure 10 shows the

molecular graph of the simplest complex of hydronium ion and berylum

species �Be2H2.

Table 6 presents the results of the decomposition of the interaction energy.

These are very interesting findings. The binding energies were calculated within

Table 5. The interaction energy terms (in kcal/mol) for various PCA dimers and related species,

calculations at the MP2/6-311þþG(d,p) level of approximation

System E
(1)
EL E

(1)
EX E

(R)
DEL E

(2)
CORR DEMP2

�

Formic acid �30.1 30.0 �14.3 0.9 �13.6

Acetic acid �32.2 32.3 �15.2 0.5 �14.5

Formamide �23.4 19.8 �8.5 0.0 �12.1

PCA(A) �36.7 37.6 �18.6 0.6 �17.1

PCA(B) �34.8 36.1 �17.3 0.3 �15.7

PCA(C) �19.9 16.1 �6.9 �1.4 �12.1

*DEMP2 ¼ DESCF þ ECORR

DE(1) ¼ E
(1)
EL þ E

(1)
EX

Figure 10. The molecular graph of the H2OHþ � � �HBeBeH complex; big circles correspond to

attractors, small ones to bond critical points. (Reprinted with permission from Ref. [41]. Copyright

2005 American Chemical Society.)
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the supermolecular approach; as a result, the deformation energy of the com-

plexation is not taken into account. One can see that for some of the systems

the absolute value of the binding energy exceeds 30 kcal/mol. Additionally, for

all cases, the first order interaction energy term is positive since the exchange

term prevails over the electrostatic term, and the delocalization is mostly

responsible for the stability of the systems considered.

Figure 11 presents the dependencies between the H� � �H intermolecular dis-

tance: proton� � �acceptor (acceptor is the negatively charged hydrogen atom)

and the interaction energy components.

One can see that the delocalization and exchange components are mainly

responsible for the strength of the analyzed dihydrogen bonds since these

terms correlate with the H� � �H distance. These terms increase (their absolute

values) with a decrease in intermolecular distance. The other attractive terms

Table 6. The interaction energy terms (in kcal/mol) for the H2OHþ � � �HBeH complex and related

species, calculations at the MP2/aug-cc-pVTZ level of approximation

System E
(1)
EL E

(1)
EX E

(R)
DEL E

(2)
CORR DEMP2

�

H2OHþ � � �HBeH �12.0 19.9 �24.4 �4.2 �20.8

H2OHþ � � �HBeBeH �16.9 27.6 �37.0 �5.0 �31.3

H2OHþ � � �HBeF �6.5 16.6 �20.2 �4.6 �15.1

HClOHþ � � �HBeH �12.5 26.1 �32.7 �6.3 �25.4

Cl2OHþ � � �HBeH �12.8 33.4 �45.7 �8.3 �33.4

Cl2OHþ � � �HBeF �7.0 27.4 �34.7 �8.9 �23.2

*DEMP2 ¼ DESCF þ ECORR

DE(1) ¼ E
(1)
EL þ E

(1)
EX
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Figure 11. The relationships between the H� � �H intermolecular distance (in Å) and the interaction

energy terms (in kcal/mol), circles—exchange, squares—delocalization, triangles—electrostatic and

twisted squares—correlation. (Reprinted with permission from Ref. [41]. Copyright 2005 American

Chemical Society.)
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(correlation and electrostatic) do not correlate with H� � �H distance and are of

much less importance. It is also worth mentioning that almost for all complexes

considered the Laplacian of electron density at H� � �H BCP is negative, or at

least the HC value (the electron energy density at BCP) is negative. This shows

that dihydrogen bonds, O–H� � �H–Be, are covalent in nature. Such covalency is

connected with the importance of exchange and delocalization interaction

energy terms.

It was pointed out that the AIM parameters for some intramolecular RAHBs

indicate the covalent nature of these interactions. This was described in this

chapter for benzylacetone and for the transition states of proton transfer

reactions. The SSHBs were also analyzed [12], and the AIM results indicate

negative values of Laplacian for the proton� � �acceptor bond critical point.

There are also very interesting results for intermolecular RAHBs. The HC

values for intermolecular H� � �O contacts of formic and acetic acids are negative

[49]. This is often described as the partly covalent nature of the interaction

(Chap. 9). However, for the formamide dimer where heteronuclear N–H� � �O
RAHBs exist, neither the Laplacian nor HC for the intermolecular (N)H� � �O
contact is negative. This may be explained within the principle of the minimal

proton affinity difference [53] between donor and acceptor. Such a difference is

close to zero for homonuclear O–H� � �O H-bonds, especially for symmetrical

systems, while that value is greater for N–H� � �O interactions. For the latter

there is the greater proton affinity of nitrogen than for the oxygen accepting

center. This is observed for the structure of PCA discussed here since O–H� � �O
interactions for the A and B forms of dimeric PCA are stronger than N–H� � �O
interactions for the C-conformation. Similarly weaker N–H� � �O interactions

were found for dimers of Pyrrole-2-Carboxyamide [54] in the crystal structure

(Fig. 12). The binding energy for that dimer (calculated at the MP2/6-311þþ
G(d,p) level, BSSE included) is equal to �13.6 kcal/mol (it corresponds to the

energy of two symmetrically equivalent N–H� � �O H-bond energies).

To provide more insight into the nature of heteronuclear intermolecular

RAHBs, ab initio calculations at the MP2/6-311þþG(d,p) level of approxima-

tion and QTAIM (Quantum Theory ‘‘Atoms in Molecules’’) calculations were

performed for the formamide dimer (Fig. 13) and its simple fluoro derivatives

[55]. In these derivatives the fluoro substituents have replaced the H-atom

connected with the carbon and/or H-atom not participating in the hydrogen

bond interaction and connected with nitrogen.

Additionally the corresponding tautomeric forms with double O–H� � �N
H-bonds were also considered as well as the transition states corresponding

to the C–N–H� � �O¼¼C , C¼¼N� � �H–O–C proton transfer reaction. Finally,

all N� � �H (N–H) and H� � �O (O–H) interactions of N–H� � �O and O–H� � �N
systems were collected and analyzed. The findings are as follows. For N–H� � �O
hydrogen bonds for N–H BCPs, the Laplacian values are negative, while for

H� � �O contacts, they are positive indicating that these interactions are covalent

and noncovalent, respectively. For O–H� � �N hydrogen bonds, the situation is
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the same as for N–H� � �O. There are O–H covalent bonds and H� � �N contacts.

However, the latter interactions are characterized by positive Laplacian values

and negative HC values. This may indicate the partially covalent nature of such

interactions. It is worth mentioning that for H� � �O contacts of N–H� � �O
systems, the HC values are positive. For transition states, both H� � � O and

H� � �N interactions within the N� � �H� � �O H-bonds are characterized by nega-

tive Laplacian values of electron density of the corresponding BCP. These

findings are in line with the minimum difference of the proton affinities of the

donor and acceptor principle, with the Leffler–Hammond rule and the transi-

tion state model for H-bonds introduced recently by Gilli et al. [27]. It was

Figure 12 (see color section). Pyrrole- 2-Carboxyamide—crystal structure motif containing cen-

trosymmetric dimers with double N–H� � �O H-bonds.

C
C

N

N

O

O

Figure 13. Molecular graph of formamide dimer.
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found that N� � �H� � �O H-bonds for transition states are the strongest; next

are O–H� � �N interactions being often close to the corresponding TSs; and the

N–H� � �O H-bonds being far from the TSs are the weakest.

6 CONCLUDING REMARKS

Hydrogen bonds affected by p-electron delocalization are often classified as

RAHBs. These interactions are usually stronger than typical hydrogen bonds

that have primarily electrostatic character. For some very strong RAHBs, short

proton� � �acceptor distances were detected, and it is sometimes pointed out that

they are covalent in nature. What does it mean is that these interactions are

covalent in nature? The QTAIM indicates that for such interactions the Lapla-

cian value of the electron density at the proton� � �acceptor bond critical is

negative, or at least the electron energy density at BCP is negative. An analysis

of the interaction energy components shows that, for hydrogen bonds covalent

in nature, the delocalization interaction energy term is the most important

attractive contribution. The delocalization term as well as the exchange com-

ponent strongly correlates with the proton� � �acceptor distance. These condi-

tions are also fulfilled for very strong intermolecular homonuclear RAHBs.
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crystal-field effects 388, 457–458

cyclic peptides 182–183

decomposition of interaction energy 151–

152, 249, 256, 258, 499–501

deformation density 443

delocalisation index d(A, B) 346

delocalisation indices 350

delocalization energy term 500

density radial function (RDF) 451, 452

deprotonated dicarboxylic acids 232

DFT 5, 7, 11, 60, 111, 115, 208, 350, 383,

390

Dibenz[a, j]anthracene 354

diffuse functions 60, 150

dihydrogen bonds 13, 54, 55, 83–84, 246,

251–259, 338–340, 506–508

Dimer-centred basis set (DCBS) 500

dimeric complexes of H2O 211

dipole momentum 198, 452

dipole–dipole term 338

disorder 459, 475, 502

disordered H-bond dimension 478

dispersion component 205, 213

dispersion interaction energy 3, 11, 12,

151, 158, 161, 168, 200, 295, 297, 316

displacive phase transition 479

dissociation energy 24, 358, 380, 460

DNA 7–12, 28–30

DNA base pairing 8, 263

donor groups 109, 110, 112, 116, 119, 123,

143, 213, 215, 298

double minimum potential 378

Dunning basis sets 5, 12, 60

edge-to-face interactions 163–171

Ehrenfest forces 360

electron density—isocontours 119, 131

electron density—topological

descriptors 115, 119–126

electron density (ED) 457

electron density 4, 13, 14, 17, 18, 19, 20,

21, 22, 23, 24, 27, 30, 31, 32, 56, 111,

112, 113, 115–116, 119, 124, 195, 216,

239, 338, 340, 344, 350

electron density at the BCP 356

electron donating substituents 490

electron localization function (ELF) 86,

112, 113, 117–118, 135–142

electronegative elements 111, 246, 264,

338

electronegativities 86, 294

electronegativity of carbon 263

electronic energy 64, 150, 346, 442

electron-withdrawing substituents 40, 80,

169, 300, 315, 490

electrostatic forces 465, 476

electrostatic interaction energy 3, 111,

156, 158, 167, 172, 198, 199, 246, 249,

337, 418, 457, 494, 499, 500, 505

electrostatic potentials 112, 116–117,

130–135

Electrostatic-covalent H-bond model

(ECHB) 32, 494

Empirical valence bond (EVB)

method 380, 383, 384

energy of H-bond formation 296

enol–keto form 489, 490

enols 409–411, 458

enzyme catalysis 8, 177–179

equilibrium geometry 324, 327, 345, 349,

357, 360

Erenfest’s classification 480

error distribution 465

Espinosa’s relationship 459

ethylene 345

Etter’s rules 239, 492

exchangeenergyterm 11,151,158,161,167,

199, 200, 256, 315, 316, 500, 501, 507

excited vibrational levels 378, 392

experimental uncertainties 443, 448, 461,

465

ferroelectrics 479, 481

first-order density matrix 351

first-order phase transitions 480

fold catastrophe 355

formaldehyde 5, 230, 273, 326, 329

formamide dimer 113, 228, 505–506

formamide–formic acid complex 113

formazan 68

formic acid dimer 113, 502, 503

Fourier transform 450, 465

frequency isotope effects 395–396

furan crystal 367
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GAMESS program 59

Gaussian program 11, 59, 87, 115

glyoxalmonoxime 74

good acceptors 493

good proton donors 493

Grabowski’s measure of H-bond

strength 14–15

gradient trajectory, path 444, 445

gradient vector field of the electron

density 56, 118, 340, 342

Graph sets: motifs 213–217

guanosine geometries 273

H/D isotope effects 384

H� � �H interaction 363, 364

H� � �H contacts 350–358

Hammett’s substituent constans 163, 164,

167, 434

Harmonic Ansatz 324–426

harmonic approximation 324, 327, 377,

380, 384

harmonic potential 382

Hartree–Fock method (HF) 11, 58, 60,

62, 208, 350, 383, 390, 499–500

haxafluoroacetylacetone 68

H-bond in amphi-ionophores 182–183

HCOOH=HCONH2 pair 274

Heitler–London energy 500

Hellmann–Feynman theorem 419

Hessian matrix of electron density 124

Hessian 444

heteronuclear intramolecular

H-bonds 77–84

heteronuclear intramolecular

RAHBs 494–499

high level calculations 13, 30, 59,

61–62

HOMA 419–420

HOMO 151, 158

HOSE—harmonic oscillator stabilization

energy 423

hydrated anion clusters 171

hydration 6, 8, 20, 171–172

hydrogen bonding—AIM

characteristics 12, 13, 122, 230

hydrogen bonding—AIM criteria 14,

448–449

hydrogen bonding—characteristics 494

hydrogen bonding—definition 2, 195,

238, 245–246, 254, 297, 417, 494

hydrogen bonding—energy 62, 149, 203,

270, 400

hydrogen bonding—experimental

evidences 4, 7, 20

hydrogen bonding—geometry 57, 202

hydrogen bonding—IR spectroscopy 203

hydrogen bonding—NMR

spectroscopy 203

hydrogen bonding—rotational

spectroscopy of gas-phase

complexes 203

hydrogen bonding—types 3–4

hydrogen bonding in proteins 8, 30

hydrogen bonds— classification 2–4,

52–56

hydrogen–hydrogen bonding 358, 360

hydronium ion 506

hysteresis 480

ice Ih polymorph 217

ice 217, 460, 472

induction energy 158, 168

integrated topological properties 14, 23,

118, 124, 346, 448, 455, 458, 462, 465

interaction density 456, 463, 465

Interaction line (IL) 56, 124, 445

Interatomic surface (IS) 340, 342, 361,

445

intermolecular hydrogen bonds 62–63

intermolecular hydrogen–hydrogen

bonding 365–367

Intermolecular perturbation theory

(IMPT) 199–200

intermolecular RAHBs 501–506

intramolecular dihydrogen bonds 83–84,

254

intramolecular H-bonds—H-bond

energy 63–64

intramolecular hydrogen bonds—

energetics 69–70, 361–369

intramolecular hydrogen bonds 63–64,

67, 76, 77, 270, 409–411

intramolecular hydrogen–hydrogen

bonding—examples 361–365

intramolecular RAHBs 488–501

inverse hydrogen bonds 55, 338
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ionic bonds 51, 195, 200

ionic character 501

ionic hydrogen bonding 27, 180

ionic interaction—AIM

characteristics 14, 200–201, 344, 347,

445

ionic system, NaþCl 500

IR spectra 7, 11, 86–88, 391–395

isolated hydrogen bonds 203, 204

isotope effect 66, 381, 384, 385–387, 395,

403–407

isotropic displacement amplitude 453

KDP ferroelectrics 479, 480, 481, 482

keto–enol forms 489, 492

kinetic electron energy density at

BCP 124, 345

kinetic and potential energy density 124,

125, 230, 342, 345

Kitaura–Morokuma approach 499, 500

Koch–Popelier criteria 12–13, 56–57, 120

Landau phase transition 481

Laplacian of electron density 13, 14, 15,

22, 26, 31, 56, 115, 124, 143, 246, 249,

252, 344–345, 348, 445, 446, 448, 458,

494, 497

latent heat 480

lattice-mode vibrations 481

least-squares refinement 450

Leffler–Hammond rule 497, 505, 509

Lennard–Jones potential 12, 67

Lippincott–Schröder function 66, 67,

381–383, 410

local coordinate system 451

local source function 447

local virial theorem 345, 446, 465

localized Wannier functions 110

Low barrier hydrogen bonds

(LBHBs) 65, 69, 110

LUMO 151, 158

malonaldehyde 53, 54, 63, 66, 68, 70, 72,

73, 74, 76, 78, 79, 80, 424, 488

malondialdehyde 83

Mannich bases 394, 395, 396, 406,

420–424, 498

matrix diagonalization procedures 385

mean-square displacement amplitudes

(MSDA) 450

metallic bond—AIM characteristics 347

methane–water interaction 205, 219, 220

methanol–water complex 113

microsalvation 6–7

model ambiguities 465

modified Morse potential 380

molecular graph 342

molecular hydration 6–7

Morse potential 380–383

MP2 method 12, 208, 210, 220

multipolar refinement 350, 363

multipole expansion 451

multipole population 451, 454, 455

multireference methods 210

mutual penetration 14, 137, 144, 448

N, N-dimethylformamide dimer 275

nanotubes 150, 174–176

naphthalene 419, 420

NBO populations 19, 111, 116, 126–130,

143

neutron diffraction (ND) 211

N–H� � �Co hydrogen bonds 249

N–H� � �N hydrogen bonds 66, 77, 249

NH� � �O hydrogen bonds 54, 66, 78, 81

N–H� � �N intramolecular H-bonds 77

NHN ferroelectrics 482

NICS 433

nitrosoethanol 74, 75

N-methyl maleimide–acetone

complex 279

N-methyl maleimide–water complex 279

NMR spectroscopy 10, 204, 399

N-substituents 496

nuclear cusp condition 452

nucleic acids 7–8, 264, 265, 266

OH stretching modes 66, 73, 79, 86, 389

O–H� � �Mo contact 250

OH� � �O hydrogen bonds 70, 76, 211–212

OH� � �p hydrogen bond 263

O–H� � �O interactions in crystals 211–212

one-dimensional potential energy

curves 378–379

open quantum system 343

optimized geometry 111, 449
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order–disorder phase transitions 478

organometallic complexes 246

Os–H� � �H–N interaction 254

overlap integral of two spin orbitals 346

overtones 378, 391

pairs of acetic acid molecules 270, 506

partially covalent H-bond 509

partitioning of the molecular energy into

atomic contributions 347–349

Pauli exclusion principle 500

phase transitions 478, 479–481

phenanthrene 351, 352, 353, 361, 419

phenol systems 159

phenols 427–431

phenol–water clusters 20–23

phenol–water complexes 162

phosphine oxides 250

phosphorocoumarine 498

picolinic acid N-oxide—free energy

surface 384–387

picolinic acid N-oxide 384

p-systems 158–163

plot of the electron density

distribution 340

Poincaré–Hopf relationship 351

Poisson’s equation 112

polar systems 156–158

polar-covalent bond 342, 347

polarizability 167, 199, 219, 393

polarizability-driven inductive effect 167

Polarization-assisted hydrogen bonds

(PAHBs) 69

polarization component 168, 169

polarization interaction energy term 316,

500

polarization 3, 4, 155, 169, 173,

199, 217

polarized basis sets 60

polypeptides 30–32

polymorphism 474, 475, 477

Popelier’s criteria 12–13, 56–57, 120

Pople basis sets 5

post-self-consistent field (SCF)

configuration interaction

methods 350

potential electron energy density at

BCP 124, 342

potential surfaces—complexes with

intermolecular hydrogen

bond 400–406

principal curvatures 444, 445

probability density function 407, 450

promolecule 239, 451, 465

protein secondary structure 8–9

proteins 8, 9, 30, 266, 268, 271

proton acceptor 2, 4, 201, 205, 211, 228,

229, 265, 294

proton affinities 69, 496, 498, 509

proton donor 2, 155, 156, 201, 205, 211,

216, 228, 250, 255, 263, 267

proton motion—quantum-dynamical

simulation 386, 387, 388

proton nuclear magnetic resonance

(1HNMR) chemical shifts 296

proton transfer pathway 70

proton transfer reaction 225, 383, 489,

496, 457, 502

protonated 2,7-dimethoxy-DMAN 398

proton-stretching vibrational mode 296

pseudoatom model 451, 452

pseudoatom 451

pyridine 158, 394

pyrimidine dimer 273

pyrrole 87, 158, 503

pyrrole-2-carboxyamide 508

pyrrole-2-carboxylic acid (PCA) 503

QCISD 61, 210, 350

QCISD(T) 210

Q-parameter 489, 490, 491, 492

Quantum Theory of Atoms in Molecules

(QTAIM) 339–341

reaction path for the proton transfer

reaction 502

relaxor 482, 483

repulsive interaction 67, 91, 150, 339, 363,

368

Resonance-assisted hydrogen bonds

(RAHBs) 54, 67, 69, 70, 71, 488–499

resonance energy 78, 351, 423

resonance parameter 71, 424, 425

rigid-body motion 453

Ring critical point (RCP) 16, 17, 32, 351,

355
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RNA 7–8

rotation barrier 59, 68, 77–80

Ru–H� � �H–O bond 255

Ru–H� � �Si contacts 251

SAPT 151, 158, 161, 168

scattering angle 453

scattering factor 450

scattering vector 450

Schiff bases 420–424, 498

Schwinger’s principle 343

SCVS corrections scale 350

second-order phase transitions 480

Self-consistent reaction field (SCRF)

method 6, 81, 89

semiempirical methods 57–59

S–H� � �S intramolecular H-bonds 66, 79,

80, 81

shared-shell interaction 342, 344, 345–

347, 445, 447

shared-shell interatomic interactions 122

short H� � �H contacts 338, 367

short H-bond 172–175, 297, 479, 494

Short strong hydrogen bond (SSHB) 110,

177, 489, 508

Si� � �H distances 250

six-membered rings 64, 195, 351, 492, 493,

496

Slater determinant 13

Slater Type Orbitals (STO) 60

soft modes 481

solvent effect 89, 151

SPARTAN program 59

spherical atom 451

spherical harmonics 451, 452

stabilization energy 5, 12, 16, 17, 20, 25,

26, 30, 33

statistical distance 454

steric repulsion of electron clouds 500

strength of a chemical bond 203, 284, 344

strong O–H� � �O hydrogen bonds 502

strong symmetric hydrogen bonds 295

structure factor 450–451, 452, 453

structure property relations 471–485

substituent constants 435, 436

substituent effect stabilization energy

(SESE) 432

substituent effect 80, 163–171

supermolecular approach 151, 507

supramolecular synthons 215

T, L and S tensors 453

tautomeric forms 70, 79, 401, 490, 494,

496–497, 502, 508

temperature factor 450

tetra-tert-butycyclobutadiene 362

tetra-tert-butylindacene 362

tetra-tert-butyltetrahedrane 362

Theoretical force-field model 323–329

thermal expansion 480, 483

time-dependent Schrödinger equation 384

topological analysis 118, 456–464

topological partitioning of molecules 343

total electron energy density at BCP 19,

28, 345, 346

trace of Hessian matrix 124, 344

transferable interaction potentials 12

transition state 64, 70, 177, 255,

355, 489

tricritical point 481

triphenylene 419, 420

T-shaped dimer of acetylene 501

unconventional hydrogen bonds 91, 246,

259, 263

Uracil–uracil (UU) dimer 272

UV spectra 10

valence deformation 452

valence density 451, 452

Valence shell charge concentration

(VSCC) 445, 446, 458, 459,

464, 465

Valence shell electron pair repulsion

model (VSEPR) 136

van der Waals bonds 200, 201, 215, 219

van der Waals cutoff criterion 295

van der Waals interaction—AIM

characteristics 338, 342

van der Waals interactions 13, 35, 109,

201, 246, 302, 445

van der Waals radii 2, 57, 203, 248

very strong hydrogen bond 34, 66, 69,

297, 378, 403, 458, 494, 510
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